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Abstract We study how the normal stiffness and the permeability of a realistic rough fracture at the field
scale are linked and evolve during its closure up to the percolation threshold. We base our approach on a well‐
established self‐affine geometric model for fracture roughness, which has proven to be a relevant proxy from
laboratory to multi‐kilometer scales. We explore its implications for fracture apertures in reservoir‐scale open
channels. We build our approach on a finite element model using the MOOSE/GOLEM framework and conduct
numerical flow‐through experiments in a 256 × 256× 256 m3 granite reservoir hosting a single, partially sealed
fracture under variable normal loading conditions and undrained conditions. Navier‐Stokes flow is solved in the
embedded 3‐dimensional rough fracture, and Darcy flow is solved in the surrounding poroelastic matrix. We
study the evolution of the mechanical stiffness and fluid permeability of the fracture‐rock system during fracture
closure including mechanisms that impact the contact surface geometry like asperity yield and deposit of
fracture‐filling material in the open space of the rough fracture. The largely observed stiffness characteristic is
shown to be related to the self‐affine property of the fracture surface. A strong anisotropy of the fracture
permeability is evidenced when the fluid percolation thresholds are exceeded in two orthogonal directions of the
imposed pressure gradient. We propose a unifying physically based law for the evolution of stiffness and
permeability in the form of an exponential increase in stiffness as permeability decreases.

Plain Language Summary Natural or artificial fluid flow in deep fractured reservoirs, such as
enhanced geothermal systems (EGS), is primarily controlled by open fractures and faults, and is considered a
key element for hydraulic performance. On the one hand, flow along these fractures is strongly affected by
channeling between fracture asperities and fracture sealing along the open fracture space. On the other hand,
fracture asperities and fracture seals also impact the mechanical behavior of fractures, especially their
mechanical stiffness. Here, we study how the stiffness and the permeability of a realistic rough fracture at the
field scale are linked and evolve during its closure. We show that the mechanical stiffness is exponentially
increasing when the fracture permeability is decreasing. Moreover, this stiffness‐permeability law is unique
both during the mechanical and the chemical closure, being strongly related to the effective contact area along
the fracture. The results have implications for large scale assessment of hydraulic properties of fractures and
fractured reservoir stimulation.

1. Introduction
Fractures play a major role as preferential fluid pathways for numerous georesource applications, such as deep
geothermal reservoirs (Cox, 2005; Gudmundsson, 2011; Huenges & Ledru, 2011; R. W. Zimmerman & Bod-
varsson, 1996). Indeed, they provide major conduits at all scales through which fluids can flow (Berkowitz, 2002;
Caine et al., 1996). They are also critical for the mechanical behavior of fractured rock masses owing to their
ubiquity and the fact that they are typically mechanically weak objects (R. Zimmerman & Main, 2004). Sub-
sequently, the hydromechanical behavior of rock fractures is of central importance for determining the transport
and deformation properties of faulted reservoirs. This behavior can be studied for the fractured rock mass that
includes fracture networks with many fractures but also for a single fracture (Adler & Thovert, 1999;
Cornet, 2015; De Dreuzy et al., 2012; Deng et al., 2021; Kluge et al., 2020; Scholz, 2019). Indeed, the behavior of
a single fracture must be addressed first to understand that of the whole fractured mass. Although numerous
studies have addressed the behavior of a single fracture at laboratory scales (1 cm–1 m), much less describe its
behavior at field scale (10–1,000 m).
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As demonstrated by numerous studies, the fundamental properties of individual fractures strongly rely on the
geometry of the fracture void space and the contact area between the facing fracture walls (Barton & Chou-
bey, 1977; Gudmundsson, 2011; Jaeger et al., 2009; Kluge, Blöcher, et al., 2021; Scholz, 2019). Fracture
roughness, which controls the fracture void space geometry, has been extensively analyzed in the past by using
various techniques to measure the fracture surface topography (Bouchaud, 1997; Brown & Scholz, 1985; Power
& Tullis, 1991; Schmittbuhl, Schmitt, & Scholz, 1995; Tse & Cruden, 1979). Among the techniques that char-
acterize the fracture and fault roughness from topography measurements (Candela et al., 2009; Schmittbuhl,
Vilotte, & Roux, 1995), spectral analysis is more generally used to demonstrate the power law behavior of the
height‐height correlation function (Jacobs et al., 2017). It is shown that the fracture surfaces of different rock
materials, with different fracture modes and within different geological contexts share a self‐affine scaling
invariance that extends up to a multi‐kilometric fault scale with no roll‐off wavelength at large scales (Candela
et al., 2012; Fardin et al., 2001; Sagy et al., 2007; Schmittbuhl, Gentier, & Roux, 1993). In some cases, the self‐
affine geometrical model of the fault surface exhibits anisotropy related to the main slip direction with anisotropy
in the Hurst or roughness exponent (Brodsky et al., 2011; Candela et al., 2012; Renard et al., 2006).

As a fracture is mechanically loaded, its contact area is expected to increase, and a percolation threshold for fluid
flow might be reached (Dapp et al., 2012; Sahimi, 1993; Schmittbuhl, Vilotte, & Roux, 1993). The contact
mechanics of self‐affine surfaces have been explored by numerous studies (Almqvist et al., 2011; Batrouni
et al., 2002; Borri‐Brunetto et al., 1999; Carbone & Bottiglione, 2008; Hyun et al., 2004; Pastewka et al., 2013;
Pei et al., 2005; Persson, 2006; Persson et al., 2004; Vallet et al., 2009). They show specific properties such as (a)
a linear relationship between the contact area and normal loading; (b) an exponential evolution of the normal
stress with respect to the normal displacement; and (c) a linear increase in the normal fracture stiffness with
normal stress. These studies have also shown that the normal stress field along asperities exhibits self‐affine
properties (Hansen et al., 2000; Schmittbuhl et al., 2006). Experimental measurements of the fracture stiffness
have also been obtained from laboratory mechanical tests (Evans et al., 1992; L. J. Pyrak‐Nolte et al., 1990;
Zangerl et al., 2008; L. J. Pyrak‐Nolte, 2019; Zhou et al., 2020). They show that stress effect on the stiffness could
be consistent with that of a self‐affine model of the fracture topography but also some departures from the linear
relationship.

Natural sealing might also impact the closure of a fracture (P. S. Lang et al., 2016). Sealing derives from many
processes and is dependent on the fluid chemistry, temperature, and pressure (Parry, 1998). Following the pio-
neering work of Durney (1973), the following three fracture filling modes are defined: the syntaxial mode for
inward growth, antitaxial mode for outward growth, and stretching mode for an unspecific growth direction. The
growth of seals in deforming rocks can arise from a single event, but it is often the result of multiple crack sealing
events following fracture growth (Bons et al., 2012). Then, the fibrous habits of crystalline materials induced by
pressure solution in the rock matrix are shown (Laubach, 2003; Ramsay, 1980). Dissolution and precipitation
along fracture walls owing to secondary mineral deposition or artificial reactive fluid injection might also
significantly modify the permeability and stiffness of fractures (Laubach, 2003; Liu et al., 2006; Elkhoury
et al., 2013; Noiriel et al., 2013; P. Lang et al., 2015). Changes in stiffness from sealing bridge development along
fractures can have large‐scale implications by inducing, for instance, seismic velocity variations (Sayers
et al., 2009).

When fractures close, their permeability is expected to change significantly. Permeability of rough fractures is
typically studied using single‐phase fluid flow in the open void space of the rough fractures, particularly in the
framework of the lubrication approximation, where the roughness is considered as a perturbation to a parallel
plate model (R. W. Zimmerman & Bodvarsson, 1996). The cubic law is then applied to relate the mechanical
aperture of the fracture, that is, the average of the geometrical aperture, to the fracture permeability. Another
approach is to define the hydraulic aperture of a fracture based on its hydraulic properties. Numerous models and
experiments have been developed to compare the mechanical and hydraulic apertures of fractures for different
flow regimes (Mourzenko et al., 1995; R. W. Zimmerman & Bodvarsson, 1996; Méheust & Schmittbuhl, 2000,
2001; Matsuki et al., 2006; Ishibashi et al., 2015; Kluge et al., 2017; Huang et al., 2019). These works demonstrate
the impact of the fracture roughness on the fracture permeability with regard to the enhancement or inhibition of
the flow owing to strong channeling of the flow for a specific orientation of the pressure drop. Shear history of the
fracture has also a strong impact on the anisotropy of the permeability (P. S. Lang et al., 2018). Moreover, the
largest wavelengths in the aperture field are shown to dominate the influence of the roughness (Neuville
et al., 2010a; Neuville et al., 2010b; M. Wang et al., 2016). In the case of many independent fractures, fracture
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roughness is shown, on average, to inhibit flow when a hydraulic aperture is smaller than the mechanical aperture
as the fracture surfaces come into contact. However, significant departures from this average behavior exist since
the behavior is dominated by the largest wavelengths, which are not stationary in space and are accordingly
specific to each surface.

Our study aims to assess the relative evolution of the normal stiffness and the permeability of a fracture during its
closure, a topic with important implications for geo‐engineering (Li et al., 2021). One specific contribution of our
approach is to develop our model at the reservoir scale (100–1,000 m), using multi‐scale knowledge of fracture
geometry, and combining the mechanical effect of asperity yield and the chemical effect of mineral deposit, two
mechanisms that are expected to dominantly impact the fracture contact area. For the mechanical effect, we
simplify the contact rheology, and assume that the deformation of asperities follows a rigid‐plastic behavior (i.e.,
rigid solid with a low yield stress) since normal stresses strongly concentrate on a limited set of contact points
where the elastic limit is exceeded. We show that this approach is a good proxy of a full elasto‐plastic model. We
also compare our approach to the well‐known empirical law of stiffness evolution from Bandis et al. (1983). For
the description of the sealing process, we simplify the details of the sealing mineral deposition to a progressive
filling of the aperture by a set of discrete homogeneous layers. Minerals are supposed to be typically elongated in
the growth direction perpendicular to the fracture walls, forming homogeneous layers in which the thickness is
controlled by precipitation kinetics and the fracture opening rate (Bons et al., 2012; Ramsay, 1980). Successive
layers then fill the open space of the fracture and modify the permeability and stiffness of the fracture. Their
effects on the fracture stiffness result from the competition between the progressive evolution of the contact area
owing to the mechanical closure of the fracture filling with competent cement and the generation of new bridges
between the fracture walls in the asperities neighborhood. The evolution of the fault open volume, fracture normal
stiffness, and permeability are analyzed until fluid percolation thresholds are exceeded in two orthogonal di-
rections of the imposed pressure gradient where a strong anisotropy of the fracture permeability is evidenced. We
propose a unifying physically based law for the evolution of stiffness and permeability in the form of an expo-
nential increase in stiffness as permeability decreases. Finally, we discuss the hydraulic and geomechanical
implications of the stiffness‐permeability evolution for reservoirs.

2. Model Description
2.1. Fluid Flow in a Partially Open Fracture Embedded in a Porous Rock Under Normal Load

Figure 1 shows the model geometry with a large‐scale partially open fracture embedded in a 3D poro‐elastic
block. The dimensions of the entire block are 256 × 256 × 256m3, which represent a characteristic scale of a
typical fractured/faulted reservoir, for example, the Soultz‐Sous‐Forêts deep geothermal reservoir (Vallier
et al., 2019). The fracture is partially open due to the presence of fracture asperities that define open domains
where fluid can flow. We assume drained conditions, that is, fluid is able to move along the fracture due to an
imposed pressure difference at the boundaries. Fluid circulation is modeled by imposing a pressure gradient
(constant pressures at the inlet and outlet boundaries) along either the x‐direction or y‐direction of the block to
investigate a possible anisotropy in the fluid flow behavior. The contact areas between asperities are the domains
where stress is transferred with no fluid flow, that is, closed domains. We assume that the fracture is mechanically
loaded by a normal stress σn applied along the top of the block. Because of the partial contact along the fracture,
the applied stress on the whole block boundary is amplified along the contact zones following Amonton's law, as
shown in Figure 1a (Scholz, 2019). Figure 1b shows an example of the fluid flow both in the pores of the matrix
and in the open space of the fracture for a case when the pressure gradient is imposed along the x‐direction.

2.2. Fracture Aperture

Faults and fractures are typically considered two‐dimensional objects. This is because their thicknesses are often
considered negligible with respect to their extension. They are then approximated as planar surfaces. However,
even as 2D objects, they show multiscale corrugations that can be described by a self‐affine topography over a
large range of scales (up to 9 decades of length scales) (Candela et al., 2012). A 2D cross‐section of the fault will
then remain statistically invariant under the following scaling transformation: δx → λδx, δz → λHδz, where δx is
the coordinate along the section, δz is the topography amplitude and H is the Hurst or roughness exponent
(Meakin, 1998; Schmittbuhl, Schmitt, & Scholz, 1995). Moreover (Candela et al., 2012; Renard et al., 2006),
showed that faults/fractures exhibit a certain anisotropy in their roughness exponent in response to the fault slip
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history, resulting in a roughness exponent on the order of H‖ = 0.6 along the slip direction and H⊥ = 0.8 in the
slip perpendicular direction.

Here, we consider a 256 m × 256 m three‐dimensional fault with distributed aperture that reproduces the ge-
ometry of a natural fault at typical reservoir scales. The spectral properties of the synthetic fault geometry are
consistent with those of a natural fault (Candela et al., 2012). We assume that the time scale of fluid flow is much
shorter than that of the long‐term shear slip along the fault, which is responsible for the anisotropy in the fault
geometry. The fault geometry is then considered fixed during the flow simulation. Based on the fault topography,
we build the fault aperture with the following assumption regarding the fault slip history: the cumulative fault
shear offset is supposed to be large compared to the size of the fault area we are considering (Plouraboué
et al., 1995). In this case, correlations between the two facing surfaces are lost, and the fault aperture is composed
of the facing of two independent fault surfaces and subsequently has the same scaling properties of each fracture
surface.

To reproduce field observations, we generate the fault aperture as an anisotropic self‐affine surface withH‖ = 0.6
along the historical slip direction (y‐axis) of the fault, H⊥ = 0.8 along the perpendicular direction (x‐axis) and an
RMS amplitude of 0.09 m for the fault topography at the scale of 256 m (see Figure 2a) (Candela et al., 2012).
Figure 2b shows the histogram of the aperture distribution in the entire fault domain of 256 m × 256 m with no
normal deformation of the asperities or no filling material in the openings of the fault. The measured distribution
is well approximated by a Gaussian distribution. It is of interest to note that such a fault model predicts a typical
magnitude for fault asperities on the order of 0.09 m for a fault with an extension of 256 m. The aspect ratio of
such a 3D fault geometry is then on the order of 0.09 m/256 m ≈ 3 ⋅ 10− 4. We also see that the maximal amplitude
of the asperities is on the order of 3hrms ≈ 0.27 m. In the (unrealistic) case of a fully rigid matrix, that is, no
deformation of the largest asperities, this would correspond to the typical aperture of the fracture. As discussed
below, the aperture will actually decrease when considering elasto‐plastic deformation of the asperities under
normal mechanical loading of the fault. The aperture is also expected to decrease when healing processes develop
over time.

To explore the variability of the fracture geometry, six independent synthetic fractures are generated: F1, F2, F3,
F4, F5, and F6 (See Supporting Information S1). They all share the same self‐affine scaling properties, that is, the
same roughness exponents and roughness amplitude at the same scale. The only difference among them is that

Figure 1. Sketch of the model: a partially open fault (colored horizontal cross‐section) is embedded in a 3D block (in dark
gray) of size 256 × 256 × 256m3 loaded by a normal stress σn. (a) The contact areas (in light gray) along the fracture support
the applied normal stress with variable local amplification of the stress (reddish zones). The open part of the fracture where fluid
circulates is shown in blue. (b) 3D view of the fluid circulation in the fracture (colored horizontal cross‐section) and in the pore
space of the matrix (white arrows) when a pressure drop is applied in the x‐direction (the vertical thick, blue layers indicate the
pressure field in the matrix). The contact areas are transparent here.
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different seeds are selected for generating the initial white noise signal, which is used to construct the self‐affine
fracture surface (Candela et al., 2009). As such, the six fractures have different surface or aperture geometries but
still share the same statistical properties regarding their distribution. By way of illustration, the aperture map of F1
prior to any mechanical loading or sealing is shown in Figure 2a.

2.3. A Kinematic Model for Reconstructing the Fracture Closure

In this study, we assess both the mechanical and hydraulic properties of a fracture by modeling its closure
following a specific conceptual route. Indeed, we reconstruct the closure of the fracture assuming that it is the
result of two different mechanisms sequentially (Figure 3).

First, we consider that the fracture is only mechanically closed due to an increase in normal displacement applied
along the top of block ub from normal loading σn (see Figure 4). No sealing process is considered during this
phase. The matrix and the fracture are shown as strings in series for which the bulk displacement ub is the sum of
the displacement of the matrix um and that of the fracture uf . In other words, the fracture displacement uf is
equivalent to the difference between the vertical displacement of the fractured rock ub and the intact rock matrix
um, as follows:

uf = ub − um (1)

Note that in this paper, the direction along negative z is considered positive. Therefore, the fracture closure uf is
positive with respect to the zero displacement of the first contact.

To simplify the contact rheology, we assume that the deformation of asperities follows a rigid‐plastic behavior
(i.e., rigid solid with a low yield stress). The normal loading then creates contact areas where stresses strongly
concentrate and rapidly overpass the elastic limit, leading to a perfectly plastic behavior (Pei et al., 2005). This is
similar to an “overlap” model where overlapping asperities are erased with volume losses (Figure 3c) (Kim
et al., 2003; Méheust & Schmittbuhl, 2003; Walsh et al., 2008). As shown below and in Supporting Informa-
tion S1 (Figures S3, S4 (Figure S4a) and S5), this approach is a relevant proxy of a full elasto‐plastic model. This
approximation minimizes contact areas since contact regions develop mainly along the highest asperities in
compacted clustered regions and the deformation is local without volume conservation. In contrast, in a fully
elastic model, contact areas would spread out over multiple regions because of non‐local deformation and the
additional requirement of volume preservation. Our choice of an “overlap” model stems from this model being
supported by laboratory observations where deformation in contact/overlap areas produces gouge particles that
are flowing out of the contact areas (Kluge, Bruhn, et al., 2021). The initial mechanical load leads to rigid plastic

Figure 2. Generation of the fracture topology and aperture map: (a) Aperture map with only a few contact points; (b) power
density function (PDF) of the aperture distribution with a Gaussian fit (bin width is 1 cm; average aperture is h̄ = 0.27 m;
RMS is hrms = 0.09 m).
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deformation and accumulation of elastic strain, and a stress release would lead to an elastic relaxation as indicated
by the dashed red lines on the x‐axis (Kluge, Bruhn, et al., 2021); in this case, plastic deformation will remain. We
consider mechanical closure to be part of the initial history of the fracture, and it occurs before sealing begins to be
effective. We assume that this phase leads to an overall contact area on the order of 20%, as observed in fracture
closure experiments for a normal load on the order of several tens of MPa (Kluge, Bruhn, et al., 2021). During this
mechanical phase of closure, the normal stress along the contact areas increases as the fracture displacement rises,
leading to a more significant closure of the fracture, as shown in Figure 5.

Figure 3. Cross‐section through the block along the x‐direction with a large vertical magnification to show the fracture closure process due to two different mechanisms.
(a) Initial unloaded fracture aperture: fracture surfaces are just touching one another at a few contact points. (b) Phase 1—mechanical closure (contact area < 20%): the
contact area increases because of a normal loading (imposed normal displacement) applied on the top of the host rock; (c) asperities that overlap following a “rigid‐plastic”
behavior. (d) Phase 2—sealing closure due to mineral deposits (contact area > 20%). Successive layers of sealing material are assumed to grow homogeneously with a
constant thickness from the border to the center of the open space (syntaxial mode). The open space for fluid flow is shown in light blue, whereas the host rock is shown in
light gray.
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The second mechanism for fracture closure is supposed to be due to a sealing process that occurs in the later stage,
upon termination of the mechanical phase (i.e., typically when the contact area > 20%) at constant imposed
normal displacement and normal stress (Figures 3c and 5). Fracture sealing is considered to be the sole result of
mineral precipitation of successive layers, as commonly observed in fractured reservoirs (e.g., Griffiths
et al., 2016). Homogeneous layers of secondary minerals are observed to be deposited with a rather constant
thickness, following a syntaxial growth of the filling material, both in the field (Davis et al., 2011; Durney, 1973)
and in laboratory hydrothermal experiments (Okamoto & Sekine, 2011). Specifically, during syntaxial growth,
filling materials are progressively added from the fracture walls to the open space as opposed to during antitaxial
growth, where the filling materials are added from the open space to the walls (Davis et al., 2011). Sealing would
increase the stiffness of the system, as indicated by the extended dashed line in Figure 5. Therefore, the system

could sustain more stress without additional plastic deformation. This will
also lead to a transformation into a more elastic regime.

It is then of interest to note that this second part of the closure modeling can
also be viewed as an “overlap” model since asperities are also erased due to a
different physical mechanism, namely, during chemical sealing, the contact
areas are expanding because of the outer growth of the asperity boundaries,
while during mechanical closure, plastic deformation induces the inner
movement of the asperity boundaries. Subsequently, we expect that in both
cases, the stiffness and permeability of the fracture will be impacted in a
similar manner and, thus, that they can be described by a common generic
law. The whole fracture closure process can then be viewed as a progressive,
continuous translation of one surface toward the other from the first contact
points when the closure is zero to the full contact when the closure is at its
maximum. This corresponds to a kinetic description of the aperture geometry
evolution caused by steps of imposed displacements of one facing fracture
penetrating the other. During the mechanical phase, the closure is equal to the
relative imposed displacement uf from its value at the first contact. During the
sealing phase, the closure steps correspond to the thickness of the deposited
layer. By gradually closing a fracture using this kinematic model, the relative
contact area y = Ac/A is shown to follow an error function law, that is,
y = (1 + erf (x/

̅̅̅
2

√
))/2, as a function of the normalized closure

x = (uf − h̄)/hrms, where uf is the closure, h̄ is the mechanical aperture of the
initial fracture and hrms its RMS. This law describes the cumulative distri-
bution function (CDF) of a normal distribution (see the orange line in
Figure 6). The pink area shows the mechanical closure (below 20% of the

Figure 4. Definition of the fracture displacement: uf = ub − um, where ub is the displacement of the fracture‐matrix system,
while um is the displacement of the intact rock matrix under the same applied normal loading σn.

Figure 5. Evolution of the normal stress over the fracture closure (imposed
displacement). The slopes of the red lines at each step of the mechanical/
sealing closure correspond to the normal stiffness.
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contact area), while the light blue area shows the sealing closure (above 20%
of the contact area).

2.4. Numerical Method

Analyzing the stress, pressure, and velocity fields in the fracture‐matrix
system requires an adequate physical model of the processes involved and
their coupling. Here, the Multiphysics Object Oriented Simulation Environ-
ment (MOOSE) in combination with GOLEM, a MOOSE‐based application
for modeling coupled thermal‐hydraulic‐mechanical (THM) processes in
fractured and faulted geothermal reservoirs, is used (Cacace & Jacquey, 2017;
Jacquey et al., 2017; Peterson et al., 2018). We based our approach on
separating two domains under undrained conditions (Figure 8): the porous
matrix where fluid flow is driven by Darcy's equation and the fracture domain
where Navier‐Stokes equation is solved considering variations in the fracture
volume due to the fracture closure process. Porosity changes in the model are
supposed to be dominated by the fracture porosity changes described in
Section 2.3 and matrix porosity is considered constant. Therefore, poro‐
elastic coupling in our model is related to changes of the fracture open
space and not to that of the porous rock matrix.

Under these approximation, the mass conservation in the matrix leads to:

1
Mb

∂pf
∂t
+ ∇ ⋅ qD + qD ⋅

1
K f

∇pf + vs ⋅ (
1
Mb

∇pf −
1
Ks

∇ ⋅ (σ − αpf I)) = 0 (2)

where pf is the pressure of the fluid, 1
Mb
= ϕ
K f
+ α− ϕ

Ks
is the specific storage of

the matrix, K f , the fluid bulk modulus, Ks, the bulk modulus of the solid
grains, α, the Biot coefficient, ϕ, the porosity, qD, the volumetric flow rate per unit surface area, vs, the solid
velocity, and σ, the effective stress (assuming compressive positive pore pressure). The moment balance equation
is expressed as:

∇ ⋅ (σ − αpf I) + ρbg = 0 (3)

where ρb is the bulk density (ρb = ϕρ f + (1 − ϕ)ρs), ρ f , the fluid density, ρs, the solid density, and g the gravity
vector. For the fluid phase in the matrix, we assume a Darcy's flow, as follows:

qD = ϕ(vf − vs) = −
km
μ f

⋅ (∇pf − ρ f g) (4)

where vf , the fluid velocity, km, the permeability tensor of the rock matrix, and μ f , the dynamic fluid viscosity.

For the fluid phase in the open space of the fracture, the incompressible Navier‐Stokes (INS) equation is
implemented as follows for each step of the fracture closure (Peterson et al., 2018):

ρ f
Df vf

Dt
+ ∇pf − μ f∇2vf − ρ f g = 0 (5)

whereDf /Dt is the Lagrangian derivative with respect to the moving fluid. The use of INS for the fluid flow in the
open space is motivated by the fact that we are searching for steady state solutions, the fracture closure being
much slower than the fluid pressure diffusion.

The system of equations is spatially discretized by the finite element method, while temporal discretization relies
on a finite difference implicit Euler scheme (Cacace & Jacquey, 2017). A generic workflow of the numerical

Figure 6. Evolution of the relative contact area Ac/A as a function of the
normalized normal displacement imposed on the fractured block
(uf − h̄)/hrms, where the mean aperture is h̄ and the RMS is hrms. The pink
domain corresponds to the mechanical closure of the fracture, assuming an
overlapping model of contact (i.e., purely plastic rheology of the asperities).
The light blue domain corresponds to the sealing closure due to homogeneous
mineral deposits in the open fracture space. The evolution of the contact area
can be fitted by the cumulative distribution function of a normal distribution
y = (1 + erf (x/

̅̅̅
2

√
))/2. The transition from a mechanical to a sealing closure

is defined at 20% of contact, which corresponds to (uf − h̄)/hrms ∼ − 1.
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simulations is given in Figure 7. The Navier‐Stokes module solves Equation 5 for the fluid pressure and the
displacement vector field inside the fracture domain (Blöcher et al., 2019). For the matrix domain, the primary
variables are the pore pressure and the solid displacements. The fluid velocity in the porous matrix and the strain
and stress fields are derived from these primary quantities via the poro‐elastic coupling described in Equations 2
and 3. To derive a coupling between the two physical systems, that is, the open fracture and the rock domain, we
define four exchange functions (i.e., FEM Boundary Conditions) along the interfaces between the rock and the
fracture (Figure 8). Since the fluid pressure inside the fracture occurs almost instantaneously when compared to
the time scale of pore pressure diffusion in the rock, we use this pressure as a boundary condition to solve for the
pore pressure in the rock matrix system (Figure 8a). Furthermore, this pressure acts as an additional body force on
the rock matrix following Equation 3. Therefore, we use the pressure as a boundary condition for the pressure
equation (Equation 2). The impact of it on the resulting solid displacement is implicit via Equation 3 (see
Figure 8a). We solve Equation 2 to obtain the pore pressure distribution inside the porous matrix and then
compute (via Equation 4) the resultant Darcy flux, which we then convert in Darcy velocity to impose it as a
slipping boundary condition for INS (Figure 7). The Darcy velocity is then assigned as a slipping boundary for the
fracture flow inside the fault (Figure 8b). To impose the mechanical coupling and the corresponding deformation
of the fault open space where fluid is circulating, the displacement values obtained from the kinematic model of
the fracture closure (Section 2.3) are used to deform the mesh of the fracture domain (M simulation in Figure 7)
and to compute the dynamic pressure and fluid velocity fields (INS simulation in Figure 7) (Blöcher et al., 2019).

To derive a closed‐form solution for the fluid flow in the fracture‐rock system and measure its permeability, we
apply the following initial and boundary conditions (Figure 8). The initial condition for the rock matrix is a zero
displacement field and zero pore pressure. Furthermore, the fluid pressure and the velocity inside the fracture are
also set to zero. In addition to the boundary conditions applied at the fault‐matrix interface, we impose a flow
either in the x‐ or y‐direction by setting a small inlet overpressure of 10 Pa either along the x‐ or y‐direction,
respectively, to avoid high Reynolds number solutions (see Figure 13). At the outlet, we keep the pressure

Figure 7. Workflow at each step of the fracture closure. At the center, the general feature of the model (for clarity of the
figure, the roughness of the fracture boundaries is not represented and the open space of the fracture is sketched as a
parallelepipedic volume). Starting from computation 1 (upper right): hydromechanical (HM) simulation in the rock matrix
domain based on Equations 2–4 and the inherited boundary conditions; computation 2 (lower center): Mechanical
(M) simulation to get the new shape of the fracture aperture using the kinematic model of fracture closure described in
Section 2.3; computation 3 (upper left): Incompressible Navier‐Stokes (INS) simulation in the open space of the fracture. For
the next fracture closure, the same loop starts again.

Journal of Geophysical Research: Solid Earth 10.1029/2024JB029001
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constant at zero during the total transient simulation. For the mechanical part, we set a zero displacement in the z‐
direction for the bottom and no displacement in the x‐ and y‐directions for the lateral borders, as well as for the
inlet and outlet. At the top of the block, we apply normal loading to force deformation of the rock matrix, leading
to consequent mechanical closure of the fracture. All material properties used in the modeling are listed in
Table 1. We considered isotropic matrix permeability in this study, thus the permeability tensor is a scalar in the
following. These values are representative of the well‐known EGS project Soultz‐sous‐Forêts (Vallier
et al., 2019).

2.5. Mesh Generation

The open fracture space is used as a 3D domain for finite element mesh generation. The domain is based on a
regular grid along the mean plane of the fracture with a grid spacing of 1 m and dimensions of 256 m by 256 m
(Figure 9a). The aperture ranges from aminimum of 0 m (i.e., contact areas) to a maximum of∼0.5 m (i.e., at zero
closure).

The magnitude of the fracture opening is on the order of 0.1 m (Figure 2b), a characteristic value for fractures at
the studied scale (∼256 m) (Candela et al., 2012). The challenge for meshing such a geometry is to account for the
extreme aspect ratio of the fracture volume, which can be as high as 1:1,000, making its meshing by isotropic
voxels or elements particularly difficult for a similar resolution in the z‐direction compared to the x‐ and y‐ di-
rections. To represent a fracture opening with such an aspect ratio, we instead implement prism elements within
an anisotropic mesh (Figure 9b). Normal to the fracture mean plane (i.e., along the z‐direction), we use a dis-
cretization of the fracture open space by 8 layers of prism elements, with an aspect ratio of 1:25. The minimum

Figure 8. Cross‐section view of the initial conditions and boundary conditions for (a) the rock matrix and (b) the fracture.
Transfer functions at the fracture‐rock interface are also illustrated.

Journal of Geophysical Research: Solid Earth 10.1029/2024JB029001
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element sizes normal and parallel to the fracture are 0.0125 and 1 m, respectively. For meshing the solid part, we
use an isotropic tetrahedral mesh with an element size of ∼0.1 m close to the fracture, while the element size
coarsens gradually with increasing distance from the fracture (Figure 9a). Meshing is performed by Gmsh
(Geuzaine & Remacle, 2009), an open‐source finite element mesh generator. For the open fracture space, we
generate between 262,080 and 71,152 prism elements according to the closure degree of the fracture. For the solid
part, we generate between 1,563,350 and 2,620,330 tetrahedral elements.

We use the flood‐fill algorithm (Nosal, 2008) to determine the flow percolation threshold of a fault, that is, the
state where the fracture flow loses connection between the inflow and outflow borders. If no flow path is found,
the fault is marked as having reached/exceeded the percolation threshold.

3. Fracture Stiffness Evolution During Closure
The normal elastic response of a fracture is often quantified by the fracture normal stiffness κ (Goodman
et al., 1968; L. Pyrak‐Nolte & Morris, 2000; Morris et al., 2017; Jaeger et al., 2009; P. Lang et al., 2015):

κ =
dσn
duf

(6)

where σn is the applied normal stress and uf is the associated displacement of the fracture, considered a
deformable body (Figure 4). Equation 6 depicts the rigidity of the fracture as stress changes due to the closure of
the fracture and the induced changes in the contact areas along the fracture.

3.1. Stress‐Linear Stiffness Approach

Fracture stiffness measurements have been obtained using a variety of methods, such as laboratory experiments
(Bandis et al., 1983; Cook, 1992; Kluge et al., 2020; Schrauf & Evans, 1986; Sun et al., 1985; Zhao &
Brown, 1992), field tests (Jung, 1989; Pratt et al., 1977; Rutqvist et al., 1998), and numerical simulations (L.
Pyrak‐Nolte & Morris, 2000; L. Wang & Cardenas, 2016; Morris et al., 2017; Lavrov, 2017). Most studies
measure a nonlinear increase in normal stress as a function of ongoing closure due to a linear increase in the
stiffness from the applied stress, at least during the initial loading of the fracture (Cook, 1992). Such a process has
also been shown to be irreversible when cyclic loading is applied (Kluge et al., 2020). In fact (Berthoud &
Baumberger, 1998), directly showed this linear behavior of the fracture stiffness, as follows:

κ =
σn
l0

(7)

Figure 9. (left) Finite elements of the fracture open space (blue prisms) and of the rock matrix (gray tetraeders). Coarse‐
graining of the elements develops when moving away from the fracture. (right) Details of the meshing of the fracture open
space (100‐fold exaggerated in z‐direction to emphasize the aperture fluctuations along the fracture).
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where l0 is a characteristic length related to the roughness of the surface. As proposed by Cook (1992), this linear
property of the stiffness (Equation 7) together with its definition (Equation 6) lead to a simple differential equation
(Pastewka et al., 2013), as follows:

dσn
duf

=
σn
l0

(8)

which has a solution in the form of a semi‐logarithmic behavior of the stress, as classically observed in the
following equation (Zangerl et al., 2008):

ln(σn) = χ ⋅ uf + ln(σrefn ) (9)

if one introduces the characteristic stiffness χ = 1/ l0 and σrefn as the reference normal stress, which refers to the
effective normal stress level at the beginning of the test when ub = 0, and is generally a small quantity (Goodman
et al., 1968). The characteristic stiffness χ denotes the slope of the log‐stress against the closure curve and defines
the rate of change of normal stiffness and normal stress (Evans et al., 1992).

From Equation 7 and Equation 9, the behavior of the stiffness κ(uf ) can be predicted as follows:

ln(κ) = χ ⋅ uf + ln(χ ⋅ σrefn ) (10)

In our model, to compute the fracture stiffness for a given closure uf , we apply a small stress perturbation
(Δσn = 1 MPa) along the top of the model and compute the corresponding volume change of the fracture ΔVf .
Dividing the volume change ΔVf by the apparent fracture area A provides an estimate of the induced closure
change Δuf = ΔVf /A. The fracture stiffness κ at each closure step uf can then be estimated as κ = Δσn/Δuf .
Figure 10a shows the evolution of the computed stiffness during closure for fault F1 (see Figure S3 in Supporting
Information S1 for the other fault configurations). It demonstrates that the stiffness evolution modeled by our
closure simulation is consistent with the largely observed Equation 10 (see e.g. Table 1 of Zangerl et al. (2008)).
This semi‐log behavior of our model validates the approximations made: on the one hand, the stress‐linear
stiffness approach ‐ Equation 7 as illustrated in Figure 10b; on the other hand, the yield‐contact area approach
described in the next subsection. Equation 10 is then used to fit the evolution of the stiffness during closure and to
obtain the stiffness characteristic: χ. Once the stiffness and the stiffness characteristic are known, we obtain the
normal stress by means of Equation 7.

Figure 10. (a) Fitting of the fracture normal stiffness Κ as a function of fracture closure during the mechanical stage for F1
using the stress‐linear stiffness approach. (b) Linear regression of the stiffness‐stress data of the stress‐linear stiffness
approach.
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The stiffness characteristic χ for fault F1 is estimated as χ = 23.2m− 1

(= 0.0232mm− 1), which is a small value compared to the measured values
(10–70 mm− 1) at the laboratory scale (Zangerl et al., 2008). For the other five
faults, we obtain similar stiffness characteristic values of 18.7 m− 1, 23.2 m− 1,
23.0 m− 1, 24.6 m− 1 and 27.6 m− 1 (see Figure S3 in Supporting Informa-
tion S1). Previous studies (e.g. (Pastewka et al., 2013),) have shown that the
reciprocal of the stiffness characteristic 1/χ (the characteristic length l0) is of
the order of the RMS roughness (hrms) of the surfaces for nonadhesive solid
contact surfaces. In our study, we obtain stiffness characteristics in the range
of 18–27 m− 1 for the 6 faults, indicating a characteristic length in the range of
0.04–0.05 m, which is consistent with the RMS of the fault surface (i.e.,
hrms = 0.045 m).

3.2. A Yield‐Contact Area Approach During Closure

We estimate the evolution of the absolute normal stress σn during closure
using an independent approach based on the assumption that contact areas act
as yield regions. Because the ratio of the applied normal stress and the normal
stress along the fault asperities (σn/σasperitiesn ) is equal to the ratio of the
apparent area to the actual contact area (A/Ac), the stress concentration along
the asperities (i.e., along contact areas) can be accessed. For example, with a
20% contact area, the applied stress is magnified by a factor of five at the
asperities. Subsequently, with an applied stress of a few tens of MPa, the

asperities might reach their elastic limits and enter the plastic domain. Following the “overlap” model approx-
imation, we assume that the stress on all asperities is homogeneous when reaching the yield stress of the ma-
terial σp:

σasperitiesn ≈ σp (11)

Therefore, the applied normal stress can be approximated as follows:

σn ≈ σp ⋅
Ac
A

(12)

Considering the relationship between the contact area and fracture closure shown in Figure 6 and assuming that all
asperities are at a stress level close to their compressive strength, the applied normal stress can be written as a
function of the fracture closure as follows:

σn ≈ σp ⋅ (1 + erf ((uf − h̄)/(
̅̅̅
2

√
hrms))/2 (13)

The behavior of the applied normal stress with closure is then compared to that from the stress‐linear approxi-
mation (Equation 9). Figure 11 presents the corresponding curves for both approaches. It is found that the best
effective yield stress value is 45.5 MPa for fault F1 (similar values are obtained for other faults, as shown in
Supporting Information S1, Figure S4). This effective yield stress is relatively low compared with the common
elastic limit of rock (typically lower than the uniaxial compression strength (UCS)). However, it is consistent with
the order of UCS if the scale effects of rock strength are considered (Thuro et al., 2001; Zhang et al., 2011).
Indeed, according to the relationship between UCS and specimen size UCS/UCSc50 = (50/d)0.18 proposed by
Hoek and Brown (1980), where UCSc50 is the UCS of a 50‐mm diameter specimen and d the diameter, we can
estimateUCS≈ 43 MPa for our model (d is approximated by the block dimension) if we assume UCSc50 is on the
order of 200 MPa. Here, UCS and d are in units of MPa and mm, respectively.

The good agreement between the two models illustrates that the normal stiffness during mechanical closure might
be simply predicted from a single parameter, that is, yield stress σp, and the evolution of the contact area during
closure (Figure 6). Interestingly, it also provides a physical origin of the semi‐log behavior of the fracture stiffness

Figure 11. Comparison of different approaches to obtain the normal stress
against fracture closure during the mechanical closure phase for fault F1: the
red curve indicates the stress‐linear method in the Bandis model; the blue
curve indicates the elastic‐limit method; and the green curve indicates the
elasto‐plastic (EP) model using the solution from the boundary element
method as in Röttger et al. (2022) (see Supporting Information S1 Figures
S3–S5).
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with closure and of the stiffness characteristics: the self‐affine property of the
fracture topography. In the in Supporting Information S1 (Figures S5a and
S5b), we also check the linear behavior of the stiffness‐stress curve obtained
from the linear‐stress approach and the yield‐contact area approach, showing
χ = 23.2m− 1 and χ = 23.1m− 1, respectively. To complete this check, we
compute the stiffness‐stress curve considering elasto‐plastic rheology based
on a boundary element method (BEM) (Röttger et al., 2022). We use a yield
stress σp = 46.7 MPa, which provides a very similar evolution of the normal
stress as a function of the fracture closure (Figure 11) and a linear relationship
between stiffness and stress (see Figure S5c in Supporting Information S1).
This, in turn, validates our stress‐linear approximation.

3.3. Normal Fracture Stiffness and Fault Volume

The overall evolution of normal stress against fracture closure is shown in
Figure 5. The normal stress increases with fracture closure during mechanical
closure (pink zone), while it remains unchanged during sealing (cyan zone).
The numerically computed normal stiffness is plotted as the slope at each
closure uf (red lines in Figure 5).

Since fracture closure uf is not easily and directly accessible in the field, we
propose in Figure 12 to describe the closure state of the fault in a different
way. Specifically, we consider the open space volume of the fault Vf , which

might be accessible through an injection test of the fault. Figure 6 shows that the fault closure varies between
(− 3hrms; 3hrms), where hrms is the RMS of the fracture surface topography under free boundary conditions, that is,
before any normal loading. In Figure S7 in Supporting Information S1, we show that the fault volume is well
approximated by Vf ≈ A ⋅ (6hrms − uf ) , where A is the apparent area of the fracture. Therefore, the fault closure
can be written as follows:

uf ≈ 6hrms − Vf /A (14)

Substituting Equation 14 into Equation 10 and using χ = 1/hrms yields the following:

κ ≈ κ0 exp(− Vf /Vcf ) (15)

with κ0 = e6 ⋅ σrefn /hrms, the stiffness at full closure of the fault (Vf = 0) , and Vcf = A ⋅ hrms a characteristic
volume of the fault. The reference normal stress σrefn obtained here is approximately 0.2 MPa.

The evolution of the normal stiffness as a function of the open fault volume for the 6 synthetically generated
faults, plotted in a log‐lin space in Figure 12, shows that the predicted results (pink curve, Equation 15) are a good
proxy of the numerical results (dots). This additionally verified the validity of the linear‐stress approach to es-
timate the normal stress.

4. Fracture Permeability
4.1. Permeability Measurement

The effective fracture permeability is computed at the end of the workflow described in Figure 7 using the outputs
of the computation, as an effective measurement of the hydraulic feature of the model for a given closure and
using a parallel plate approximation as classically done for hydraulic aperture measurement (Blöcher et al., 2019).
The permeability k of the overall system can then be determined after the steady state as follows:

k = −
μ f LV̇

Aside(pinf − poutf )
(16)

Figure 12. Log‐linear plot of the fracture normal stiffness against the fault
volume. Dots refer to the numerical simulations using the six synthetic faults
used in this study. The pink line corresponds to the theoretical prediction
from our rigid‐plastic closure model of a self‐affine fracture:
Equation 15: κ ≈ κ0 exp(− V f /Vcf ).
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where L is the length of the block and V̇ is the total fluid flux of the block obtained as the mean of the inlet flux V̇in
and outlet flux V̇out, that is, V̇ = (V̇in + V̇out)/2, since they are almost identical (Equation 5). V̇in and V̇out can be
computed as the sum of the inlet flux and the outlet flux of the fracture and the rock matrix, respectively:
V̇in = vinf A

in
f + vinm A

in
m and V̇out = voutf A

out
f + voutm Aoutm , where v f and vm are the fluid velocities of the fracture and

matrix, and Af and Am are the areas of the fracture and matrix. The subscripts in and out indicate the inlet and
outlet of the corresponding object (fracture or matrix), respectively. Since the model imposes the same pressure
boundary conditions for the rock matrix and the fracture, the pressure at the inlet and the outlet of the block are
constant over the whole related face of the model. Furthermore, there is almost no change in the total area of the
block side Aside during the entire simulation.

The permeability is assessed by applying a small pressure gradient of 10 Pa/256 m to the block and computing the
resulting fluid flux across the fault. Due to the low permeability of the matrix, most of the flow takes place along
the open space of the fracture between the contact areas. The distribution of the velocity field in the fault‐rock
system also indicates that the permeability is dominated by the flow along the fault. Due to the surface rough-
ness and the spatially correlated aperture distribution, a strong channeling effect is observed (with a maximum
velocity magnitude of 0.5 m/s at the given pressure gradient of 10 Pa/256 m) along the flow path of the fault
(Figure 13). In contrast, the maximum velocity magnitude in the matrix is approximately 1 × 10− 13 m/s. Because

of the low flow velocities in the matrix, it takes almost 10 years for the
pressure and velocity field in the rock domain to reach a steady state.

In addition, we observe a significant permeability anisotropy (Figure 13). The
permeability of fault F1 in the x‐direction (perpendicular to the fault slip
direction) is smaller than that in the y‐direction (perpendicular to the fault slip
direction) during closure, showing flow anisotropic behavior.

4.2. Permeability Evolution

For either the mechanical or mineral sealing process, we impose a closure of
∼0.03 m per step, except when approaching the percolation threshold, extra
steps are considered between these steps. In the Supporting Information S1,
Figure S6 illustrates some selected steps of the progressive closure (denoted as
c0–c11) as maps of the open fault space for F1, and Figure S8 in Supporting
Information S1 shows the related permeability in the x‐ and y‐directions
against the fault volume at each step of closure for all six faults. In terms of
orders ofmagnitude, the fluxes along the x‐direction and y‐direction for case c0

Figure 13. Map view of the flow inside fault F1. (a) Pressure drop is applied along the x‐direction. (b) Pressure drop is applied
along the y‐direction. The white zones indicate the contact regions.

Table 1
Material Properties Used in the Numerical Simulations

Property Symbol Value Unit

Young's modulus E 25.0 ⋅ 109 Pa

Poisson ratio ν 0.25 ‐

Biot coefficient α 1 ‐

Matrix permeability km 2.0 ⋅ 10− 16 m2

Porosity ϕ 0.085 ‐

Solid bulk modulus Ks 4.15 ⋅ 1010 Pa

Fluid modulus K f 2.2 ⋅ 109 Pa

Fluid viscosity μ f 0.001 Pa⋅s

Solid density ρs 2,500 kg/m3

Fluid density ρ f 1,000 kg/m3

Journal of Geophysical Research: Solid Earth 10.1029/2024JB029001
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(Figure S6a in Supporting Information S1) are 4.4 and 8.7 m3/s, respectively.
The computed permeability is in the range of 8 × 10− 7m2. Due to progressive
closure, the fault reaches the flow percolation threshold. For fault F1, the flow
percolation threshold in the x‐direction is between stages c5 (Figure 6f) and c6
(Figure S6g in Supporting Information S1). The transition of the fracture flow
reduces the permeability of the overall system to 1.63 × 10− 15m2, approxi-
mately 8 times the matrix permeability 2 × 10− 16m2. By contrast, the
permeability in the y‐direction is only reduced from 3.77 × 10− 7m2 (c0) to
2.3 × 10− 7m2 (c6). The percolation threshold in the y‐direction is between
stages c8 (Figure S6i in Supporting Information S1) and c9 (Figure S6j in
Supporting Information S1), which reduces the permeability from
3.16 × 10− 8m2 to 5.26 × 10− 16m2. The transition behavior of the permeability
when reaching the flow percolation threshold is also observed for all other
faults (Figures S8b–S8f in Supporting Information S1), with a similar
magnitude reduction from ∼10− 8m2 to ∼10− 15m2.

In Figure 14, we compile all results in one figure by plotting the permeability
against the percolated volume (i.e., the difference between the fault volume at
the flow connection and at the percolation threshold). An overall quadratic
evolution of the permeability above the percolation threshold is observed, as
follows:

k ≈ (B/A2) ⋅ (Vf − V
perc
f )

2
(17)

which is an expected behavior from the linear relationship between the fault volume and the closure (Equation 14)
assuming a proxy as a parallel plate model (i.e., a cubic law) where the permeability is related to the square of the
fracture aperture, as follows: h = Vf /A ≈ (6hrms − uf ) .

4.3. Stiffness‐Permeability Relationship

The permeability prediction is of key interest for subsurface reservoir engineering, such as enhanced geothermal
systems, particularly when fluid circulation is dominated by a single fault. One way to predict the permeability is
by fracture stiffness, which can be obtained by geophysical probing, for example, seismic wave measurements (L.
J. Pyrak‐Nolte et al., 1990; L. J. Pyrak‐Nolte et al., 1992). This requires a quantitative relationship between
permeability and stiffness. Several previous studies have been devoted to linking permeability and stiffness for
lab‐scale fractures under normal stress (L. Pyrak‐Nolte & Morris, 2000; Petrovitch et al., 2013; L. Wang &
Cardenas, 2016; Li et al., 2021). Here, based on the expressions established above for normal stiffness versus fault
volume (Equation 15) and permeability versus fault volume (Equation 17), the stiffness and permeability can be
related as follows:

κ = κ0 exp(− (A
̅̅̅̅̅̅̅̅
k/B

√
+ Vpercf )/Vcf ) (18)

where Vpercf at the percolation threshold might vary for different faults or in different directions. When we use a
mean value of 3,000 m3 (see Figure 16), it represents the numerical data well; see the pink curve in a log‐lin plot
(Figure 15) for stiffness against permeability.

Due to different roughness scaling properties in the two directions (i.e., Hx = 0.8 ‐ perpendicular to slip and Hy =
0.6 ‐ along slip direction), faults are generally more permeable along the y‐ direction. This is shown in Figure 15,
as the data set in the y‐direction (squares) lies essentially on top of the x‐direction (dots).

4.4. Permeability Anisotropy at the Percolation Threshold

Close to the fluid flow percolation threshold, permeability significantly decreases and gradually approaches the
matrix permeability (this transition is illustrated in Supporting Information S1 for each fracture, see Figure S8 in

Figure 14. Evolution of the permeability k as a function of the percolation
fault volume (the fault volume minus the fault volume at the percolation
threshold (V f − V

perc
f ) for the 6 studied faults, which is fitted by

k ≈ (B/A2) ⋅ (V f − V
perc
f )

2, where A is the total block area and B = 1.24 × 10− 4

is the geometrical prefactor.
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Supporting Information S1). For the large closure case (small volume), the
permeability anisotropy is expected to be at a maximum, as the percolation
threshold might be reached in one direction (at VPmax

f ) but not the other (at

VPmin
f ), emphasizing the importance of permeability contrast.

We plot in a log‐scale in Figure 16 the ratio of the permeability in the y‐di-
rection to the permeability in the x‐direction as a function of the fault volume.
When faults are below the percolation threshold in both directions because of
a large closure (i.e., small fault volume below VPmin

f ) or above because of a low

closure (i.e., large fault volume above VPmax
f ), the ratio ky/ kx is close to one.

When the permeability shows anisotropy, ky/ kx jumps approximately seven
orders of magnitude to ∼107. This order is comparable to the ratio of the
fracture permeability to the matrix permeability. We also observe that the
emergence of the percolation threshold in the x‐direction (at VPmax

f ) is not far
from the transition from mechanical to sealing closure (transition from red to
blue color in Figure 16). This shows that the preset transition frommechanical
to chemical closure is in fact related to a strong change in the hydraulic fault
properties. In addition, we show that fault volumes with large anisotropy
(volumes between percolation thresholds VPmax

f and VPmin
f ) might cover

different ranges, as illustrated by the behaviors of faults F1, F2 and F3, where
the domain of high anisotropy is either reduced (F1), intermediate (F3) or
large (F2). Note that F4 and F5 are similar to F3, and F6 is similar to F2;
therefore, they are not shown here for better readability.

5. Discussion
5.1. Comparison With Laboratory and In‐Situ Fracture Stiffness and Stiffness Characteristic
Measurements

Previous studies have shown that fracture normal stiffness is related to a variety of factors, such as the elastic
properties of the host rock, the distribution of the contact area, and the number of asperities (L. Pyrak‐Nolte &
Morris, 2000; Hopkins et al., 1987; Scholz, 2019). It is also essential to incorporate the fracture size when
dealing with fracture normal stiffness. This is because rock samples measured in the lab are commonly of small
size (∼mm to ∼cm), and therefore, there is a large difference in the fracture properties between the lab and the
in‐situ scale (∼m to ∼km). According to the power law scaling of the roughness amplitude for self‐affine
fracture surfaces (Candela et al., 2012), longer fractures typically have wider apertures and larger volumes
and thereby become more compliant, as also revealed by previous studies (L. Pyrak‐Nolte & Morris, 2000;
Hobday & Worthington, 2012).

Figure 17 shows an experimental data set of fracture stiffness (blue dots) derived from a wide range of fracture
length scales (Hobday & Worthington, 2012). For comparison, we present here the stiffness data from our nu-
merical simulations at the 256 m scale with contact regions of ∼20% (red squares) and ∼60% (red stars), rep-
resenting two degrees of fracture closure, that is, without any sealing at the end of the mechanical closure and with
significant sealing, respectively. To illustrate the scale effect, we also conduct numerical modeling on several
smaller fractures (i.e., 25.6 and 0.256 m) generated synthetically following the same power spectral density and
RMS scaling as for the 256 m fractures (Figure 3). Although variations in the rock elastic properties are not
considered, the overall numerical results of Figure 17 match well with the experimental data and show good
consistency with the stiffness‐dimension scaling relationship (dashed line) proposed by Worthington and
Lubbe (2007).

The stiffness characteristic has been found to be rather constant for numerous fractures (Evans et al., 1992;
Zangerl et al., 2008), from well‐mated fractures in laboratory tests to reactivated hydrofractures in in‐situ
borehole tests. The values of the stiffness characteristic cover a broad range from 3 mm− 1 to 720 mm− 1

depending on the fracture area (blue and pink dots in Figure 18). In this study, we obtain the stiffness charac-
teristic∼100mm− 1 for an area of 6.55 × 10− 2m2 (0.256 m scale),∼0.2mm− 1 for an area of 6.55 × 102m2 (25.6 m

Figure 15. Fracture stiffness Κ as a function of the square root of
permeability k. The pink line denotes the prediction from Equation 18 with a
representative fault volume of 3,000 m3 at the percolation threshold. Note
that the evolution trend for flow along the Y‐direction (squares), (i.e., shear
direction), is typically with higher κ0 than for flow in the X‐direction (circles),
(i.e., perpendicular to shear direction).
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scale) and ∼0.02mm− 1 for an area of 6.55 × 104m2 (256 m scale), as shown
by the red squares in Figure 18. Although Zangerl et al. (2008) concluded that
there is only weak evidence of systematic scale effects for fracture cross‐
sectional areas larger than 100 cm2, we obtain obvious scale effects and
small variations in the stiffness characteristics of all studied faults at a given
scale. This in turn suggests that under certain stress conditions, the prediction
of normal stiffness is possible for such faults with self‐affinity.

5.2. Implications for Reservoir Stimulation

In this study, we divide fracture closures into mechanical and sealing
processes and simulate the coupled fluid flow and mechanical response
during closure. Compared to previous studies that dealt with permeability
and stiffness separately (Petrovitch et al., 2013; L. Wang & Carde-
nas, 2016; Li et al., 2021), our model allows access to both permeability
and stiffness simultaneously. Moreover, we consider fluid exchange be-
tween the matrix and the fracture, the latter being a more realistic situation
in practice compared to other models that generally ignore the matrix effect
(Méheust & Schmittbuhl, 2000; L. Pyrak‐Nolte & Morris, 2000; L. Wang
& Cardenas, 2016). Although this effect seems to be negligible here when
the matrix permeability is relatively low, the topic might be of great interest
in future study.

In our model, we searched for stationary fluid flow and neglected possible fluid pressure diffusion, assuming that
the time scale for fracture deformation was much larger than that of fluid pressure diffusion. This approximation
can be discussed in the light of the work of Deng et al. (2021) who assessed the hydraulic diffusivity of a partially
open fracture with similar features. They showed that the fracture hydraulic diffusivity of such a large fracture
could be of the order of 102m2/s close to the percolation threshold where the hydraulic aperture ah is of the order
of 10− 4 m, with a fluid viscosity of 10− 3 Pa⋅s and a fluid compressibility β f = 2.2 GPa.With these parameters, the
characteristic time for pressure diffusion along the fracture would be of the order of 10 min. Any increase of the
aperture would reduce quadratically this characteristic time. The time scale to be compared is the deformation of
the fracture. Any deformation that changes the hydraulic aperture at a time scale shorter than 10 min, will compete
with the fluid pressure diffusion. An evaluation of the associated characteristic strain rate can be obtained from the
magnitude of the hydraulic aperture ah = 10− 4m of this large fracture, its characteristic thickness of the order of

0.3 m and the time scale of 10 min: ϵ̇ = 5 ⋅ 10− 7 s− 1. In this sense, seismic
processes or fast fluid injection might interfere but slow geological creep
deformation will not.

The fracture sealing due to mineral precipitation is assumed to be time‐
independent and the precipitation growth rate is therefore constant every-
where. However, due to the channeling effect, the fluid velocity along the
fracture will be different. This would affect the location of mineral precipi-
tation and change the permeability (Ortoleva et al., 1987; Sausse, 2002;
Wetzel et al., 2020). Time‐dependent sealing may result in completely sealed
fractures or partially sealed fractures at the same scale (Griffiths et al., 2016),
that is, the mineral growth might be inhomogeneous in the fracture space.
Moreover, previous studies on the alteration of fracture permeability by
coupled mechanical and chemical processes have shown that contact regions
can dissolve faster than the open fracture space under high flow rate condi-
tions (e.g., Ameli et al. (2014)). The inhomogeneous precipitation/dissolution
would modify the percolation threshold of the fracture flow in both directions
compared to the homogeneous precipitation/dissolution. This would require
the development of a coupled H‐M‐C model. Despite these assumptions and
given the low flow rate assumed, the main conclusions derived in this study
remain valid.

Figure 17. Scaling of fracture normal stiffness as a function of fracture
length; modified from Hobday and Worthington (2012); Worthington and
Lubbe (2007).

Figure 16. Evolution of the permeability ratio (ky/ kx) as a function of the
fault volume during the mechanical and sealing closure process for the three
studied faults.
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In addition, we only consider mineral precipitation inside the fracture. Pre-
vious studies have shown that it might also occur in the pores (Griffiths
et al., 2016). This may modify the permeability of the rock matrix and
therefore the fluid exchange between the fracture and the matrix. However,
the bulk effect would primarily lower the effective permeability of the matrix,
so our conclusions, which are based on the assumption that the fracture flow
dominates over the bulk matrix flow, will remain unaltered. In this case, the
pore filling may have a limited influence on the whole permeability.

Other factors, such as temperature, may directly affect the mineral growth rate
during the sealing process (Griffiths et al., 2016). Accounting for these
additional effects requires a fully coupled T‐H‐M‐C model, which will be
considered in our future studies.

Finally, we can identify several implications in terms of permeability
anisotropy during chemical stimulation of fractured reservoirs. First, from
Figure 15, we see that the κ0 stiffness is typically higher when flow is along
the shear slip direction (y‐direction). Second, if the fracture volume is larger
than the percolation volume Vpmax

f , that is, the fluid channels are connected in
both directions, a chemical treatment might provide only a limited
improvement in permeability. Third, if the fracture volume is lower than the

percolation volume Vpmin
f or if it is between the percolation volume Vpmax

f and Vpmin
f , that is, the fluid channels are

fully sealed or only connected in one direction, a chemical treatment may significantly enhance the permeability
in at least one direction. In the latter case, one should also consider the thickness of the minerals that needs to be
dissolved to improve the permeability. It is neither economically nor technically available if too much chemical
solvent is required. For example, according to Figure 16, if V = 400 m3, we only need to dissolve a small layer of
minerals (∼0.01 m) for F2, but it requires three times or more for F1 and F6 to improve their permeability
noticeably. In comparison, if V = 4,000 m3, the chemical treatment might be available for all three fractures (the
dissolved thickness <0.01 m). The fracture volume, which is directly related to the degree of sealing, might be
used as a key parameter in the chemical treatment. Moreover, it can be determined once the normal stiffness is
known because of their quantitative function relationship (Figure 12). The normal stiffness can in turn be derived
relatively easily by field measurements. Therefore, through stiffness and permeability tests, it is possible to es-
timate the degree of sealing and evaluate a chemical treatment.

However, one should also note that if a critical stiffness is exceeded during the chemical treatment, that is, the
lowest stiffness to maintain fault stability, faults are likely to close. Here, the critical state is defined as the
transition from the mechanical to the sealing regime at 20% of the contact area (see Figure 16). When close to the
transition zone, chemical stimulation should be avoided since fault collapse may in turn reduce the permeability.
This critical state requires further evaluation for faults in a given environment. In summary, the degree of sealing,
anisotropic flow behavior and critical stiffness are the key factors in the chemical stimulation of reservoir con-
nectivity dominated by a single fault.

6. Conclusion
By means of a fully 3‐dimensional finite element approach (MOOSE/GOLEM), we simulated the hydro‐
mechanical behavior of a partly sealed rough fracture embedded in a granite reservoir. Here, open multi‐scale
fractures with a very small aspect ratio (i.e., thickness vs. extension) of 1:1,000 were handled. The progressive
closure of the fracture was modeled in two successive phases. First, a mechanical closure following a rigid‐plastic
model of the asperities in contact was introduced to describe the yield contact area from the self‐affine geometry
of the fracture. The model has been benchmarked by comparison with two independent approaches: one based on
a stress‐linear stiffness approximation as broadly empirically observed through the assessment of the stiffness
characteristic and one from an independent boundary element method to reproduce an elasto‐plastic closure.
Second, a sealing of the fault was simulated by adding a stepwise coating to the fault surfaces, which progres-
sively reduces the fault aperture. We defined the switch from one phase to the other at approximately 20% of the
contact area based on experimental observations. It appears from our computation that this limit also corresponds
to a specific closure of the fracture (approximately the rms of the fracture aperture roughness hrms) and to the flow

Figure 18. Fracture stiffness characteristic as a function of fracture area;
modified from Zangerl et al. (2008).
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percolation threshold along the fault slip perpendicular direction. At the percolation threshold, there is a dramatic
reduction in permeability by ∼8 orders of magnitude with a strong anisotropy. We also showed that the evolution
of the fracture stiffness during closure follows a generic exponential law with the fracture volume, including a
characteristic volume that is related to features of the fracture geometry and stiffness characteristic classically
measured during mechanical tests. Moreover, a stiffness‐permeability relationship has been obtained with a slight
anisotropy with flow direction: higher stiffness along the shear direction. Implications for reservoir stimulations
are important. Indeed, our results suggest that chemical treatments for fault‐rock systems should consider multiple
factors, such as the directional percolation threshold, anisotropic permeability, and appropriate fracture stiffness.
Meanwhile, this risk of fault collapsing by chemical stimulation has to be considered when approaching the
mechanical‐sealing transition state.
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