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A B S T R A C T
Diffuse Large B-cell Lymphoma (DLBCL) is a lymphatic cancer of steadily growing in-
cidence. Its diagnostic and follow-up rely on the analysis of clinical biomarkers and 18F-
Fluorodeoxyglucose (FDG)-PET/CT images. In this context, we target the problem of assisting
the early identification of high-risk DLBCL patients from both images and tabular clinical
data. We propose a solution based on a graph neural network model, capable of simultaneously
modeling the variable number of lesions across patients, and fusing information from both data
modalities and over lesions. Given the distributed nature of the DLBCL lesions, we represent
the PET image of each patient as an attributed lesion graph. Such lesion-graphs keep all
relevant image information, while offering a compact tradeoff between the characterization
of full images and single lesions. We also design a cross-attention module to fuse the image
attributes with clinical indicators, which is particularly challenging given the large difference in
dimensionality and prognostic strength of each modality. To this end, we propose several cross-
attention configurations, discuss the implications of each design and experimentally compare
their performances. The last module fuses the updated attributes across lesions and makes a
probabilistic prediction of the patient’s 2-year progression-free survival (PFS). We carry out
the experimental validation of our proposed framework on a prospective multicentric dataset of
545 patients. Experimental results show our framework effectively integrates the multi-lesion
image information improving over a model relying only on the most prognostic clinical data.
The analysis further shows the interpretable properties inherent to our graph-based design, which
enables tracing the decision back to the most important lesions and features.

1. Introduction
Diffuse Large B-cell Lymphoma (DLBCL) is a lymphatic cancer whose incidence is steadily increasing and is

expected to account for 30-40% of the 77240 new cases of Non-Hodgkin Lymphoma cases in the US in 2020 [Susanibar-
Adaniya and Barta (2021)]. Its diagnosis and follow-up rely on the analysis of clinical biomarkers and semi-quantitative
interpretation of 18F-Fluorodeoxyglucose (FDG)-PET/CT images. The tabular clinical data, including information
such as blood test results or disease staging, is typically used to support this diagnosis and subsequent follow-up in
clinical studies, using classical but interpretable methods [Le Gouill et al. (2021)]. In the field of PET image analysis,
trends are to automatically extract quantitative information (radiomic features) to train predictive machine learning
methods [Carlier et al. (2024); Jiang et al. (2022); Eertink et al. (2022); Yousefirizi et al. (2024)], or to directly
use deep learning methods on the image [Yuan et al. (2022); Liu et al. (2022)]. Despite being prognostic for the

∗Corresponding author
oriane.thiery@ls2n.fr (O. Thiery); mira.rizkallah@ec-nantes.fr (M. Rizkallah)

ORCID(s): 0009-0003-1314-1988 (O. Thiery); 0000-0001-7724-9304 (M. Rizkallah); 0000-0001-8313-3287 (C. Bailly);
0000-0002-8219-3592 (C. Bodet-Milin); 0000-0003-1578-4058 (E. Itti); 0000-0002-1156-8983 (R. Casasnovas);
0000-0001-9840-2128 (S.L. Gouill); 0000-0002-6932-7322 (T. Carlier); 0000-0002-2252-8717 (D. Mateus)

O. Thiery et al.: Preprint submitted to Elsevier Page 1 of 20



PET-based lesion-graphs meet clinical data: An interpretable cross-attention framework for DLBCL treatment response
prediction

pathology [Cottereau et al. (2019)], the above approaches do not explicitly account for multiple lesions and their spatial
distribution, or only through simplified measures such as the largest distance between lesions. Furthermore, only a
few methods incorporate both imaging and tabular clinical information, and they do so through basic fusion schemes
[Carlier et al. (2024); Jiang et al. (2022); Eertink et al. (2022)]. In this context, our aim is to develop a computer-
assisted learning-based method to automatically identify high-risk DLBCL patients at diagnosis (i.e. those more likely
to progress), by efficiently fusing all available information, including imaging information and spatial distribution of
multiple lesions, and tabular clinical data. The clinical end-point of this study is the 2-year Progression-Free Survival
(PFS) classification, which is designed to predict whether patient’s disease will progress within two years after the
beginning of the treatment.

While developing a risk classification approach from real-world, prognostic, multicentric, unbalanced and mul-
timodal data is already a complex task, we face additional challenges related to the disease under consideration and
the available data. First, the information in the PET volumes of DLBLC patients is spread over multiple, typically
small lesions, making feature extraction difficult. Second, both the number of lesions and image resolution can vary
significantly between patients, making the generalization difficult. Third, the efficient integration of multiple data
modalities is still an open question in the field [Baltrušaitis et al. (2019)]; in our case, the fusion further implies
combining an already identified set of highly-predictive clinical features with image information for which there is no
consensus (with few exceptions) on their informative value for our task; moreover, there is a consequent gap between
the dimensionality of the two modalities, with very few clinical features and many imaging features. Finally, while our
work relies on a relatively large DLBCL database for the field, it is not comparable to the huge databases required to
train complex fusion models in computer vision [Wang et al. (2022)].

The computer-assisted method developed in this paper first extracts image information at all relevant locations, then
relies on a lesion graph and a Graph Neural Network (GNN) to handle the varying number of lesions in each patient,
and on a cross-attention fusion module to integrate the two learned modalities. Our contributions are as follows:

∙ We present a study to determine which type of imaging features are most relevant for a 2-year PFS prediction
task in DLBCL;

∙ We highlight the difficulty of choosing the right model structure to work with complex real-world data, and
present an extensive study of our own model, including how best to use a cross-attention module to fuse
multimodal data;

∙ We show that a max pooling operation, when included in a specific configuration of our model, selects a limited
number of lesions for prediction, thus supporting the interpretability of our model;

∙ And we propose a comprehensive study on the interpretation of the results of our best model, highlighting its
potential to help clinicians understand both its predictions and which features (both imaging and clinical) are
most relevant for identifying high-risk DLBCL patients.

More specifically, we follow and extend the work developed in [Thiery et al. (2023)]. To improve the quality
of multimodal fusion and the performance of high-risk patient identification, we conducted an extensive study and
explored several variants of the image features retrieved from the lesions and the inputs to the cross-attention module,
a key design element that we focus on. We also perform an ablation study on the structural modifications of the best
model found, and validate its performance on a complex set of imaging features. Using the best-performing model,
we analyze the attention patterns to highlight which lesions are most relevant to the task and provide an interpretation
for each patient. We also take advantage of the interpretability of our novel multi-lesion multimodal cross-attention
design to rank the most salient clinical features.

2. Related work
First, we briefly review previous work on multi-modal fusion, a problem related to the core of this paper. Beyond

the scope of DLBCL PET image analysis, there is a wide variety of methods to fuse different data modalities, ranging
from classical early, late and hybrid fusion approaches to kernel-based methods, graphical models and neural networks
[Baltrušaitis et al. (2019)].

Deep learning is now widely used in medical image analysis for both decision making and feature extraction, with
the majority of methods dedicated to image-to-image fusion problems [Zhou et al. (2023)]. Recently, there has been
O. Thiery et al.: Preprint submitted to Elsevier Page 2 of 20
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considerable interest in the fusion of medical images with text, e.g. from clinical reports. For instance, Wang et al.
(2022) achieved the contrastive pre-training of a large text-image CLIP model from [Radford et al. (2021)] exploiting
unpaired medical data. Less work has focused on the deep learning fusion of tabular and medical image data. For
instance, Pölsterl et al. (2021) addresses the problem by learning affine transformations that dynamically modify CNN-
based image features according to tabular data. Also, Hager et al. (2023) propose a contrastive learning framework
with a CLIP loss to align image and tabular embeddings in the context of cardiac classification tasks on the large
UK Biobank dataset [Sudlow et al. (2015)]. After pretraining, the prediction tasks rely on a concatenation of the latent
vectors of unimodal autoencoders. Similarly, Huang (2023) creates a joint embedding of labels and images, followed by
a contrastive alignment of tabular data with the image embedding considered as the main modality. During inference,
the embeddings of different modalities are concatenated and directly compared with the label encoding for zero shot
predictions. Despite these recent advances, there is still no widely accepted method for dealing with image-tabular
data fusion for medical data. In particular, contrastive multi-modal fusion frameworks are difficult to implement for
our targeted problem, even as pre-training, due to the lack of large publicly available PET-tabular datasets. Moreover,
the relevant information in PET images of DLBCL patients is concentrated in a varying number of multiple small and
sparsely distributed lesions. It is therefore inefficient to process the whole image directly as input, and the approaches
mentioned above fail to process the varying number of lesions considered independently, as would be the case with
concatenation operations. Instead, we aim at a unique dynamic encoding that is able to produce an adaptive multi-
modal embedding of each lesion, and at the same time is able to integrate the information across the variable number
of lesions.

Unlike classical contrastive methods that rely on static encoders (for all [Hager et al. (2023)] or at least one modality
[Huang (2023)]), we opt for a dynamic adaptation of the multimodal embedding, similar in idea to [Pölsterl et al.
(2021)] but relying on a cross-and-self-attention mechanism instead of an affine transformation. Such transformer-
inspired cross-attention modules have been investigated for multi-modal fusion for non-medical [Nagrani et al. (2021)],
as well as medical data, as in [Gao et al. (2023); Wang et al. (2024)] and reviewed in [Andrade-Miranda et al.
(2023)]. As with contrastive methods, most of existing approaches fuse modalities with similar dimensions, with some
exceptions [Golovanevsky et al. (2022); Gao et al. (2023)]. In our case, we are faced with the fusion of modalities with
heterogeneous dimensions. More importantly, none of the methods reviewed considers multiple lesions of a patient
individually. For the above reasons, we propose to combine our cross-modal fusion with a lesion graph representation.

More precisely, to deal with the variable number of lesions per patient, we build a lesion graph where the image
features of each lesion as well as their structural relationships are encoded in a single graph. Similar lesion graphs have
been explored in [Kazmierski and Haibe-Kains (2021)] and [Lv et al. (2023)] in combination with a Graph Neural
Network (GNN) to predict the probability of distant metastasis over time and the PFS of head and neck cancer, from
CT scans and both CT and PET scans, respectively. Prabhakar et al. (2023) also rely on a lesion-graph and a GNN to
predict inflammatory activity in multiple sclerosis, while Rist et al. (2023) presents a comparison of multiple lesion
graphs and learning processes to estimate the degree of metastatic progression in liver cancer.

Despite the similar representation, the integration of multimodal data with such lesion graphs has not been fully
explored. While Prabhakar et al. (2023); Rist et al. (2023) do not address multi-modal fusion, Kazmierski and Haibe-
Kains (2021); Lv et al. (2023) only use a simple concatenation of a clinical data vector with the output of the GNN
before the prediction layer (naive late fusion). In general, few graph-based methods have addressed the fusion of
multiple data modalities. One exception is the work of Liu et al. (2023) who also rely on a cross-attention module
to fuse a patient graph representing the brain of a post-stroke patient with a set of tabular clinical data. However, their
approach is based on a fixed graph structure and is therefore incompatible with a variable number of lesions.

Unlike the methods discussed above, our work addresses a two-sided fusion problem, considering multiple lesions
per patient and the integration of two data modalities, i.e. PET images and clinical tabular data. To this end, we propose
a combination of a lesion-graph representation with a cross-attention module, where the latter is designed to deal with
the variable number of lesions and the heterogeneous modality dimensions. We investigate different instantiations
of such a cross-attention module to optimize the transfer of the most relevant information. In addition to addressing
the above challenges, our joint explicit graph and cross-attention model favors intepretability, as it allows tracking
the contributions of each lesion to the clinical data (or vice versa). Finally, and interestingly, the output layer of our
model acts as a Multiple Instance Learning (MIL) aggregation of the learned multimodal embedding of multiple
lesions, retaining lesions that provide both positive (PFS>2 years) and negative (PFS<2 years) evidence, i.e. lesions
that provide counter-evidence for the presence of PFS>2 years. While explicit designs previously introduced in the
literature [Durand et al. (2015, 2019)] have shown a performance interest in explicitly enforcing the search for negative
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evidence, a similar behavior emerges from our fusion configuration when relying on the clinical data alone as the value
matrix of the cross-attention module.

3. Proposed Graph-based Multi-modal Multi-Lesion Fusion Learning Framework
Consider a DLBCL clinical examination of a patient 𝑛 at baseline before treatment, consisting of a set of tabular

clinical indicators 𝐜(𝑛) ∈ ℝ𝐷clin and a whole-body PET image of the patient (𝑛). The proposed framework, presented in
Fig. 1, takes this whole-body 3D PET image with 3D lesion segmentation (𝑛)

𝑠𝑒𝑔 and the corresponding clinical tabular
data as input, and is trained to predict the probability of 2-year Progression-Free Survival (PFS). Patients with a low
probability are said to be in the high-risk group.

FC ReLU

GAT ReLU ||

FC

Clinical
data

2-year
PFS

Segmented
PET scan

Lesion graph
with attributes

Cross-
attention

Max
pooling

Inputs Data
projection

Multimodal
fusion Prediction

|| : concatenationa) b) c) d)

Figure 1: Overview of the proposed framework: a) For a patient 𝑛, this framework takes as input the whole-body PET
image with 3D lesion segmentation (𝑛)

𝑠𝑒𝑔 and the corresponding clinical tabular data 𝐜(𝑛); b) each data modality is projected
into a more informative embedding space: a linear projection is applied to the clinical data with a fully connected (FC)
layer. The imaging information is first modelled as a lesion graph and the features of all the lesions are merged by a graph
attention module (GAT) and concatenated with their initial features; c) the two projected data modalities are fused thanks
to a cross-attention module; finally, d) a max pooling operation allows us to obtain a single vector. The latter is fed into
an FC layer leading to the 2-year PFS prediction.

Our proposed end-to-end learning framework consists of several blocks. First, we create a lesion graph to
simultaneously represent the image features of individual lesions and their spatial distribution. Then, a Graph Neural
Network(GNN) coupled with a cross attention module learns to predict 2-year PFS from this lesion graph and the
clinical data. To do this, the information from all lesions is first integrated thanks to a Graph Attention Network
(GATv2 model [Brody et al. (2022)]), which has the ability to adaptively learn the attentions between lesions for each
patient. In parallel, the clinical data is projected with a Fully Connected (FC) layer. The outputs of these operations are
then fused by a cross-attention module, which can bring together multiple modalities of data of different dimensions
with interpretable behavior. These steps are followed by a pooling operation to reduce the output of the cross-attention
layer to a single vector of fixed size, which is sent to an FC layer for prediction.
3.1. Lesion graph creation

The first step of this framework is to create a fully connected graph (𝑛) = { (𝑛),  (𝑛)} to group the information
of the 𝐿(𝑛) lesions appearing on the PET scan of the 𝑛𝑡ℎ patient. Each of its nodes 𝑣(𝑛)𝑖 ∈  (𝑛) corresponds to a single
lesion 𝑖, from which the image data are extracted and represented in the feature vector 𝐳(𝑛)𝑖 ∈ ℝ𝐷img . This image data
is composed of both classical intensity-based and radiomics features1 (see Table 1 in the Supp. material A). From now

1Here, classical features are quantitative measurements on the segmented lesion describing the intensity distribution of the voxels. Radiomics
features, on the other hand, describe the 3D structure of the lesion, such as shape, or second-order features that characterize the texture of the lesion.
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on, we will denote by 𝐙(𝑛) ∈ ℝ𝐿(𝑛)×𝐷img the matrix concatenating all the features of the nodes 𝐳(𝑛)𝑖 , where 𝐷img is the
dimension of the vector including classical and radiomics features.

In terms of graph connectivity, we define edges 𝑒(𝑛)𝑖𝑗 ∈  (𝑛) between each pair of nodes 𝑣(𝑛)𝑖 and 𝑣(𝑛)𝑗 and include
self-loops. To favor message passing between closer and more similar lesions, weights 𝑤(𝑛)

𝑖𝑗 are assigned to each edge.
Their values are thus defined based on the distances between both the lesion centroids (𝐩(𝑛)𝑖 , 𝐩(𝑛)𝑗 ) and the feature vectors
(𝐳(𝑛)𝑖 ,𝐳(𝑛)𝑗 ):

𝑤(𝑛)
𝑖𝑗 = exp

⎛

⎜

⎜

⎝

−
||𝐩(𝑛)𝑖 − 𝐩(𝑛)𝑗 ||2

𝛾𝜎21

⎞

⎟

⎟

⎠

⋅ exp
⎛

⎜

⎜

⎝

−
||𝐳(𝑛)𝑖 − 𝐳(𝑛)𝑗 ||2

𝛾𝜎22

⎞

⎟

⎟

⎠

, (1)

where ||.||2 stands for the L2 norm; 𝛾 is a hyper-parameter tuned to find the best edge weight distribution for our task;
and 𝜎1, 𝜎2 denote the population-level standard deviations of the centroid and feature distances, respectively.
3.2. Multi-Lesion and Clinical data Representation Learning
3.2.1. Multi-lesion

In order to incorporate the information from all the patient’s lesions while taking into account their relationships,
we design a GNN to be applied over our lesion graph. We define a GATv2 layer with two heads [Brody et al. (2022)]
to update each node based only on the information propagated from the most relevant neighboring lesions. To identify
the latter, this module learns to compute attention weights 𝛼(𝑛)𝑖,𝑗 between each pair of nodes as follows 2:

𝛼(𝑛)𝑖,𝑗 =
exp(𝐚𝑇 LeakyReLU(𝚯𝑠𝐳

(𝑛)
𝑖 +𝚯𝑡𝐳

(𝑛)
𝑗 +𝚯𝑒𝑤

(𝑛)
𝑖𝑗 ))

∑

𝑘∈ (𝑖)∪{𝑖} exp(𝐚𝑇 LeakyReLU(𝚯𝑠𝐳
(𝑛)
𝑖 +𝚯𝑡𝐳

(𝑛)
𝑘 +𝚯𝑒𝑤

(𝑛)
𝑖𝑘 ))

, (2)

with 𝐚, 𝚯𝑠, 𝚯𝑡 and 𝚯𝑒 learned parameter matrices and  (𝑖) the neighboring nodes of 𝑣(𝑛)𝑖 . The updated feature vector
of a node 𝐳(𝑛)𝑖GAT

∈ ℝ𝐷GAT is then computed as:

𝐳(𝑛)𝑖GAT
= 𝛼(𝑛)𝑖,𝑖 𝚯𝑠𝐳

(𝑛)
𝑖 +

∑

𝑗∈ (𝑖)
𝛼(𝑛)𝑖,𝑗 𝚯𝑡𝐳

(𝑛)
𝑗 . (3)

Following this GATv2 operation, a ReLU activation layer is applied on the updated lesion representations. The
resulting feature matrix of dimension (𝐿(𝑛) × 𝐷GAT) is a concatenation of the lesion feature vectors: 𝐙(𝑛)

GAT =
ReLU([𝐳(𝑛)1GAT

||… ||𝐳(𝑛)
𝐿(𝑛)GAT

]⊤). Finally, a skip connection is added to preserve the original information of the lesions
with a simple concatenation operation resulting in �̃�(𝑛) ∈ ℝ𝐿(𝑛)×(𝐷𝐺𝐴𝑇+𝐷𝑖𝑚𝑔).

Furthermore, we explore two other options to replace the GATv2 module to fuse the lesion information. Thus, a
node embedding 𝐳(𝑛)𝑖 can either be updated by a GATv2 layer as in Eq. (3) ; or by a GraphConv module [Morris et al.
(2019)] as follows :

𝐳(𝑛)𝑖GraphConv
= 𝐖1𝐳

(𝑛)
𝑖 +𝐖2

(

∑

𝑗∈ (𝑖)
𝑤(𝑛)

𝑖𝑗 𝐳
(𝑛)
𝑗

)

, (4)

with 𝐖1 and 𝐖2 being learnt projection matrices.
Unlike the previous two message passing schemes, where the structure of the graph and the edge weights are

imposed, in the last option the graph (i.e. the strength of the connections between lesions) is dynamically learned by a
self-attention module [Vaswani et al. (2017)]. In this case the features are updated as:

2This implementation corresponds to the torch_geometric version of the GATv2 operator.
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𝐙(𝑛)
SelfAtt = sof tmax

(𝐙(𝑛)𝚯𝑄(𝐙(𝑛)𝚯𝐾 )⊤
√

𝑑𝑘

)

𝐙(𝑛)𝚯𝑉 , (5)

with three learnable matrices 𝚯𝑄 ∈ ℝ𝐷img×𝑑𝑞 , 𝚯𝐾 ∈ ℝ𝐷img×𝑑𝑘 and 𝚯𝑉 ∈ ℝ𝐷img×𝑑𝑣 , with the role of projecting
the image features to improve the quality of their combination. This last option, based on the self-attention module,
directly returns the projected feature matrix for all lesions, 𝐙(𝑛)

SelfAtt , of the same dimension as 𝐙(𝑛).
3.2.2. Clinical data

In parallel with the multi-lesion representation learning step, a fully connected layer followed by a ReLU activation
projects the patient’s clinical data 𝐜(𝑛) into a more informative space. We will refer to the output of this step as �̃�(𝑛),
with dimension 𝐷𝑝𝑟𝑜𝑗 .
3.3. Multimodal Multi-lesion Cross-Attention

After the construction of a lesion graph and the design of the GNN to efficiently model the relevant image
information, a second core element of our model is a cross-attention module for multi-modal fusion. Inspired by self-
attention blocks in NLP [Vaswani et al. (2017)], the cross-attention module fuses the information from the lesion graph
with attributes �̃�(𝑛) and the projected clinical data �̃�(𝑛). This module takes one input for a query 𝐐 ∈ ℝ𝑄×𝑄 and
another for a key/value pair 𝐊 ∈ ℝ𝐾×𝐾 and 𝐕 ∈ ℝ𝑉 ×𝑉 (with 𝐾 = 𝑉 ) and returns a weighted sum of the
values, where the weight assigned to each value is computed from a compatibility function, i.e. a scalar product, of the
query with the corresponding key (normalized by the key dimension). Formally,

𝐙(𝑛)
CrossAtt = CrossAtt(𝐐,𝐊,𝐕)

= sof tmax
(

�̃��̃�⊤
√

�̃�

)

�̃�, (6)

where �̃� = 𝐐𝐖𝑄, �̃� = 𝐊𝐖𝐾 and �̃� = 𝐕𝐖𝑉 are the learned latent representations via three learnable matrices
𝐖𝑄 ∈ ℝ𝑄×�̃� , 𝐖𝐾 ∈ ℝ𝐾×�̃� and 𝐖𝑉 ∈ ℝ𝑉 ×𝑉 . The output of the cross-attention operation is a matrix
𝐙(𝑛)
CrossAtt of size 𝑄×𝑉 . Intuitively, the matrices 𝐖𝑄 and 𝐖𝐾 project the query and key information into a common

space, before computing their compatibility. The softmax operation then provides the attention scores that should be
given to each element of the value matrix. Finally, these attention scores are multiplied by the value matrix which is
also projected into a relevant space by 𝐖𝑉 .

In this work, we propose different instantiations of this cross-attention module to investigate how such imple-
mentations affect the fusion performance and address the specific multi-modal and multi-lesion challenges we have
encountered. Not only do we have to deal with different predictive capabilities and dimensions between the two
modalities, but we also have to deal with different image data dimensions between patients due to the inconsistent
number of their lesions. Therefore, we take advantage of the adaptability of the cross-attention module to let each
modality contribute asymmetrically (one modality influencing the weighting of the other) or in a more classical way
with a self-attention process (Mult2Mult implementation). Five configurations, presented in Fig. 2, are described
below:

• 𝐈𝐦𝐠𝟐𝐂𝐥𝐢𝐧: First, we consider a model where 𝐐 = �̃�(𝑛), and 𝐊 = 𝐕 = �̃�(𝑛). As the clinical features are already
known to be predictive for the 2-year PFS [Carlier et al. (2024)], using it as the value of the module should improve
this prediction.

• 𝐌𝐮𝐥𝐭𝟐𝐂𝐥𝐢𝐧: Similar to Img2Clin, but includes self-attention to the clinical data in addition to cross-attention
between the two modalities. If the clinical data supports the imaging information to decide which clinical
elements are most relevant for prediction, this could allow us to make the most of its predictive capabilities.
So, we still have 𝐊 = 𝐕 = �̃�(𝑛), but 𝐐 is equal to �̃�(𝑛)

||�̃�(𝑛)⊤𝑐𝑜𝑛𝑐𝑎𝑡, where �̃�(𝑛)𝑐𝑜𝑛𝑐𝑎𝑡 is the matrix resulting from
the column-wise concatenation of the vector �̃�(𝑛), 𝐿(𝑛) times. Thereby, the shape of 𝐐 is (𝐿(𝑛) × 𝐷𝑐𝑜𝑛𝑐𝑎𝑡) with
𝐷𝑐𝑜𝑛𝑐𝑎𝑡 = (𝐷𝐺𝐴𝑇 +𝐷𝑖𝑚𝑔) +𝐷𝑝𝑟𝑜𝑗 .
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• 𝐌𝐮𝐥𝐭𝟐𝐌𝐮𝐥𝐭: It uses both self- and cross-attention on each type of data, so 𝐐 = 𝐊 = 𝐕 = �̃�(𝑛)
||�̃�(𝑛)⊤𝑐𝑜𝑛𝑐𝑎𝑡. This

corresponds to a common way of fusing multimodal data with a cross-attention module, where the input key,
query and value are all a concatenation of both modalities.

• 𝐂𝐥𝐢𝐧𝟐𝐈𝐦𝐠: This model is the opposite of Img2Clin, as we invert 𝐐 and 𝐊 = 𝐕 to get 𝐐 = �̃�(𝑛)⊤, and 𝐊 = 𝐕 = �̃�(𝑛).
With this configuration, we investigate whether our method can extract information from the lesion data that is
relevant to predicting 2-year PFS, based on the clinical data.

• 𝐌𝐮𝐥𝐭𝟐𝐈𝐦𝐠: Our final model is an extension of Clin2Img where, in addition to simple cross-attention between the
two modalities, we include self-attention to the image data. We expect this configuration, as in our GNN module, to
use the relationship between the lesions in addition to the clinical data to select which lesion’s updated information
is most predictive for the learning task. Thus, we choose 𝐐 = �̃�(𝑛)

||�̃�(𝑛)⊤𝑐𝑜𝑛𝑐𝑎𝑡 and 𝐊 = 𝐕 = �̃�(𝑛).

3.4. Prediction module
Finally, a max pooling operation, taking the channel-wise maximum across the node dimension, reduces the

dimensionality of 𝐙(𝑛)
CrossAtt into a single 𝑄-dimensional vector (depending on the shape of 𝐐), and a fully connected

layer with sigmoid activation predicts the probability of the patient’s 2-year PFS from this vector. Learning is controlled
by a weighted binary cross-entropy loss function, with weights compensating for class imbalance (ratio of positive to
negative samples ∼ 1 ∶ 5). The max pooling operation for the Img2clin and Mult2Clin cross-attention configurations
forces the model to concentrate all information from the patient on two lesions that positively and negatively influence
its 2-year PFS prediction, respectively. This behavior, which is very useful in terms of interpretability, is explained in
section 4.5. In general, the whole fusion framework presented is similar to a MIL (Multiple Instance Learning) or late
fusion process in the sense that the prediction is made immediately after the cross-attention module responsible for the
fusion of the two modalities. However, it has two important differences with these types of models:

• For the image information, we do not consider the features of each lesion separately, as a MIL would do, but
rely on all of them and on the underlying topology to update the representation of each of these lesions.

• In the cross-attention module, we do not simply sum or concatenate the features of the two modalities to make
the prediction, but we dynamically and adaptively discover from one or both modalities which features of the
other are most relevant for a given patient to predict its 2-year PFS.

These differences, as shown in section 4, allow us to outperform conventional and state-of-the-art models by taking
advantage of the multiple modalities available.

4. Experimental validation
4.1. Dataset

Our validation is based on the prospective GAINED study (NCT 01659099) [Le Gouill et al. (2021)] which enrolled
670 newly diagnosed and untreated DLBCL patients from 99 centers. To obtain a prediction of 2-year PFS, we excluded
patients whose data were censored before this time and those whose PET images did not meet the protocol quality
criteria. This left 545 patients for our experiments. Each patient is associated with a PET scan at baseline and 10
clinical indicators such as age, Ann Arbor stage or number of extranodal sites (full list in Table 2 in Supp. material
A). Lesion detection on the PET images is performed manually by a clinician. The lesions are then segmented within
the initial bounding box using different approaches as described in section 4.3. With respect to our preliminary work
[Thiery et al. (2023)], the detection and segmentation have been completely revised due to the identification of some
inconsistencies that explain the difference in performance for some identical models. Before computing the radiomic
imaging features, the segmented lesions were resampled to the same voxel size (2 × 2 × 2 mm) using a bicubic spline
interpolation and then normalized using two approaches: a linear equalization with 64 bins and a fixed SUV bin-width
of 0.3. Finally, both the imaging features and the clinical data are standardized by removing the mean and scaling
their variance to unity. Normalization of lesion position during the graph creation is performed in the same way, but
individually for each patient to account for differences in patient size.
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(a) Img2Clin (b) Mult2Clin

(c) Mult2Mult (d) Clin2Img

(e) Mult2Img

Figure 2: Proposed configurations of the cross-attention module

4.2. Experimental setup
For the different experiments in the following sections, we report the 2-year PFS classification performance of

the evaluated methods in terms of AU-ROC, based on a cross-validation scheme and a balanced sampling strategy,
with a fixed random seed over all experiments. To account for random uncertainty in the data, we report the average
of the results over five random train-validation/test splits. For each of these five sets of test patients, we perform ten
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loops of training and validation, with random splits of the patients in the training and validation sets (from those not in
the test set) (see Fig. 3.) The proportions of training, validation and test patients in each loop are 80%, 10% and 10%
respectively, and we force the proportion of positive patients to be the same in all sets. Furthermore, to ensure that
the scores are computed on balanced sets, we repeat the validation and test phases five times: for each run, we build a
balanced validation set (resp. test set) with the available positive data and a 1/5 randomly sampled subset of the negative
data in the validation set (resp. test set), where this ratio corresponds to the ratio of positive to negative samples in the
dataset. We then average the metrics of these five balanced runs to produce the final validation or test results. Thus,
the results presented in this paper correspond to the test performance, averaged over the five train-validation/test splits
and the ten balancing loops, of the model with the best validation AU-ROC of the loop.

Complete dataset

Training data

Validation data

Test data

x10
...

x10
...

...

x5

...

Figure 3: Cross-validation process. A total of five random train-validation/test splits are created. For each of the five sets
of test patients, ten loops of training and validation are performed.

Positive
samples

Negative
samples

Validation/test
samples

5 balanced sets

Figure 4: Creation of a balanced validation/test set. We divide the negative samples into five sets, each of which is
combined with all the positive samples to create balanced validation/test sets for testing.

A grid search is performed on all evaluated models, including the baseline models and the different configurations
studied, by selecting the configuration with the best validation AUC-ROC. These grid searches explore the space of
hyperparameters, including the learning rate, the output dimension of the projection layers (FC, GraphConv or GATv2
layers) or, for the GNN methods, the parameter 𝛾 (used in the construction of the lesion graphs). The full set of
hyperparameters explored is presented in Table 3 in Supp. material A. In addition, we use a McNemar test to validate
the statistical significance of our results.

The whole framework was coded in Python using the PyTorch and torch_geometricmodules, and the radiomics
were extracted from the lesions using pyradiomics [van Griethuysen et al. (2017)].
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4.3. Choice of clinical and image input features and comparison to baseline methods
First, we conduct a study to determine the most relevant features for the risk stratification task. A first option

would be to feed the whole body images directly into a CNN [Yuan et al. (2022); Liu et al. (2022)], but there is a
risk of introducing irrelevant information as lesions occupy only a small part of the image. Furthermore, such CNN
features are difficult to interpret. Therefore, we pursue a second option based on the extraction of radiomic features
from the segmented lesions to preserve only relevant information while improving interpretability [Carlier et al. (2024);
Jiang et al. (2022); Eertink et al. (2022); Yousefirizi et al. (2024)]. However, there is currently no consensus in the
community as to which ensemble of radiomic features is the most predictive for the risk stratification task. Furthermore,
the extracted features will also depend on the lesion segmentation strategy. To this end, in this experiment we evaluate
three common types of segmentation strategies as well as three sets of radiomic features. To broaden the conclusions
of this evaluation, we compare these features and segmentation strategies with several baseline models.
4.3.1. Segmentation strategies

The segmentation strategies considered include raw bounding boxes, majority voting and threshold-based segmen-
tation. In more detail, the respective binary segmentation masks are obtained from:

• the raw polygonal bounding boxes drawn by clinicians (’Raw’ in Table 1);
• a majority vote (’Majority vote’ in Table 1) between three automatic segmentations computed on the raw

bounding boxes combining i) a K-means clustering with K = 2, ii) a thresholding to retain only voxels with
intensity values greater than 40% of the maximum intensity, and iii) a second thresholding to retain voxels
whose normalized SUV (Standard Uptake Value) is greater than 2.5;

• a normalized SUV thresholding on the bounding boxes with a threshold set to 4 (’SUV4’ in Table 1).
4.3.2. Sets of radiomic features

Depending on the segmentation strategy, we investigate three sets of radiomic features extracted from each
segmented lesion. These radiomic features, after extraction, correspond to the vector 𝐳(𝑛)𝑖 ∈ ℝ𝐷img assigned to the
lesion 𝑖 of a patient 𝑛. First, we consider a set of 15 features inspired by the work of Kazmierski and Haibe-Kains (2021)
on head and neck cancer and used in [Thiery et al. (2023)] (’HeadNeck’ in Table 1). The second option investigated
is the ’FirstOrder’ set of features, corresponding to those from [Kazmierski and Haibe-Kains (2021); Thiery et al.
(2023)] without the second-order features, computed both on images pre-processed as described in section 4.1 and with
additional pre-processing to improve the image characteristics: a wavelet transform using coiflet-1 filters to decompose
the original image into 8 frequencies and an edge enhancement Laplacian of Gaussian filter (with 2- and 6-mm 𝜎).
This makes 34 features. The last feature set considered (’All’ in Table 1) is the full set of 650 image features developed
in Supp. material B. These radiomics can only be computed on raw bounding boxes to avoid computing texture and
statistics on regions that are too small, which is known to be unreliable [Zwanenburg et al. (2016)].

Five combinations of these segmentation strategies and radiomic feature sets were investigated. First, the Featv1
feature set corresponds to ’HeadNeck’ featuresextracted from lesions segmented by majority vote. The Featv2, Featv3
and Featv4 feature sets are all composed of first-order features but are extracted from raw bounding box, majority vote
and thresholding segmentations respectively. Finally, the Featv5 set consists of the full 650 radiomic features computed
directly on the bounding boxes of the lesions.
4.3.3. Baseline models

We then measure the influence of the above image features set selection on the 2-year PFS prediction task. To this
end, we compare several baseline models using either clinical data, imaging data or both. These models deal differently
with the variable number of lesions in a patient and rely on different fusion approaches when both modalities are used.
The methods investigated are:

• MLP: This model consists of two linear layers with ReLU activations and a 1-dim linear output layer with
sigmoid activation. The two intermediate layers have the same dimension, chosen by a grid search. The MLP
model allows us to see how predictive each modality is for the given task with a very simple approach, and to
test a simple early fusion scheme. However, as it requires fixed size inputs, the lesion image information must
be reduced to a fixed size vector, either by averaging the features from all lesions or by considering only the data
from a single lesion.
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clin rad Featv1 Featv2 Featv3 Featv4 Featv5
Segmentation Majority vote Raw Majority vote SUV4 Raw
Image features HeadNeck FirstOrder FirstOrder FirstOrder All

MLP 1 0.65 ± 0.09 0.65 ± 0.09 0.65 ± 0.09 0.65 ± 0.09 𝟎.𝟔𝟓 ± 𝟎.𝟎𝟗
MLP 1 0.53 ± 0.08 0.52 ± 0.12 0.56 ± 0.09 0.56 ± 0.11 0.50 ± 0.09
MLP 2 0.61 ± 0.11 0.52 ± 0.08 0.53 ± 0.10 0.51 ± 0.09 0.56 ± 0.08
MIL 3 0.52 ± 0.10 0.46 ± 0.09 0.51 ± 0.10 0.50 ± 0.08 0.55 ± 0.12

GraphConv 3 0.54 ± 0.11 0.56 ± 0.11 0.54 ± 0.09 0.54 ± 0.09 0.61 ± 0.07
GAT 3 0.55 ± 0.10 0.54 ± 0.10 0.53 ± 0.10 0.51 ± 0.11 0.59 ± 0.10
MLP 1 1 0.61 ± 0.10 0.62 ± 0.12 0.61 ± 0.11 0.66 ± 0.09 0.58 ± 0.09
MLP 1 2 0.63 ± 0.05 0.60 ± 0.09 0.62 ± 0.07 0.60 ± 0.08 0.59 ± 0.09

Cross-att. 1 3 0.59 ± 0.11 0.63 ± 0.08 0.64 ± 0.08 0.63 ± 0.08 0.64 ± 0.08
Cross-att. 2 1 3 𝟎.𝟔𝟕 ± 𝟎.𝟎𝟗 𝟎.𝟔𝟔 ± 𝟎.𝟎𝟖 𝟎.𝟔𝟕 ± 𝟎.𝟎𝟖 𝟎.𝟔𝟕 ± 𝟎.𝟎𝟕 0.64 ± 0.10

Table 1
AU-ROC baseline results: clin and rad indicate whether clinical (clin) and/or radiomic (rad ) data are used for the model
tested. For rad , this means (1) that we consider only the data from the largest lesion; (2) that we average the imaging
data from all lesions; and (3) that we consider the data from each lesion individually. For a set of features, the first is bold
and second is underlined.

• MIL: A Multiple Instance Learning approach which takes as input the image features from a patient’s 𝐿(𝑛)

lesions, applies a one-layer MLP followed by a ReLU to each lesion’s feature vector, aggregates the results
by a maximum operation, and projects them linearly (with a sigmoid activation) to obtain the prediction. This
approach allows us to use the image information from each lesion individually, but without using the topological
information from the graph.

• GraphConv: A GNN approach that takes as input the lesion graph presented in Sec. 3.2. It consists of two
GraphConv [Morris et al. (2019)] convolutional layers, the first with an output dimension determined by grid
search and followed by ReLU activation, and the second with an output size of 1 and followed by max pooling
and sigmoid activation to predict PFS. Both this model and the following GAT aim to explore the interest of
graph structure over just considering lesion image features, as the MIL does.

• GAT: A model with the same structure as the GraphConv model, but with GATv2 layers instead of GraphConv
layers.

• Cross-attention: The intermediate fusion model presented in section 3, with its original configuration from our
preliminary work [Thiery et al. (2023)] based on two Img2Clin cross-attention modules, shows that it is possible
to take advantage of both modalities while considering all lesions.

• Cross-attention 2: The updated Cross-attention model based on two Img2Clin cross-attention modules, with
the addition of two successive fully connected layers followed by ReLU activations to project the clinical data
(one before each cross-attention module).

The above models take as input the image information 𝐙(𝑛) ∈ ℝ𝐿(𝑛)×𝐷img , the clinical data vector 𝐜(𝑛) ∈ ℝ𝐷clin or both.
For the models based on imaging features, we explore both single and multiple lesion approaches. For example, for the
MLP models that require a fixed-size vector as input, we consider either averaging the imaging data from all lesions
or using only the data from the largest lesion. For multiple lesion approaches, we compare a simple MIL strategy with
graph-based fusion approaches. For the MLPs where we use both clinical and image data, the corresponding vectors
are concatenated before being given as input to the model (early fusion).
4.3.4. Results

Regarding the comparison of clinical-only vs image-only methods, the results in Table 1 show a first observation,
which is the performance gap between the two modalities. This is an expected result, as the clinical data considered have
shown their efficacy for the task at hand [Carlier et al. (2024)]. On the other hand, although there is some evidence that
radiomics supports the prediction for DLBCL with simpler prediction models [Carlier et al. (2024)], their combination
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with more complex models has not yet been shown to be more effective than clinical data [Carlier et al. (2024)], and
to the best of our knowledge no other groups have reported multi-lesion predictions on the DLBCL task.

Secondly, with respect to image-only models, the type of feature and the choice of segmentation have a variable
impact on the performance depending on the prediction method. However, some trends can be observed. Regarding the
choice of the feature set, the HeadNeck features (Featv1) perform best when averaged over all lesions segmented by
majority voting (MLP with rad=2), while other image-based methods perform less well on this feature set . On the other
hand, reducing the number of features to keep only the first-order set from the HeadNeck list (Featv2-Featv3-Featv4)
does not usually improve the results, except when relying only on the features of the largest lesion (MLP with rad=1).
Nevertheless, among the image-based methods dealing with the first-order feature sets (Featv2-Featv3-Featv4), the
majority vote segmentation (Featv3) ranks higher in all cases except for the graph-based methods (GraphConv and
GAT), which perform better without additional segmentation on the raw bounding boxes (Featv2). On the other hand,
adding more features (Featv5) degrades the MLP performance compared to the HeadNeck set (Featv1), but improves
the scores for methods that process data from each lesion individually (MIL and graph-based methods).

Regarding the performance of the multimodal models, the results in Table 1 show that the cross-attention model
with projection of clinical data is statistically significantly better (p-value < 0.05) than all models (including unimodal
ones) using the same type of features, except for the set with the highest number of imaging features (Featv5) where the
model using only clinical data is the best, and the robust features on a SUV4 segmentation of lesions (Featv4)where the
difference with the second best model is not significant. This highlights the importance of the cross-attention design to
efficiently use both types of data, compared to simple fusion methods, which mostly degrade the results compared to
the reference MLP relying only on clinical data. Regarding the Featv5 set, which includes the 650 radiomic features,
we observe that its combination with clinical data leads to a significant drop in performance for simple fusion models
(less important for our cross-attention models) compared to other feature sets; and this despite the predictive power of
the clinical features, as shown by the MLP performance on clinical data only. We attribute this drop in performance to
the difference in dimensionality between the two modalities, which may make this feature set more difficult to learn.
Finally, we observe a significant difference between the performance of the cross-attention model with and without
clinical data projection: this motivates our experiment in section 4.4 to explore a wide range of cross-attention model
instantiations to find the most efficient one for this complex task.

Overall, the type of features extracted from the lesions has an impact on the performance, depending on the model
considered. Therefore, in the following experiments, we will focus on the Featv3 set because of its good performance
with the Cross-attention 2 model..
4.4. Cross-modal attention design

Next, we evaluate the impact of the configuration of the cross-attention module for multimodal fusion. For each
configuration presented in section 3.3, we study the impact of several structural elements of our model, including:

• the learning mechanism for multi-lesion fusion between a GATv2, a GraphConv or a self-attention module;
• the presence of a skip connection to keep the raw image data accessible (or not) after the multi-lesion fusion

stage;
• the projection of the clinical data with a linear layer vs the implementation of cross-attention directly on the raw

clinical data;
• the use or not of a ReLU activation after the projection of the clinical data;
• and the number of cross-modal fusion blocks (1 or 2), taking into account that one block consists of a multi-

lesion fusion module and a multi-modal cross-attention layer. In the case of two blocks, the output of the first
cross-attention module is sent to another GAT with ReLU activation, then concatenated with the initial image
information 𝐙(𝑛) and fused again with the projected clinical data �̃�(𝑛) by a second cross-attention module before
the max pooling operation and the prediction.

We consider and evaluate variable combinations of these elements for each instantiation of the cross-attention module
presented in section 3.3, and detail the results in Table 2, including the performance of the best model in terms of test
AU-ROC and retained structure for each cross-attention design.

Regardind the design of the cross-attention, our results show that for the problem studied it is crucial to use the
computed attention scores to modulate the clinical data, i.e. to include the clinical data as part of the ’Value’ matrix as it
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Img2Clin 0.68 ± 0.08 ✓ ✓ ✓ ✓ ✓

Mult2Clin 𝟎.𝟔𝟖 ± 𝟎.𝟎𝟖 ✓ ✓ ✓ ✓ ✓

Mult2Mult 0.67 ± 0.09 ✓ ✓ ✓ ✓ ✓

Clin2Img 0.61 ± 0.07 ✓ ✓ ✓ - ✓ ✓

Mult2Img 0.62 ± 0.08 ✓ ✓ ✓ ✓ ✓

Table 2
Best structure obtained for each cross-attention configuration and corresponding performance (- means impossible).

is the case for the Img2Clin, Mult2Clin and Mult2Mult modules. Instead, the poorer performance of the Clin2Img and
Mult2Img models shows that we fail to extract meaningful information from using image data as the ’Value’ matrix of
the cross-attention module, even when using the clinical data. We attribute this behavior gap to the higher predictive
power of the clinical data. This conclusion suggests that in a cross-attention module used for fusion, it is better to use
the more predictive information as the key/value, regardless of the data used as query. Other choices, such as using
self-attention in addition to cross-attention within this module (Img2Clin vs Mult2Clin and Clin2Img vs Mult2Img),
have less impact on the results.

Furthermore, we observe that all models require the projection of clinical data to perform best. However, when this
is excluded, the best configuration is very different depending on the use of cross-attention, highlighting the complexity
of constructing an efficient model when working with real-world, multicentric, prognostic and multimodal data.

Finally, we observed a correlation between the number of weights of the configuration retained by the grid search for
the different cross-attention instantiations, and their performance. More precisely, the best performing cross-attention
configurations were those with the lowest number of parameters, which is consistent with the limited size of our dataset
and the associated risk of overfitting.

Overall, the Mult2Clin cross-attention module outperforms the others in its ability to predict 2-year PFS: we
therefore retain the Mult2Clin design with its best configuration for the next experiments.

Ablation study To show the influence of each element of the structure of our best model, we perform an ablation
study, presented in Table 3. This study highlights the relevance of each structural choice, with the model obtained from
our previous experiments performing better than any other on the Featv3 feature set. From this experiment, we can also
identify the elements in our model structure that are the most important among those evaluated. The most important
in this case is the skip connection, followed by the choice of the multi-lesion fusion block and the clinical projection.
However, relying on one or two blocks for multimodal fusion gives similar results.

Translation to another feature set To test the robustness of our best Mult2Clin model, whose structure was
optimized on the Featv3 set of imaging features (first-order features on a majority vote segmentation), we also train it
on the Featv5 set (full set of image radiomics on raw segmentation), which was the most difficult to learn for models
based on both clinical and imaging data (cf Table 1). With an AU-ROC of 0.69 ± 0.06, there is a slight increase
in performance compared to all baseline models in Table 1 (with a maximum performance of 0.67 ± 0.08). This is
especially true compared to the previous best baseline using the Featv5 set of image features (0.64 ± 0.10), and even
compared to the same best proposed model learning on the Featv3 set of features (0.68± 0.08). Even if this gain is not
consequent, this experiment proves the ability of our model to take advantage of both modalities even when there is
an important difference in dimensionality between the two, which is especially helpful in cases when we do not know
which features of a modality are the most important and thus cannot restrict manually the set to rely on. For the sake
of clarity, we will in the following restrict the analysis to the best performing Mult2Clin model (with the optimized
structure) trained on the full set of lesion features (Featv5).
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0.64 ± 0.09 ✓ ✓○ ✓ ✓ ✓

0.65 ± 0.09 ✓○ ✓ ✓ ✓ ✓

0.65 ± 0.08 ✓ ✓ ✓ ✓ ✓○
0.66 ± 0.09 ✓○ ✓ ✓ ✓ ✓

0.67 ± 0.09 ✓ ✓ ✓ ✓○ - -
0.68 ± 0.09 ✓ ✓ ✓○ ✓ ✓

𝟎.𝟔𝟖 ± 𝟎.𝟎𝟖 ✓ ✓ ✓ ✓ ✓

Table 3
Ablation study over the components of our best model (with Mult2Clin cross-attention module). Circled tickmarks highlight
the modified component with respect to the best reference configuration (bottom) .

4.5. Model interpretability
In this section, we show how our model is designed to enhance interpretability, potentially helping clinicians to

understand its predictions. To this end, we will analyze the learned attention patterns and illustrate how these provide
valuable insights at both the lesion and feature level.

The first element supporting the interpretability of our model comes from the combination of the multi-lesion graph
with the proposed cross-attention module. With this combination and the Mult2Clin cross-attention configuration,
the computed crossmodal attentions can be interpreted as weights that modulate the clinical data according to the
(graph-updated) image features of each lesion. A second design element important for interpretability, which we will
focus on below, is the max pooling operation applied to the cross-attention output. While the primary role of this
operation is to recover a fixed-sized embedding vector from a variable number of lesions as input, we observe two
interesting mechanisms: (1) the identification of exactly two meaningful lesions for each patient; (2) one of these
lesions is positively associated with 2-year PFS, while the other is negatively associated with it.
Two lesions retained by the Max Pooling In our design, the max pooling operation is applied to the columns
of the cross-attention output 𝐙(𝑛)

CrossAtt (see Fig 1). In practice, the pooling operation only retains features from two
rows/lesions of 𝐙(𝑛)

CrossAtt (see Fig 5a). This selection results from our cross-attention design and, more specifically,
from the projection matrix 𝐖𝑉 applied to the clinical data (cf. Fig 2). Indeed, given that the clinical vector �̃�(𝑛) has a
single dimension, the effect of the 𝐖𝑉 projection is to replicate �̃�(𝑛) on the columns of the ‘Value‘ matrix �̃�, each time
weighted by a different learned scalar, i.e. �̃� = �̃�(𝑛)𝐖𝑉 = [𝛽1�̃�(𝑛), 𝛽2�̃�(𝑛),… , 𝛽𝐷𝑐𝑜𝑛𝑐𝑎𝑡

�̃�(𝑛)]. Since the 𝛽⋅ weights can be
either positive or negative, the highest values in each �̃� column correspond to either the highest or lowest values in
�̃�(𝑛). Also, since the elements of the attention matrix are all positive because they pass through a softmax function, they
do not change the sign of the �̃�’s columns when multiplied. Therefore, when the max-pooling operation is reached,
the elements of 𝐙(𝑛)

CrossAtt still carry the signs of 𝛽⋅ Let 𝐚𝑖 denote the cross-attention row corresponding to lesion 𝑖, then
the elements of 𝐙(𝑛)

CrossAtt are all scaled versions of 𝐚𝑖�̃�(𝑛). Since the elements of a 𝐙(𝑛)
CrossAtt column share the 𝛽⋅’s scale

and sign, the only remaining difference that matters in the max-pooling operation in that column is the attention that
each lesion 𝐚𝑖 gives to the clinical data �̃�(𝑛). Therefore, the two lesions that "agree" most with the positive or negative
versions of �̃�(𝑛) get higher values and are retained by the max pooling. Furthermore, since the 𝛽⋅ are constant across
patients, the two sets of columns where the value of the first or second lesion is selected form two distinct groups that
are strictly the same for all patients (cf Fig. 5a).
Association between the selected lesions and the 2-year PFS In fact, our learning architecture allows us to
understand not only which lesions the model relied on, but also how these lesions influenced the prediction. More
specifically, by analyzing the behavior of the fully connected layer that follows the max pooling operation and outputs
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(a) Behavior of the max pooling operation (b) Distribution of final fully connected layer weights as a
function of the lesion from which the max pooling opera-
tion selected the corresponding feature (the y-axis: weight
identifier).

Figure 5: Explanation of the max pooling role for interpretability.

the 2-year PFS prediction, we observe that one of the two selected lesions, called 𝑙+ from here on, is positively
associated with the predicted 2-year PFS, while the other 𝑙− is negatively associated with it. Indeed, this fully connected
layer learns weights that are consistent with the lesions retained by max pooling: the weights related to the channels
retrieved from the feature vector of a given lesion (green or purple in Fig. 5b) are almost exclusively of the same sign
(except for 2 weights over 1316), indicating a very strong and complementary influence of each of these lesions on the
2-year PFS prediction.
Relevance of the selected lesions To experimentally demonstrate that our model selects lesions that are relevant
for predicting 2-year PFS, we investigate how it performs when we prevent it from using these lesions. To do this,
we iteratively remove pairs of lesions from the lesion graphs (from 0 to 16 lesions). At each iteration, the removed
pairs are the two lesions selected by the model, plus those already removed in previous iterations. For each number of
lesions removed, we examine the performance of the model using AU-ROC only on those patients for whom we still
retain at least 80% of their lesions. For the sake of statistical significance, especially when we remove many lesions and
thus have fewer patients to test on, we perform this test on our full dataset. For a given number lesions removed, we
compare the performance of the model on the same subset of patients (1) when we remove the pairs of lesions selected
with the max pooling (blue in Fig. 7), (2) when we remove randomly selected pairs of lesions (orange in Fig. 7) to
see if the lesions retained by max pooling are particularly significant, and (3) without any lesions removed (green in
Fig. 7) to take into account the effect of changing the subset of patients we are testing on. We observe that for almost
any number of lesions removed, the performance of the model does not drop much when we randomly remove lesions
compared to keeping all lesions. However, it drops much more when we remove the lesions selected by the max pooling
operation. This highlights the prognostic importance of the lesions that the model has learnt to include in its prediction.
Lesion to lesion Attentions While the two previous mechanisms make it possible to identify the two complementary
salient lesions that are mainly used for prediction, the self-attention matrix indicates in a less straightforward way,
secondary lesions that are also taken into account for the prediction. They correspond to those to which 𝑙+ and 𝑙−pay attention in the self-attention module (which replaces the GAT in our model following the structural study) (see
Fig. 6b). Indeed, the activated output of the self-attention module is concatenated with the initial feature vector of the
lesion before the cross-attention module. Thus, the lesions 𝑙+ and 𝑙− used for the prediction contain image data from
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(a) Maximum Intensity
projection of a patient and
his segmented lesions.
A total of 8 lesions were
segmented.

(b) Lesion self-attention matrix for this patient, where 𝑙− is lesion
3, 𝑙+ is lesion 7, and both the label and the prediction of this
patient’s 2-year PFS 1 (meaning there was a progression before
2 years after starting treatment).

7

4

6 5

1

2

3

8

(c) Schematic representation of the
patient’s lesions (color and size as in
6a) and the attention they pay to each
other (only the most important atten-
tions are represented).

Figure 6: Example of interpretation of the Lesion self-attention matrix.

both their own feature vector and the feature vectors of other lesions after the self-attention module. Therefore, these
secondary lesions are also associated with the prediction of 2-year PFS with the same type of influence on it (positive or
negative) as the lesion (𝑙+ or 𝑙−) to which it pays attention in the self-attention module. This ability to identify lesions
associated with either a positive or negative 2-year PFS could, following appropriate external validation, provide
clinicians with valuable diagnostic insight and address the current lack of information on how individual lesions may
influence treatment response.
Interpretability at the feature level Another advantage of our model is its ability to extract information about the
most important features for predicting 2-year PFS. First, there is a positive bias towards some clinical features that are
more strongly represented in the vector of projected clinical data 𝐜′(𝑛), i.e. the sum of the weights associated with these
values in the fully connected layer projecting the clinical data is higher than the sum of the weights associated with
other features (see Fig. 8). More specifically, we observe three salient features: the Ann Arbor stage of the disease, the
number of extranodal sites and the binary value indicating whether the patient underwent salvage therapy. Regarding
the image-based information, we observe that some features of the lesions 𝑙+ and 𝑙− (among the image features of
the Featv5 set) have statistically different distributions, either one lesion against the other or each of them against the
distribution of the features of all lesions. This could mean that these features are important for identifying the lesions
that are essential for predicting 2-year PFS. This behavior is observed in particular for a subset of 9 textural features
presented in Fig. 1 in Supp. material A.
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Figure 7: AU-ROC performance of the best model in patients with progressively removed lesions, depending on how these
removed lesions are selected (randomly or lesions retained by the max pooling operation).

Figure 8: Sum of the clinical Fully Connected layer weights, for each clinical characteristic.

5. Conclusion and perspectives
We address the problem of identifying high-risk DLBCL patients by automatically predicting their 2-year PFS.

To this end, we propose a model that is able to exploit imaging information from a variable number of lesions thanks
to the creation of a lesion graph. We then fuse this information with tabular clinical data through a cross-attention
module. Several studies of this graph-based cross-attention model, exploring both the input features to be used and
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the structure of the model, have highlighted the complexity of constructing a model that performs well on complex,
real-world, multicentric, unbalanced and multimodal data. Our experiments have shown the interest of using a large
number of image features in the case of multimodal fusion, but only if special attention is paid to defining the structure
of the model so that this dimensionality does not prevent the exploitation of the features of other modalities. Regarding
the choice of cross-attention module inputs, our experiments showed that using the modality with the higher predictive
power as the ’Value’ matrix outperformed the other strategies for multimodal fusion. Finally, the strength of our model
in terms of interpretability was highlighted: we showed how its structure allows clinicians to better understand the
prediction and gain clinical insight into which clinical features and lesions are most relevant for predicting 2-year PFS
in DLBCL.

However, there are several limitations to our work. First, this framework should be applied to other multimodal/multi-
lesion datasets to validate its generalizability. Furthermore, it should be noted that our performance is not yet high
enough for clinical practice, and therefore the results regarding the relevance of the features considered should be
interpreted with caution.

Some perspectives for this work include an extended study of the graph structure considered for the lesion graph,
which could help to take into account dispersion of the lesions more efficiently. Another interesting development would
be to consider cost functions specifically adapted to survival tasks, allowing us to obtain a more accurate representation
of patients’ risk in the short and long term, and to take advantage of patients censored before two years. Finally, we
would like to validate the robustness of our best model and its ability to generalize to other pathologies.
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