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Abstract 

Is there observable behavior or evidence capable of distinguishing a liar from a truthful person? The question has intrigued for 
centuries, reflecting the inseparable nature of lying in our social interactions. Faced with the human inability to discern truth from 
falsehood and the limitations of polygraphs, the emergence of facial recognition technologies appears as a promising alternative. 
Although the use of facial expressions, including micro and macro-expressions, in lie detection is subject to debate, some 
researchers argue that these nonverbal cues could be revealing. This state-of-the-art review explores facial expression analysis 
through machine learning for lie detection, questioning the quality of data required to develop effective models. 
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1. Introduction 

Most researchers in the deception detection field agree that there is no "Pinocchio's nose" that can serve as a 
reliable indicator to easily spot a lie [1]. Deception is a pervasive phenomenon in our societies, occurring multiple 
times daily [2]. Despite its frequency, humans' ability to detect it seems no better than chance. On average, 
individuals correctly identify a lie only 47% of the time [3]. Surprisingly, adults do not fare better in discerning lies 
in children, with a success rate of 47.5% [4]. Although figures may vary across studies, they generally hover around 
50%, akin to flipping a coin. Among traditionally used methods, the polygraph is the most widespread. However, its 
intrusive nature requiring physical connection to the individual's body during interrogation [5] and necessitating the 
suspect's consent, often reluctant to undergo the test [6], raises concerns. Aware of surveillance, individuals may 
strategize to outsmart the device. With proper training, suspects can feign innocence using specific techniques like 
lying during baseline questions, tensing muscles, or biting their tongue [7]. Sensors can also affect the suspect's 
psychological stability, complicating lie detection [8]. The polygraph has frequently proven fallible [9], 
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incriminating innocents while exonerating guilty parties. Moreover, the risk of bias inherent in human intervention 
needed for testing [3], coupled with reliance on physiological responses like blood pressure, heart rate, skin 
conductivity, muscle tremors, and breathing during interrogations [10], renders its large-scale application unfeasible. 

The advancement of artificial intelligence technologies marks a turning point in our ability to understand and 
analyze human behavior [1]. While AI aims to mimic the human brain, understanding human behavior proves 
challenging given the inherently complex nature of behavioral science. Human behavior emerges from an 
interaction between three fundamental elements: actions, cognition, and emotions. Lying is identified as a cognitive 
behavior [7]. Cognition, as explored in philosophy and political psychology, refers to the conscious and intentional 
processes underlying thought and knowledge such as perception, attention, memory, language, learning, reasoning, 
judgment, and higher-order thinking that can be deliberately controlled [11]. The foundation of human psychology is 
shaped through reactions to emotion-driven behaviors. Emotions such as joy, fear, sadness, anger, surprise, excitement, 
guilt, regret, hatred, and curiosity, although distinct from behaviors, play a role in motivating certain actions [7]. 

In the field of mental health research, AI offers an approach that addresses issues from a statistical perspective to 
optimize prediction. Initially, unimodal channels such as audio, images, text, and physiological channels like ECG, 
EEG, GSR, BVP, etc., were used to predict and classify cognitive behavior using AI/ML models. Later, multimodal 
models demonstrated strong multimodal understanding and generalization abilities across several downstream 
cognitive tasks. Multimodally trained visual and linguistic encoders, which align more closely with the brain than 
unimodally trained ones from a neuronal encoding perspective, serve as resources for neuroscientists [12]. With 
access to vast amounts of data, machine learning proves particularly suited to address complex challenges, such as 
anticipating individuals at risk of mental disorders, predicting emotions, identifying intentions, and detecting lies [7].  

Deception has been extensively researched in psychology, leading to numerous studies on detecting deceptive 
behavior in applied technologies, involving linguistic, behavioral, and physiological domains [13]. Lie detection 
techniques can use non-verbal characteristics. They include facial expressions but can encompass other signs such as 
eye or mouth movements, response time, swallowing frequency, or facial symmetry [14][15][16]. Facial Expressions 
are an aspect of human behavior recognized as the most salient and influential aspect of human communication. The 
term "facial expression" is used by researchers to define certain recurring movements of facial muscles that convey 
thoughts, emotions, or behaviors [17]. They can be categorized into two types: macro-expressions and micro-
expressions. It is the duration of the facial expression, not its intensity, that differentiates macro-expressions from 
micro-expressions. Macro-expressions last between 0.75 and 2 seconds and are easily perceived by humans, while 
micro-expressions, being briefer, last less than 0.5 seconds [18]. Technically, the term Action Unit (AU) corresponds to 
the fundamental actions of individual muscles or groups of muscles that are activated during facial expressions. Each 
micro-expression is generated by a specific pattern of AU activation. [19] The Facial Action Coding System (FACS), 
developed by Paul Ekman and Wallace V. Friesen, is a coding system aimed at describing all possible facial 
expressions using action units. Facial movements were originally classified manually, resulting in the definition of 46 
AUs to identify up to 7,000 different AU combinations [19]. This nomenclature has been widely used in lie detection 
research to identify differences in AU activation between truthful and deceptive statements [20]. 

These last years have seen several proposals to detect lies from facial expressions by using machine learning 
techniques. But how do these techniques work, and do they succeed to detect deception? This paper tries to answer 
this question by exploring the literature with a systematic review of this research field. 

This paper is structured as follows. The first section explains the research method. Section 3 proposes the state of 
the art of the research question and we conclude in section 4. 

2. Research Method 

In this section, we present the research methodology used for the systematic literature review. The 
research method used followed the guidelines presented by [21] which is composed of three main steps: 
planning, conducting, and reporting the review. 

Planning the review. Given the limitations associated with polygraph use and the need to identify deception in 
various contexts without human intervention, researchers are turning to machine learning-based solutions. Humans 
are accustomed to observing and understanding cues by looking at them, so the most natural approach to analyze 
these signs would be to record videos or take photos. In this context, the issue guiding this thesis is Can machine 
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learning help detect deception from facial cues? Note that the term "deception" is not strictly limited to 
expressing false things but includes deceptive behaviors such as omission, pretense, and any other action aimed at 
misleading. In the deception detection research field, verbal and non-verbal cues are distinguished but this work is 
restricted to non-verbal cues, especially facial expressions. 

Conducting the review. This step aims at identifying a set of papers. We first selected them based on a relevant 
search string in the SCOPUS scientific database using the SCOPUS Search API. We used a set of keywords like 
detection, lie, lying, expression, facial expression, face recognition, etc., mixed with the terms machine learning or 
deep learning. We obtained 108 papers. We then selected our corpus of papers following several inclusion and 
exclusion criteria to finally obtain 8 papers: [14][15][20][22][23][24][25][26].  

Inclusion criteria: The paper is a result of the search string (TITLE-ABS-KEY("detection") OR TITLE-ABS-
KEY("detect") OR TITLE-ABS-KEY("detector") OR TITLE-ABS-KEY("detecting")) AND (TITLE-ABS-KEY("lie") 
OR TITLE-ABS-KEY("lying") OR TITLE-ABS-KEY("liar") OR TITLE-ABS-KEY("deception")) AND (TITLE-
ABS-KEY("micro-expression") OR TITLE-ABS-KEY("facial expression") OR TITLE-ABS-KEY("face recognition") 
OR TITLE-ABS-KEY("facial analysis")) AND (TITLE-ABS-KEY("machine learning") OR TITLE-ABS-KEY("deep 
learning")); The paper addresses at least one of the following topics: Facial expression recognition, Emotion recognition, 
Multimodality including facial expressions, specifically in of deception detection using machine learning techniques. 

Exclusion criteria: The paper is not in English; It is not available online; The paper doesn’t report an experiment. 
Reporting the review. A generic process for detecting lies has been identified in the selected papers. Each of the 

process steps has been studied in all the papers of the corpus and explained in the analysis section. 
Validity Threats. we studied five possible threats, which could affect the validity of our research [27]. To lessen 

the validity threats that could impact our study, we present them with suitable modification actions in Table 1. 
Table 1. Validity Threats. 

Validity Actions 
Descriptive validity  We unified the concepts and criteria used in the study and structured the information to be collected with a data 

extraction form to support a uniform recording of data. 
Theoretical validity  We used a search string and applied it to SCOPUS API, which includes the most popular digital libraries on 

computer sciences and software engineering. A set of inclusion and exclusion criteria has been defined. We 
used only an automatic search, without snow-bowling strategy, thus we increased the risk of not finding all the 
available evidence.  The choice of English sources should be of minimal impact. 

Generalization validity Our research question is general enough to identify and classify the findings. 
Evaluative validity  Two researchers studied the papers, working independently but with an overlap of studies to identify potential 

analysis differences. Two researchers validated every conclusion.  
Transparency validity  The research process protocol is detailed enough to ensure it can be exhaustively repeated. 

3. Machine Learning for Deception Detection based on Facial Expressions 

All articles in the corpus propose studying lie detection through video analysis and the use of a prediction model. 
The steps can be summarized as illustrated in Fig. 1. 

 
Fig. 1. Proposals experimental process. 

1. Creation of dataset: The ML/DL prediction model is trained on an existing database or a dataset. An experiment is 
conducted in the laboratory to replicate situations where the subject may lie or exhibit deceptive behaviors. 
Subjects are filmed during the experiment, creating a set of videos on which the model can work. 

2. Extraction of Cues: They are extracted from the videos/images using algorithms or models for lie prediction. 
3. Classification of the results: The prediction model is applied to classify videos based on the presence of deception. 
4. Model Evaluation: The model's performance in predicting deception is analyzed using various statistical metrics. 
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3.1. Creation of dataset 

This section aims to synthesize the experimental protocols to describe the scenarios and mechanisms used to study 
deception. This also sets the context for analyzing deception cues. The cues come from either a set of public datasets, in 
which case researchers [14][23] focus on the model's ability to predict deception, or from a dataset created through an 
experiment. For clarity, the names of the different datasets used will be emphasized. These methods can be summarized 
into 3 categories, reflecting the level of deception involved: High, Moderate, and Low-stakes situations. 

High-Stakes Situations. High-stakes situations refer to contexts where the consequences of being caught lying are 
significant. None of the studies in the corpus replicated a situation with high stakes. However, [14][26] used the Real-
life Trial dataset, which contains videos of courtroom trials where the verdict determines whether a statement is truthful 
or deceptive. [14] uses the DDCIT dataset, uses polygraphic techniques to measure the subject's Galvanic Skin 
Response (GSR) in an attempt to simulate an environment similar to criminal interrogations. The subject being aware 
that their physiological reactions are being recorded can create a sense of immersion that may heighten the perception 
of stakes in the experience. Despite the presence of a team of professionals in the field of deception detection, the 
situations created in the DDCIT dataset cannot be compared in stakes to real cases of offenses and crimes. In [24], 
people were recorded in a game show with very personal questions, which can be considered as a high-stake situation. 

Moderate-Stakes Situations. They involve contexts where the consequences of lying are moderate, often related 
to common social or professional interactions. Methods include mock crimes, card games, and interrogations. In 
[26], participants are asked to steal or not steal $50 and then convince the experimenter of their innocence. In [25], a 
child is prompted to lie by omission about toys he allegedly broke under the threat of getting into trouble. In 
[14][22], a financial reward is given to participants if they successfully deceive the experimenter, which helps 
stimulate participants' motivation to be persuasive and continue participating in the experiment. An average score of 
6/7 in [22] indicates that participants understood the instructions well and desired to win, resulting in more authentic 
reactions. The experiment conducted in [22] allows replicating a situation where participants can choose their 
gameplay strategy and consequently the type of lie they will use. In research, simple deception is often studied, 
neglecting a more subtle type of deception known as sophisticated deception prevalent in competitive contexts such 
as political rivalry, war, sports, gambling (like poker), business, and diplomacy, aimed at misleading others. 

Low-Stakes Situations. Low-stakes situations represent contexts where the repercussions of lying are minimal. 
Methods used by [15][20][26] include role-playing and storytelling, where participants are assigned a role as either a 
truth-teller or a liar and answer open-ended questions on mundane topics. In [26], participants give their opinions on 
a randomly chosen movie (Opinion dataset). In [20], participants are interviewed about past vacations, whether 
fictional or real (Holiday dataset). The use of holiday memories as a lying subject has been adopted in previous 
research [28], as remembering vacations engages the same cognitive processes as providing an alibi during a criminal 
investigation but in a low-risk context. In the experiments conducted in [20][26], participants were free to express 
themselves for a set duration, while in [15], participants were restricted to answering only with "Yes" or "No." 

Datasets. Parameters such as perceived stakes in a given situation and the lying strategy adopted by the subject must 
be considered to contextualize the results obtained from ML model predictions. Laboratory experiments may not 
always reflect real-world lying contexts. If there are facial markers that differ between lying strategies, confusing them 
could lead to incorrect interpretations. Table 2 synthesizes the datasets of the corpus. The “labelling” field corresponds 
to how the videos are labeled (truth/lie), helping understand how objective truth is known. For Bag of Lies, Crime, 
Opinion, and Holiday, participants reveal to the experimenter whether they chose to lie or not. For Mood, instructions 
to be truthful, lie partially, or lie completely are given each question session. For Joker and DDCIT, truth is obtained 
when the experimenter checks the participant's cards, which cannot be disputed. For Real-life Trial, videos are labeled 
based on the judicial verdict: guilty is labeled as a lie, not guilty and acquitted are labeled as truth. The stakes level is 
not provided in each paper but is arbitrarily determined based on the provided information. 

3.2. Extraction of cues (Lie Indicators) 

There are various indicators, in facial expressions, that can be used to detect lies: micro and macro expressions, 
of course, but also emotions directly expressed on the face. There are approaches that use hybrid methods by 
combining different indicators altogether. 
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Table 2. Datasets.  

Dataset Real life trial Bag of lies Crime Opinion Joker Holiday DDCIT Mood Toys Personal 

Papers [14][26] [23] [26] [26] [22] [20] [14] [15] [25] [24] 

Participants 
number 

56 35 - - 40 62 105 15 158 16 

Participants 
details 

21 females 
35 males 
age: 16 - 60  

10 females 
25 males 

  20 females 
20 males 
age: 18 - 23  

43 females 
19 males 
age: 20 - 29 

51 females 
54 males 
age: 20 - 30  

7 females 
8 males 
age: 25 - 33  

7 girls 
8 boys 
age: 4 - 9  

8 females 
8 males 

Origin - - - - Chinese Italian Korean Korean Latino, African, 
American 

Chinese 

Method Real life 
judicial trial  

Telling a 
story based 
on photos 

False crime 
(committed 
or not) - 
thief of 50$ 

Free 
speech 
(movie 
opinion) 

Cards deck 
(Joker) 

Free speech 
(holidays) 
 

Question on 
an hidden 
information 
(yes/no) 

Open 
question 
(yes/no) 

False crime 
(not com-
mitted) - 
broken toys 

Personal 
Questions 

Stakes level High Low Moderate Low Moderate Low Moderate Low Moderate High 

Labelling Judicial 
verdict 

participants participants participan
ts 

cards participants cards Given 
instructions 

 polygraph 

Data size 121 videos 
▪61 lies 
▪60 truth 

325 videos 
▪162 lies 
▪163 truth 

- - 120 images 
240 videos 
▪32 lies 
▪30 truth 

62 videos 
▪32 lies 
▪30 truth 

630 videos 
▪210 lies 
▪420 truth 

- High 
proportion on 
negative 
classes 

32 videos 
▪16 lies 
▪16 truth 

Existing 
Dataset  

yes yes no no no no no no no no 

 
Macro and Micro-Expressions. The use of facial expressions, particularly micro-expressions, is based on the 

theory of involuntary expression "leakage". Micro-expressions are believed to be universal indicators of emotions and 
could reveal our true intentions [19]. Studies in the corpus [14][20][22][23][26] use the OpenFace tool to extract facial 
expressions. The results obtained allow measuring the presence of certain Action Units and/or evaluating the intensity 
of an AU. For example, in [14], occurrences of micro-expressions are counted based on the duration of AUs. 
Considering that a micro-expression lasts up to 0.5 seconds, AUs that appear for less than this limit are counted. 
Expressions that appear in only one frame are considered detection errors and excluded. In [23], the obtained features 
are not used as is. The data undergo pre-processing through several steps: Apex Frame Selection (selecting the most 
expressive images from a video sequence); Feature Selection (choosing the most relevant features for classification. In 
the study, the most relevant AUs for identifying lies are AU14 (lip corner depressor), AU23 (lip tightening), and AU12 
(lip corner puller)); Data Discretization (transforming continuous features into discrete values, which helps reduce the 
effects of outliers and simplifies the data structure); and Feature Scaling (normalizing feature values ensures that all 
features contribute equally to the learning process). For [26], preprocessing of data is also necessary to train the CNN 
model. Researchers adjusted all videos to have the same image size and frame rate (24 fps) and used PyTorch tools to 
create smaller videos of 12 frames. In [15], the prediction CNN model does not include the use of OpenFace for feature 
extraction; instead, it is trained based on micro-expressions it identifies. This FER-2013 dataset contains approximately 
35,890 labeled images with 7 emotions: anger, fear, disgust, joy, surprise, sadness, and neutrality. 

Specific emotions. If micro-expressions cannot be suppressed when a person lies, then certain emotions could be 
specific to deception. Facial expressions can be translated into emotions in [15][24][25]. In [25], children's facial 
expressions are translated into emotions using FACET. Two key moments in the video are analyzed under the 
assumption that cognitive load can vary, and therefore the expressed emotions are different. The first phase 
corresponds to the period when the child hears the question asked. They are aware that they will be asked to talk about 
the event that occurred, specifically about a mistake they did not commit. They will be more curious to learn about 
what they will be questioned on and will evaluate the situation rather than try to monitor their expressions. During this 
phase, facial expressions can be particularly informative because children's inhibitory abilities may not yet be activated. 
The second phase corresponds to the period immediately following the first, once the question is asked in full. The 
child may be in a decision-making process about what to say to the experimenter and how to formulate their response. 
This phase is interesting for evaluating the expressions of children who decide to lie by omission. 

The emotions of surprise and fear appear in [25] as indicators of deception since they are the most prevalent 
expressions when comparing emotions that appear in a situation where the child lies versus where they do not lie. 
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Verbal cues can also be analyzed for deception, including speech rate, frequency of pauses, and inconsistencies [14]. 
However, facial analysis is more relevant in children because they exhibit fewer verbal cues than adults, which would 
limit the analyses. In [15][25], it was not the presence of a specific emotion that allowed labeling a video, but rather the 
sudden variation from one emotion to another and the difference in emotions between different phases. A baseline 
emotion is identified in [15] for comparison purposes. The dominant micro-expression identified is the neutral 
expression, which corresponds to moments when the subject is not interacting with the experimenter and is sincere. 
This expression reflects confidence and comfort when answering questions, with stable emotion levels and no sudden 
mood variations. In a subsequent phase, the subject was required to both lie and tell the truth, which can generate 
discomfort and be reflected in emotional variations. The neutral expression is compared to the dominant expression 
identified during this phase, which is joy in this case. Therefore, the model understands that joy and the shift from 
neutral to joyful are indicators of deception. The expression of fear is studied in [24], under the assumption that, in 
high-stakes situations, the subject would fear getting caught. Although fear can be found in an honest person and can 
therefore be misinterpreted, the degree of suppression will be different between a liar and a truth-teller. 

Multimodal Approach. There are several approaches to multimodality, one of which involves studying multiple 
cues separately, while the other involves considering all cues together as a whole. 

FacialCutNet [14] uses a set of indicators: frequency of action units, facial symmetry, and gaze direction. The 
model consists of several components combining CNN, LSTM, and an attention module. Once the indicators are 
extracted, FacialCutNet concatenates them and predicts an output value. 

Eye Dynamics & Blinking. A key element of facial dynamics is eye movement, i.e., the opening and closing of 
eyes in each video frame. In [26], eye dynamics, measured by the Eye Aspect Ratio (EAR) (relationship between 
eye width and height), and the blink frequency, analyzed through histograms of blink percentage, are studied. 

Cognitive Load. In addition to analyzing facial expressions, [22] proposes a cognitive analysis by measuring the 
duration of participants' performance. The assumption is that cognitive load is higher in lying situations as the subject 
exerts more effort, engaging more significant mental processes than situations where the individual is honest. 

Extraction methods and tools. There are several extraction methods and tools that are used in our paper corpus: 
OpenFace, IDT, CNN, and one proposal creates a custom dataset from existing ones, as shown in table 3. 

Table 3. Extraction methods. 

Paper [14] [15] [20] [22] [23] [24] [25] [26] 
OpenFace x  x x x x x x 
IDT   x      
CNN  x       
Custom dataset        x 

 
OpenFace. This advanced behavioral analysis tool is designed to extract and analyze facial features from videos. 

It provides detailed data on the location of facial landmarks, the confidence of the facial recognition algorithm, gaze 
direction, head posture, as the presence and intensity of AUs, facilitating automated study of facial expressions [29]. 

IDT (Improve Dense Trajectory). [20] uses handcrafted features extracted with IDT using MBH (motion bountary 
histogram), HOG (histogram of oriented gradients), and HOF (histogram of optical flow) to extract motion features. 

Convolutional Neural Network (CNN). It belongs to deep learning, inspired by the structure of neural networks. 
They have made significant contributions to computer vision more than any other algorithm and are used in various 
tasks such as image segmentation, video and image recognition, and image classification. 

Custom Dataset. A custom dataset is used in [26] by modifying the standard dataset class of HMDB51 from Pytorch 
(HMDB51 is an action recognition dataset that extracts video clips of given frame length and frame step between the 
clips). They ran experiments on 3 datasets and generalize them by training on one dataset and transferring it to another.  

3.3. Classification of the results  

The corpus papers are using several machine learning algorithms, as shown in table 4. Some are famous, like the 
random forest algorithm or the decision tree one, and some are new proposals, specific for the research field, like the 
FacialCueNet proposition. 



 Author name / Procedia Computer Science 00 (2024) 000–000  7 

Table 4. Classification methods.  

Paper [14] [15] [20] [22] [23] [24] [25] [26] 
Random Forest     x x x x 
Decision Tree     x    
SVM   x  x    
LSTM   x      
CNN  x      x 
C3D   x      
Logistic Regression     x    
KNN     x    
Multiple Instance Learning        x 
FacialCueNet x        

Random Forest [30]. This classification algorithm consists of individual prediction trees that form a decision 
forest. Each tree in the model is a classification tree that predicts an output. The use of Random Forest is motivated 
by its reliability and stability on small samples in [25], while in [26], it is used for comparison purposes. This model 
is employed with features obtained by OpenFace as input data to predict deception in [26], whereas in [25], Random 
Forest is used both to determine which features or combinations of features were relevant and for classification. 

Decision Tree [31]. This decision support hierarchical model uses a tree-like model of decisions and their 
possible consequences. This algorithm is used in [23] and compared to other techniques. 

SVM is chosen in [20] because it has shown to be effective for small amounts of data. Two approaches have been 
used for this classifier: the first relies on extracting facial features from expert-defined features (handcrafted features), 
while the second uses OpenFace to extract facial features. The obtained data serves as input to SVM for prediction. 

Long Short Term Memory (LSTM). LSTMs are a type of neural network that can also classify and process 
sequential data. In [20], LSTM is used on facial features also extracted by OpenFace. Unlike other models, LSTM 
can directly process the sequence of AU activations without needing to perform aggregation calculations. The model 
bases its predictions on all images in the videos and their reciprocal positions. Since training LSTM requires a lot of 
time, the model was validated only on data obtained during the interrogation phase, as the authors believe it contains 
more obvious indicators of deception than a free speech phase where the subject is not directly confronted. 

CNN. In [15], the model is trained using FER-2013. It compares the differences in emotions present between 
phases where the subject is truthful and those where they are not. 

C3D. The 3D Convolutional Neural Network is designed to process spatiotemporal information by improving the 
identification of moving images and 3D images. This network automatically extracts features from video clips 
without the need for prior feature extraction. In [20], although C3D can extract facial features itself, since it receives 
raw video images as input, OpenFace was used to target only the face in the videos. The dimensions of each image are 
then normalized to 112 x 112 to feed into C3D. This data preprocessing helps overcome GPU memory constraints. 

Logistic regression. This type of statistical model (also known as logit model) is often used for classification and 
predictive analytics. Since the outcome is a probability, the dependent variable is bounded between 0 and 1. In 
logistic regression, a logit transformation is applied on the odds (the probability of success divided by the 
probability of failure). [23] use this algorithm and compare it to Random Forest, Decision Tree, SVM, and KNN. 

KNN. It is a type of classification where the function is only approximated locally and all computation is deferred 
until function evaluation. Since this algorithm relies on distance for classification, if the features represent different 
physical units or come in vastly different scales then normalizing the training data can improve its accuracy [32].  

Multiple instance learning [33]. MIL deals with problems with incomplete knowledge of labels in training sets. 
More precisely, in multiple-instance learning, the training set consists of labeled "bags", each of which is a collection of 
unlabeled instances. A bag is positively labeled if at least one instance in it is positive, and is negatively labeled if all 
instances in it are negative. The goal is to predict the labels of new, unseen bags. This technique is used in [26]. 

FacialCueNet. It is a video-based deep-learning network for deception detection that can effectively use 
instantaneous changes in facial expression and provide spatial and temporal interpretation of prediction results [14]. 

Technical Constraints. To overcome GPU memory constraints encountered in [20], the video is divided into 
blocks of 16 images to predict the entire video by aggregating the predictions from previous blocks. This method helps 
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estimate the average intensity of deception cues throughout the video. The issue of imbalanced classes may also arise. 
Although the authors in [25] corrected their sample to account for having more liar classes than truth-teller classes 
during model development, it remains significantly biased towards classifying children as liars rather than truth-tellers. 

3.4. Model evaluation 

To measure the results of machine learning models, most of the mentioned studies rely on the following metrics:  
Area Under the Curve (AUC) [14][20], Accuracy [14][15][23][24][25][26], TP rate [24], FP rate [24], Precision 
[14][15][23][24], Recall [14][15][23][24], F-Measure [24], PRC area [24], Kappa [24], and F1 score [14][15][23]. 
AUC is equivalent to Accuracy and reflects the model's ability to make correct predictions during the training phase. 
Accuracy represents the ratio of correct predictions to the total number of predictions. It measures how often a model 
predicts the correct outcome. Precision represents the number of correctly predicted positive instances by the model. It 
measures how often a model correctly predicts the positive class. Recall represents the proportion of actual positives 
that were correctly predicted by the model. F1-Score represents the harmonic mean of precision and recall values. It is 
a good indicator to evaluate a model's performance. An F1-Score close to 1 indicates that the model is performing well. 

Facial expression. For facial expression analysis, the SVM model coupled with OpenFace used in [20][23] seems 
to demonstrate better performance compared to other prediction models for their respective datasets. Bag of Lies 
achieves an accuracy of 61.54%. However, other models manage to classify videos correctly with results above 53% 
for metrics such as accuracy, precision, recall, and F1-score, for most of the models used. For the Holiday dataset, an 
AUC of 0.72 is achieved for videos without cognitive load, while an AUC of 0.78 is achieved for videos with cognitive 
load. Overall, classifiers tested in [20] show better performance on videos with cognitive load, suggesting that lying 
requires more effort than telling the truth, especially when unexpected questions are asked. In an experiment conducted 
in [20] to evaluate human performance, the results show that gender or education level has no impact on the ability to 
predict lies, confirming the findings of [25] that gender is not a factor influencing lie detection ability. Furthermore, 
human performance compared to machine performance decreases, perhaps due to a "fatigue effect" where attention 
decreases over time. Despite humans relying on multiple criteria such as narrative details, eye contact, and facial 
expressions, they remain less effective than machines with an AUC of 0.57. On the other hand, [26] is less optimistic 
about the models' abilities to identify lies. With Random Forest, the results show overfitting on the training data and an 
inability to generalize on the validation set. Real-life trial showed better performance, with an AUC of 0.58 compared 
to Crime and Opinion. This could be due to the fact that the features for this dataset were manually annotated, while the 
features were learned by the model for the other datasets. When the model is trained on Opinion and tested on Crime, 
its performance is not significantly higher to justify generalizing the model across datasets. This is because prediction 
models are highly specific to their dataset and cannot be tested on a dataset that varies greatly from the original dataset. 
Finally, for CNN, its accuracy on these datasets is comparable to a "coin flip." 

Emotions. Increased surprise expression among liars can be interpreted as general excitement when prompted to 
think about transgression (unlike non-liars who haven’t experienced it). It may be more pronounced in liars because 
it’s the first time they’re being questioned about it. The expression of fear can indicate that the child perceives lying 
as a moral violation and encounters a conflict between two social obligations: one being to confess to someone that 
the toys are broken, the other being to remain silent as suggested by someone else. In [15], the prediction model 
achieves a classification accuracy of 74.17%, which is considered very high compared to other models designed 
using CNN and the FER-2013 dataset. However, this metric alone does not determine the actual performance of the 
model. It would be more appropriate to evaluate the F1 score, which is not provided in the study. Additionally, the 
number of participants does not allow us to conclude that the model is good. In [25], the model predicts lying with 
consistent accuracy regardless of age, sex, or history of child maltreatment. However, it is observed that their model 
performs better with children than with adults. The metrics used, such as the average expression score or the 
expression range to summarize automatic FACS data, can influence the model's ability to effectively detect lies. 

Multimodal Approach. The results from [22] showed that deceptive acts lasted longer than truthful acts. 
Specifically, videos involving the Sophisticated Lie strategy had significantly longer durations than those of the 
Simple Lie or pure Truth, highlighting an increase in cognitive load associated with the Sophisticated Lie. This 
difference is particularly pronounced in dynamic non-verbal conditions, where the action time for the Sophisticated 
Lie exceeded that of the Dynamic Verbal condition. This suggests that media richness influences performance 
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duration. These findings support the Media Richness Theory, showing that more complex deception strategies require 
increased cognitive load, reflected in prolonged action durations, especially in contexts where verbal communication is 
absent. Eye movement and blinking, studied in [26], show that liars tend to exhibit more consistent eye dynamic 
patterns, while truth-tellers are more relaxed and often show greater eye movement amplitudes. The neural network's 
performance in detecting lies based on eye dynamics is better on the Opinion dataset, contradicting the cognitive load 
hypothesis. Regarding eye blinking, predictions from data sequences of the same video clip are aggregated, and the 
entire clip is predicted as "lie" if the result exceeds a threshold. This threshold is selected to maximize training accuracy 
with desired false positive rates. Based on the ratio between blink percentages in truth and lie situations, an accuracy of 
56.2% is achieved on Crime, which is comparable to human performance. It also show that liars tend to blink less 
(blink percentage ≤ 2%) compared to truth-tellers who blink more frequently (blink percentage ≥ 4%). However, no 
specific threshold or general probabilistic pattern clearly distinguishes liar groups from control groups. 

4. Conclusion 

We presented 8 experiments about lie detection from facial expression with machine learning techniques. All studies 
in the corpus rely on limited data, with the number of participants in the experiments not exceeding 200. Even though 
the figures show positive precision for prediction models, there is a paradox in which a model may have very high 
precision but, ultimately, may not be applicable to other contexts because it is too specific to the data on which it was 
trained. The performance of models in predicting lies is equivalent to or slightly better than human capacity. Precise 
lie-related features vary from one study to another but can overall help the model learn lying cues and detect them. 
However, the question of subjectivity and bias still arises. Can we say that the model is reliable when trained on a 
dataset where the fundamental truth is not always known? Many lie detection studies use real-life trial data, which may 
have judicial errors and evidence interpretation issues. The results are perhaps not sufficient to justify the use of these 
ML/DL models in real-world contexts. Moreover, models trained on specific datasets may not generalize effectively to 
real-life situations where deceptive behaviors vary significantly. In everyday life, individuals may lie in very different 
ways depending on various factors such as cultural context, personal experiences, and emotional state. For instance, 
facial micro-expressions, often used to detect lies, can be influenced by contextual factors not present in training data. 
Therefore, a model that performs well in a controlled environment may fail to detect lies in varied real-world scenarios. 
To enhance the robustness and reliability of these models, it is crucial to incorporate diverse and representative datasets 
that reflect the multitude of ways people may lie. Additionally, techniques such as regularization and domain 
adaptation may be necessary to enable models to better adjust to new conditions encountered in real-world settings.  

Note that relying solely on facial expressions to spot lies poses significant challenges, as emotions and their 
expressions can vary greatly across different cultures. Additionally, individuals may lie in ways that do not manifest 
in their facial expressions, such as through subtle body language cues or verbal inconsistencies, making it essential 
to consider a broader range of indicators. To enhance the reliability and effectiveness of lie detection models, 
several key areas need attention. Firstly, increasing dataset diversity is crucial. This means collecting data from a 
wide range of cultural backgrounds and real-life scenarios to ensure the model can generalize across different 
contexts and detect lies regardless of cultural variations in expression. Secondly, enhancing model interpretability is 
essential. Understanding how the model arrives at its conclusions allows for greater transparency and trust, enabling 
users to comprehend and validate the decision-making process. Lastly, addressing ethical concerns is imperative. 
This involves ensuring the respectful and fair use of data, avoiding biases that could lead to unfair treatment or 
discrimination, and safeguarding the privacy of individuals. By focusing on these areas, we can work towards 
developing more robust, trustworthy, and ethical lie detection systems. 
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