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Abstract

The era of exascale computing presents both exciting opportunities and unique
challenges for quantum mechanical simulations. While the transition from
petaflops to exascale computing has been marked by a steady increase in com-
putational power, the shift towards heterogeneous architectures, particularly the
dominant role of graphical processing units (GPUs), demands a fundamental shift
in software development strategies. This review examines the changing landscape
of hardware and software for exascale computing, highlighting the limitations of
traditional algorithms and software implementations in light of the increasing
use of heterogeneous architectures in high-end systems. We discuss the challenges
of adapting quantum chemistry software to these new architectures, including
the fragmentation of the software stack, the need for more efficient algorithms
(including reduced precision versions) tailored for GPUs, and the importance of
developing standardized libraries and programming models.
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Fig. 1: (a) Progress in high-performance computing power. LINPACK perfor-
mance (Rmax) trend for the fastest supercomputer and the cumulative performance
of Top 500 supercomputers over the years. (b) Power consumption by the top
supercomputer. Power consumption trend for the fastest supercomputer over the
years. Data from reference [34].

1 Rationale and scope

Until recently, the trajectory of top-performing computers has been fairly predictable,
guided by a handful of leading hardware vendors [1]. These vendors have consis-
tently provided scientists with clear paths (via stable languages, compilers, libraries,
and tools) to harness escalating computational power, culminating in the era of
petaflops [2–4]. The move to exascale computing comes with unique challenges, includ-
ing a rapidly changing array of hardware options [5–9] and the once-reliable software
stack that is now becoming increasingly fragmented and inconsistent [10–16]. After
traditional applications like cryptocurrency mining and gaming, artificial intelligence
(AI) has effectively harnessed the power of Graphical Processing Units (GPUs). This
success is due to a strong alignment between AI algorithms and the architectural
strengths of GPUs, coupled with the development of specialized libraries [17–20]. The
transition to exascale for quantum mechanical simulations uncovers an intricate web
of prospects and predicaments for physicists and chemists [4, 21, 22] and typically
requires large community efforts (e.g. US Exascale Computing Project [23], EU Cen-
ters of Excellence [24] and National Competence Centers [25]) well beyond individual
capabilities. This review explores the uneven path toward exascale simulations, high-
lighting both promising developments and persistent challenges [26–33] and offering a
nuanced understanding of this important shift in computational science.

2 The transition to exascale

Quantum mechanical (QM) simulations are essential for understanding and predict-
ing the behavior of complex materials and molecular systems across various scientific
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disciplines. The accuracy of these simulations hinges on precisely describing elec-
tronic structures, a task that is computationally demanding and has been dramatically
enhanced by advancements in high-performance computing (HPC). The progress in
HPC is marked by milestones tracked by the Top500 list [34], which monitors peak
computational power through a benchmark known as LINPACK [35]. This algorithm
measures the performance of systems in solving a dense linear system, a task optimized
for high computational throughput with minimal data movement and communica-
tion. Remarkably, LINPACK achieves around 70% of the theoretical maximum speed,
derived from the total number of cores multiplied by their nominal speed. Figure
1(a) exhibits the steady progress of computational power, culminating in crossing the
exaflop barrier approximately two years ago.

However, LINPACK’s numbers, while impressive, are not fully representative of
real-world performance. A more challenging and realistic benchmark is the High-
Performance Conjugate-Gradient (HPCG) test, which evaluates the ability to solve
sparse linear systems and is therefore representative of a different type of numerical
applications, for instance, based on finite elements and finite difference schemes [36].
The performance here is starkly different, typically about 20 times lower than LIN-
PACK, utilizing less than 5% of the nominal speed [37]. This contrast underscores the
difference between idealized benchmarks and practical workloads.

While LINPACK and HPCG represent reasonable upper and lower bounds of
performance, respectively, neither reflects the complexity of actual applications. The
Gordon Bell Prize, awarded for outstanding achievements in high-performance com-
puting applications, provides a more relevant measure [38]. These applications, often
solving real scientific problems, have demonstrated performance nearing the exaflop
threshold [39, 40]. Achieving this requires monumental efforts: entire codebases are
rewritten by interdisciplinary teams of physicists, chemists, mathematicians, and com-
puter scientists. New algorithms are developed, and implementations are tailored to
exploit the specific features of the target architectures. In contrast, legacy codes, which
constitute the bulk of real-world applications, lag significantly behind. These codes
were not designed with exascale capabilities in mind and thus fall short of the exaflop
performance. The challenge ahead lies in bridging this gap, ensuring that applications
needing exascale capabilities can harness the full potential of exascale systems.

3 Hardware: The changing landscape of
computational power

The transition from petaflops to exascale computing marked a significant departure
from the consistent and predictable trajectory of high-performance computing. While
the climb to petaflops was characterized by steady increases in processor core count
and clock speeds, exascale computing brings a fundamental shift in hardware archi-
tectures and software development strategies. One of the most significant changes is
the increasing adoption of heterogeneous architectures. Unlike the homogeneous cen-
tral processing unit (CPU)-based systems that dominated petaflops, exascale systems
heavily rely on accelerators like GPUs, which offer massive parallelism for specific
tasks but come with unique challenges. This heterogeneous landscape presents a major
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hurdle for software developers as traditional algorithms and software stacks designed
for CPUs need significant modifications to utilize the capabilities of GPUs efficiently.

Before exploring this hardware evolution, it is crucial to identify the primary appli-
cation areas driving these advancements, as they fundamentally determine the level
of investment and the trajectory of hardware development. Scientific HPC, includ-
ing QM applications, remains a niche market and does not significantly influence
major hardware innovations. Instead, scientific computing and exaflop architectures
often repurpose software and hardware technology developed for other, larger markets.
Two key segments, that are increasingly shaping the practices of the scientific com-
munity, are cloud and accelerator computing, driven primarily by their adoption in
conventional companies and the field of AI, respectively. The general-purpose laptop
segment also indirectly impacts high-end processor computing. For instance, Apple,
a major customer of the Taiwan Semiconductor Manufacturing Company (TSMC),
exerts significant pressure on high-end chip production for both cloud computing and
AI applications due to their high volume demand, as these components share the same
fabrication lines [41].

In analyzing hardware evolution, we focus on three major components: CPUs,
accelerators, and supercomputing systems.

On the CPU front, changes have been incremental over the past decade. Major
CPU manufacturers (AMD, Intel, ARM) have converged towards a similar generic
architecture: multicore processors based on out-of-order and superscalar technology. A
significant development has been the increase in the number of cores per processor, now
exceeding one hundred. While other technologies have emerged, none have achieved
widespread adoption. Wider vectors (up to 512 bits) have been embraced by x86
architectures (initially by Intel, followed by AMD), whereas ARM continues to use
shorter vectors (128/256 bits) without major performance penalties. Notably, memory
technology has evolved more significantly, with very large level 3 caches using three-
dimensional stacking and High Bandwidth Memory (HBM) offering an alternative
to the standard Double Data Rate Synchronous Dynamic Random Access Memory
(DDR-SDRAM). The performance gains from these new memory technologies depend
heavily on the application’s data access characteristics.

On the accelerator front, the primary advancement has been the massive increase
in core count, now reaching thousands – nearly two orders of magnitude more than
CPUs. The number of cores and peak performance depend on the floating-point (FP)
format; typically, double-precision (DP) cores are half as numerous as single-precision
(SP) cores. The shift toward narrower FP formats has been driven by AI, which tol-
erates reduced precision (16-bit, 8-bit, and even 4-bit formats are in use). Modern
GPUs achieve remarkable performance using smaller FP formats and Tensor Cores,
which are optimized for dense matrix multiplications. To illustrate these differences,
Table 1 compares the computational performance of a high-performance CPU and a
GPU released within the same time frame. Peak performance reflects execution speed
only when computation is the bottleneck, not memory transfers or inter-node com-
munications, which are too slow to keep up with the execution units. With standard
DP operations (FP64), GPU peak performance is about five times that of a high-end
CPU. When Tensor Cores are used, this increases to a factor of ten. For SP (FP32)
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Table 1: Comparison of the peak performance with different precision modes, the
amount of memory, the memory bandwidth and the thermal design power (TDP) of
an Nvidia H100 GPU [42] and an AMD EPYC (Bergamo) CPU [43].

Nvidia H100 SXM ↔ AMD EPYC™ 9754
16896 cores, 1.6 GHz 128 cores, 2.25 GHz

Release date September 2022 June 2023
FP64 34 TFlop/s 6.9 TFlop/s
FP64 (tensor core) 67 TFlop/s
FP32 67 TFlop/s 13.8 TFlop/s
FP32 (tensor core) 989 TFlop/s
FP16 (tensor core) 1979 TFlop/s
FP8 (tensor core) 3958 TFlop/s
Memory 80 GB max 6000 GB
Memory Bandwidth 3350 GB/s (HBM3) 460.8 GB/s (DDR5)
Interconnection Nvlink 900 GB/s
Interconnection PCIe 128 GB/s
Quantum X800 Infiniband network 100 GB/s 100 GB/s
TDP 700 W 360 W

operations, both CPU and GPU performance doubles, but with Tensor Cores, the
GPU reaches 989 TFlop/s, over 70 times that of the CPU. Reducing precision to 8
bits (FP8) adds another factor of four. While smaller FP formats can sometimes be
used for standard FP32 and FP64 tasks, Tensor Cores mainly benefit computations
reliant on dense matrix multiplication. Achieving GPU peak performance is harder
than on CPUs, as it requires high levels of parallelism. Consequently, matrices on
the GPU must be much larger [44], or numerous, requiring batching algorithms. Fur-
thermore, GPUs have less memory than CPUs [45] and large workloads necessitate
memory transfers from the host to the accelerator, which must be managed in par-
allel with computations to prevent communication bottlenecks. We further elaborate
below on the implications of these CPU and GPU performance differences for quantum
simulations.

Finally, on the supercomputing systems front, the changes have been fairly radical,
using Top500 as a reference, most of the major changes can be easily monitored. First,
the amount of parallelism has drastically increased: the top runner in Top500 had
200 000 cores in June 2010, and now it has 9 million cores (a 45× increase). The overall
system organization has also radically changed: in 2010, GPUs were used in less than
40 systems among the 500, now over half of the systems are equipped with GPUs.
Today’s top systems exhibit a heterogeneous architecture, integrating both CPUs and
GPUs, though the bulk of computational capability predominantly stems from the
GPUs. Moreover, the total power consumption of these systems has increased by an
order of magnitude, rising from 3 MW to 30 MW, albeit with a notably irregular
progression, as depicted in Figure 1(b). This underscores the substantial enhancements
in system design, particularly in terms of energy efficiency.
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4 Software: The challenge of increasing fragmentation

The transition from petascale to exascale computing has brought unprecedented com-
putational power but has also introduced significant challenges in adapting software
to efficiently utilize the new architectures. One of the most prominent challenges is
the increasing fragmentation of the software stack, particularly with GPU program-
ming. Nvidia had an early advantage for being a pioneer in this area. This created a
relatively unified ecosystem where developers could rely on a single set of tools and
libraries to harness the power of GPUs. However, as GPU computing gained wider
adoption, other vendors such as AMD and Intel entered the market, each with their
own programming models (HIP and SYCL, respectively). This proliferation of mod-
els has led to a fragmented landscape, making it increasingly difficult for developers
to write portable and efficient code that can run seamlessly across different GPU
platforms or heterogeneous systems.

OpenCL was introduced to address portability, providing an open standard for
CPUs, GPUs, and field programmable gate arrays (FPGAs) across vendors. However,
it has not gained wide adoption in HPC due to performance and usability issues. While
OpenCL offers portability, its abstraction often results in suboptimal performance
compared to specialized frameworks like CUDA. Its lower-level programming model
is also cumbersome, requiring significant manual effort for memory management and
kernel optimization. Fragmented implementations across vendors further undermine
OpenCL’s portability, as performance and features can vary, forcing developers to
fine-tune code for each platform.

The lack of an efficient standardized programming model for GPUs has resulted in
a number of issues for developers. Firstly, it creates vendor lock-in, where codes writ-
ten for one platform cannot easily be migrated to another without substantial code
refactoring. For example, adopting NVIDIA programming models involves significant
trade-offs between performance and portability across different hardware environ-
ments [46]. Another issue stemming from this fragmentation is the lack of compiler
support for all programming models on all platforms. For instance, (Fig. 2), while
CUDA is well supported on Nvidia GPUs through the CUDA Toolkit, its support on
AMD and Intel hardware is limited and relies on indirect means like translation layers
or third-party libraries and utilities [47, 48]. This forces developers to rely on vendor-
specific compilers, which often lack the universality and feature-richness of their CPU
counterparts.

The compatibility between various GPU programming models and vendors is
complex, largely due to the growing number of choices involving GPU platforms, pro-
gramming models, and languages. As recently analyzed by Herten [49], while OpenMP
is natively supported across the three major platforms—AMD, Intel, and Nvidia—and
works with both C++ and Fortran, other popular models like OpenACC have limited
support on Intel GPUs. This underscores the importance of thoroughly assessing a
programming model’s level of support on a chosen platform before beginning code
development. Additionally, standardized benchmarks and evaluation tools are needed
to effectively compare the performance and capabilities of different programming
models.
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but some support, and a missing circle represents no direct support available.

The lack of standardization in GPU programming has also led to a variety of
community-driven, higher-level models that aim to abstract away vendor-specific
details and provide a more portable programming experience. Examples of such mod-
els include Kokkos [50], RAJA [51], Alpaka [52], and, to a lesser extent, hipSYCL [53]
which is limited to AMD and Intel. These abstraction models often utilize vendor-
native infrastructure in the background, enabling developers to write code that can
be deployed on multiple platforms without significant code changes. However, the
support and standardization of these higher-level models can vary significantly, and
relying on community-driven efforts for critical software infrastructures can introduce
uncertainties and complexities in the long run. Comparing the performance of vari-
ous GPU programming models on the LUMI supercomputer [54] reveals the potential
of community-driven models like Kokkos in achieving portable performance but also
highlights the need for further development and community support to ensure their
long-term viability.

Another important aspect of the software stack is the role of low-level libraries for
key computational kernels, such as linear algebra, fast Fourier transforms, and com-
munication routines. These libraries play a critical role in achieving high performance
and efficiency on exascale systems. However, the use of different libraries across dif-
ferent platforms can also contribute to software fragmentation. For example, while
Nvidia provides the highly optimized cuBLAS library for linear algebra operations on
their GPUs, AMD offers the RocBLAS library. These libraries, despite providing sim-
ilar functionality, often have different APIs and performance characteristics, further
hindering code portability.

The exascale era has reiterated the need for a more unified and standardized
software stack for GPU programming. The fragmentation creates barriers to code
portability, hinders performance optimization, and increases the development effort
required for scientific applications. As we move forward, the community must address
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these challenges. Initiatives like SYCL, OpenMP, and community-driven efforts like
Kokkos and RAJA look promising toward achieving a more unified programming
experience. However, vendors, developers, and researchers must collaborate closely
to establish common standards and standardize a more cohesive and interoperable
software ecosystem for GPU computing.

5 QM computation in the current HPC landscape

Quantum mechanical (QM) methods encompass a broad spectrum of applications,
each with varying computational demands and levels of accuracy. As depicted in Fig.
3, density functional theory (DFT) represents a computationally efficient approach,
offering a favorable balance between precision and performance, making it a popular
choice for many systems. On the other end of the spectrum, wave-function-based
methods are indispensable when higher accuracy is required to capture the intricate
properties of more complex systems. Quantum Monte Carlo (QMC) methods also offer
a path to high precision for larger systems by employing stochastic techniques to solve
the Schrödinger equation.

The nominal computational cost of these methods varies significantly. DFT is gen-
erally efficient, scaling with the number of electrons N as O(N3), primarily due to
the diagonalization of the Kohn-Sham eigenvalue problem. In contrast, wave-function-
based methods such as configuration interaction (CI), density matrix renormalization
group (DMRG), and coupled-cluster (CC) methods demand considerably more com-
putational resources, with scaling complexities that increase steeply depending on the
method’s sophistication. For example, the computational cost of the “gold standard”
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in quantum chemistry, coupled-cluster singles and doubles with perturbative triples
(CCSD(T)), scales as O(N7). QMCmethods, particularly in their commonly used real-
space variants, occupy an intermediate position in terms of computational cost, with
a scaling of O(N3) per Monte Carlo step, largely governed by the repeated evaluation
of the Slater determinant.

Each QM method relies on distinct computational techniques (e.g., fast Fourier
transforms, matrix-vector operations, diagonalization of sparse or dense matrices),
which determine the scaling behavior, while the specific hardware implementation
governs the prefactor associated with this scaling. For instance, matrix multiplication
kernels are central to CC methods that utilize large tensors, enabling efficient use
of tensor cores and resulting in a relatively small prefactor despite the high scaling
complexity. On the other hand, although QMC methods are inherently massively
parallel, they often operate on relatively small matrices, leading to a large prefactor;
therefore, scaling these approaches on accelerators requires significant effort [55].

The computational physics and chemistry communities have implemented these
and other QM approaches in various software packages, facilitating discoveries across
multiple disciplines. Among the widely used electronic structure codes, ABINIT [56],
BerkeleyGW [57], BigDFT [58], CP2K [59], FHI-aims [60], NWChemX [61], Q-
Chem [62], Quantum ESPRESSO (QE) [63], and VASP [64] have been particularly
successful in harnessing HPC advancements for QM calculations, each with unique
strengths and target applications. These codes have made significant strides in
simulating larger systems, incorporating advanced algorithmic and methodologi-
cal developments, and enhancing parallel efficiency, particularly on pre-exascale
architectures [29, 65].

Recent efforts to adapt to the heterogeneous architectures of HPC systems
highlight the critical importance of balancing performance with portability. Some
codes, such as ABINIT and QE, have adopted hardware-agnostic offload program-
ming models (OpenMP or OpenACC), while others, like CP2K, have opted for
non-portable, kernel-based models (CUDA and HIP). BerkeleyGW provides both
CUDA and OpenACC alternatives, with the latter achieving performance within ten
percent of the former [57]. Additionally, different communities are actively devel-
oping specialized performance libraries to execute computationally intensive tasks
on accelerators. Examples include the Distributed Block Compressed Sparse Row
Matrix (DBCSR) library [66] for NVIDIA and AMD GPUs and the LibintX [67, 68]
library, which provides efficient implementations of Gaussian integral evaluation, cen-
tral to integral-direct implementations. The QMCkl library, developed within the
TREX CoE, offers high-performance computation kernels for QMC simulations using
OpenMP, OpenACC, and SYCL [69]. The wave-function community [27, 61, 70–73]
has been extensively developing tensor libraries that automatically parallelize and
accelerate operations on multidimensional arrays, taking advantage of modern HPC
architectures [74–76].
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estimated cost of hardware and energy required to train the top 10 AI models and the
predicted growth. Data from [77, 78].

6 AI and quantum simulations

While both AI and QM simulations extensively need the power of modern computing,
the nature of computations involved in each field and their respective challenges in
reaching exascale performance are fundamentally different. AI, particularly machine
learning (ML), has exhibited significant progress in recent years due to its ability to
extract patterns and learn complex relationships from data [79, 80]. The success (see
Fig. 4(a)) is mainly due to the availability of large datasets, advancements in algorithm
development, and the accessibility of HPC resources, especially those equipped with
GPUs and tensor processing units (TPUs).

The computations involved in AI training primarily revolve around optimizing the
weights and biases of a neural network to minimize a specific loss function, which
measures the difference between predicted and actual target values. Such tasks often
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involve reduced-precision matrix multiplications, convolutions, and activation function
evaluations. Optimization techniques like stochastic gradient descent and its variants
are also widely employed, involving iterative updates to network parameters based on
gradients of the loss function calculated using backpropagation [81, 82]. These com-
putations are inherently parallel, as the gradients for different data points can be
computed independently and then averaged. Furthermore, model parallelism, where
different parts of a model are handled by different processors, allows for efficient train-
ing of complex models with billions of parameters [83]. Figure 4(a) illustrates the
exponential growth in computational requirements for training large AI models, that
double every 3.4 months compared to conventional Moore’s law [84]. The inherent
parallelism in AI training makes it particularly well-suited for GPUs, which excel at
executing the same operation on multiple data points simultaneously.

Consequently, the impressive acceleration of almost 300×, illustrated in Table 1,
for matrix multiplications using reduced precision on GPUs can be readily exploited
by AI, while QM simulations typically require double precision where only a tenfold
speedup can be achieved for matrix multiplications using vendor libraries. For kernels
written in OpenMP, OpenACC, or OpenCL, lacking the tensor core boost, an acceler-
ation factor of less than five is usually expected in QM simulations. In the current QM
landscape, many algorithms exhibit low arithmetic intensity, largely due to their his-
torical development and the limitations of earlier hardware. As a result, the potential
advantages of GPUs are not always clear for these traditional algorithms. To fully har-
ness the computational power of modern GPUs, particularly their ability to perform
dense matrix multiplications at reduced precision, new algorithms must be developed.
These new approaches would need to align more closely with GPU strengths, opti-
mizing for parallelism and reduced precision where possible, rather than relying on
the double-precision calculations and sparse matrix operations that have characterized
QM methods to date.

Interestingly, scientists have started to utilize the power of AI/ML to address
the accuracy-efficiency dilemma of quantum mechanical calculations. For example,
machine learning potentials, which are generally trained on ab initio data, can pre-
dict potential energy surfaces and forces with the accuracy of the underlying quantum
method, but at a much lower computational cost [85]. An efficient materials discov-
ery and design using high-throughput calculations is now possible [86] with public
datasets [87] and efficient optimization techniques [88]. Furthermore, neural net-
work wavefunctions in combination with quantum Monte Carlo methods have shown
promise in achieving highly accurate solutions of the electronic Schrödinger equation
for electronic systems [81, 82, 89–91].

7 Outlook and conclusions

The future of quantum mechanical simulations at the exascale level hinges on effec-
tively navigating the shifting landscape of high-performance computing hardware and
software. A critical aspect of this adaptation is the development of algorithms that go
beyond simply exploiting the brute force of massive parallelism provided by GPUs.
While GPUs offer significant acceleration, the impressive performance gain is limited
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to algorithms using matrix-matrix multiplies with reduced precision. Designing alter-
native algorithms for QM simulations leveraging this particular strength of GPUs
is a must. Furthermore, given the complexity of adapting legacy codes to hybrid
architectures, the community must unite in embracing and standardizing modular
libraries for quantum chemical calculations, providing reusable, optimized, and ver-
satile implementations of complex algorithms [92]. Some specialized libraries have
already demonstrated significant success in enabling efficient implementations on
diverse hardware platforms, and their continued development and community-wide
adoption are crucial for simplifying code development and ensuring long-term code
sustainability. Finally, AI has already proven its broad potential, generating machine-
learning force fields with ab initio accuracy, faithfully describing quantum states, and
speeding up various tasks within quantum simulations [93]. As a result, the grow-
ing integration of AI with quantum simulations offers a promising path for future
breakthroughs.

However, a few notes of caution are necessary regarding the widespread adoption
of GPUs. CPUs remain essential for workloads that require flexibility, general-purpose
computation, or that are memory-bound. For example, CPUs equipped with HBM are
competitive with GPUs in some cases, particularly in memory-limited tasks. Although
in the near future, we can expect CPUs to integrate AI acceleration features, they will
likely remain complementary to GPUs. In addition, while their computational power
is undeniable, the energy consumption of GPUs is a growing concern. While a lap-
top requires less than 100W to function, the peak energy consumption of a modern
supercomputer like Frontier is around 22MW. The community must prioritize energy
efficiency as a core design principle for future exascale simulations. Time-to-solution
should be scaled by power usage when comparing simulations on different architec-
tures. Re-evaluating the blind pursuit of raw performance at the cost of enormous
energy consumption (cf. Figs. 1(b) and 4(b)) is of paramount importance. The focus
should shift towards a more balanced approach where algorithmic efficiency, software
optimization, and energy-aware hardware design work in synergy.

Importantly, while the exascale era offers exciting prospects for quantum mechan-
ical simulations, it also demands a cohesive effort from the scientific community to
overcome the associated challenges. Collaborative initiatives, such as those driven by
global research collaborations and industry partnerships, will be vital in shaping the
future of computational chemistry and materials science. By embracing energy-efficient
computing, stronger collaboration between academia and industry, and prioritizing
the development of standardized software tools (e.g. languages, compilers, debuggers,
libraries), we can ensure that exascale computing delivers on its promise as a corner-
stone of scientific innovation, enabling us to take on grand challenges and push the
boundaries of our understanding of the quantum world.
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