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Asymptotic blow-up behavior for the semilinear heat equation

with non scale invariant nonlinearity

Loth Damagui CHABI

Abstract

We characterize the asymptotic behavior near blowup points for positive solutions of the semilinear
heat equation

∂tu−∆u = f(u),

for nonlinearities which are genuinely non scale invariant, unlike in the standard case f(u) = up.
Indeed, our results apply to a large class of nonlinearities of the form f(u) = upL(u), where p > 1
is Sobolev subcritical and L is a slowly varying function at infinity (which includes for instance
logarithms and their powers and iterates, as well as some strongly oscillating functions).

More precisely, denoting by ψ the unique positive solution of the corresponding ODE y′(t) =
f(y(t)) which blows up at the same time T , we show that if a ∈ Ω is a blowup point of u, then

lim
t→T

u(a+ y
√
T − t, t)

ψ(t)
= 1, uniformly for y bounded.

Additional blow-up properties are obtained, including the compactness of the blow-up set for the
Cauchy problem with decaying initial data.

Key words: Semilinear heat equation, asymptotic blowup behavior, blow-up set, regular variation,
weighted energy.

1 Introduction

We consider the semilinear heat equation











ut −∆u = f(u), x ∈ Ω, t > 0,

u = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), x ∈ Ω.

(1.1)

Throughout this article, Ω is a, possibly unbounded, uniformly smooth domain of Rn (n ≥ 1) and
f ∈ C1([0,∞)) satisfies f(0) ≥ 0 and f(s) > 0 for s large. It is well known that, for u0 ∈ L∞(Ω),
problem (1.1) has a unique nonnegative classical solution. Throughout this article we will denote by u
this solution and by T = T (u0) ∈ (0,∞] its maximal existence time. If f has superlinear growth in the
sense that 1/f is integrable at infinity then (see, e.g., [17, Section 17]), under suitable largeness condition
on the initial data, u blows up in finite time, i.e T <∞ and

lim
t→T

||u(t)||∞ = ∞.

In this case, T is called the blowup time of u. Given a ∈ Ω, we say that a is a blowup point of u if there
exists (aj , tj) → (a, T ) such that |u(aj , tj)| → ∞ as j → ∞.

The asymptotic behavior of blowup solutions for problem (1.1) has been studied in great detail in the
special case f(u) = |u|p−1u, especially in the Sobolev subcritical range p ∈ (1, pS) with

pS =

{

n+2
n−2 , if n ≥ 3

∞, if n ≤ 2.

In their fundamental work [9, 10], Giga and Kohn have studied the local behavior of solutions near blow-
up points for this range of p and have discovered that, in backward self-similar parabolas, the solution
behaves like the solution of the corresponding ODE, namely:

lim
t→T

(p− 1)
1

p−1 (T − t)
1

p−1u(a+ y
√
T − t, t) = 1. (1.2)
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Later on, building on the result in [9, 10], the sharp final blowup profiles and the corresponding refined
space-time behaviors have been completely classified in the Sobolev subcritical range (cf. [7, 13, 14,
21, 22, 3, 15, 16, 19]). The complementary range p ≥ pS has also been the subject of a number of
investigations, but this range exhibits more complicated behaviors and is less understood (for instance
other self-similar or non self-similar behaviors are possible; see, e.g., [17, Section 25] and the references
therein for details).

On the other hand, the above mentioned analysis for the pure power nonlinearity in the Sobolev
subcritical range heavily depends on the scale invariance properties of the equation, namely the fact that
the equation is invariant by the transformation

u 7→ λ
2

p−1u(λx, λ2t), λ > 0.

As already noted in [1, Section 5.3], the precise asymptotic blow-up behavior for general nonlinearities
is still a widely open problem. The main goal of the present work and of the companion paper [4] is
to partially fill this gap and to provide a precise description of the blow-up behavior of solutions for a
large class of non scale invariant nonlinearities. The present paper is devoted to the local behavior of
general solutions near arbitrary blow-up points, whereas [4] will concentrate on radial decreasing solutions
and describe the sharp final blowup profile and the refined space-time behavior (note that [4] will make
essential use of the results of the present paper).

As far as we know, the only previous study of local blow-up asymptotics for problem (1.1) with a
genuinely non-scale invariant nonlinearity 1 was recently carried out in [6] where, for the special case of
the logarithmic nonlinearity |u|p−1u logq(2 + u2), the authors construct a special, single-point blow-up
solution with a prescribed final and space-time blow-up profile. A starting point in the approach of [6] is
to rescale the problem by similarity variables and ODE renormalization, using as normalization factor the
positive solution of the ODE y′ = f(y) blowing up at the same time T (instead of ((p−1)(T−t))−1/(p−1)).
We will here use this idea with a different goal, and in a more systematic way as regards the nonlinearity.
Namely, for a large class of nonlinearities satisfying a suitable regular variation assumption at infinity,
we will prove results that can be seen as a counterpart of [9, 10], describing the local behavior of any
solution near an arbitrary blow-up point. We will also show the compactness of the blow-up set in the
case Ω = Rn with decaying initial data.

2 Main results

2.1 Statements of main results

For p ∈ R, we say that the function f has regular variation at ∞ of index p if the function L defined by
L(s) := s−pf(s) satisfies

lim
λ→∞

L(λs)

L(λ)
= 1 for each s > 0. (2.1)

A function L with the property (2.1) is called a function with slow variation at ∞. When L is C1 near

infinity, a well-known sufficient condition for (2.1) is lims→∞ sL
′(s)
L(s) = 0. We shall consider the following

subclass of functions with regular variation, with index p > 1:

f ∈ C1([0,∞)), f(0) ≥ 0, f is positive and C2 for large s (2.2)

L(s) :=
f(s)

sp
satisfies

sL′(s)

L(s)
= O

(

log−α(s)
)

and
s2L′′(s)

L(s)
= o(1) as s→ ∞, for some α > 1

2 . (2.3)

Some examples of function L with slow variation that satisfy (2.3) are given in Remark 2.1 below (see [18]
for a general reference on regularly varying functions and, e.g, [2] and [5, 20]). Throughout this paper,
we shall denote by ψ(·) the unique positive increasing solution of y′ = f(y) which blows up at T < ∞
(see at the end of this section for details). We also denote β = 1

p−1 and κ = ββ .

1Nonlinearities with asymptotic scale invariance as s → ∞ can be treated by similar methods as for the case f(s) = sp,
see [10, Section 6A] and [3].
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Theorem 2.1. Let 1 < p < pS and u0 ∈ L∞(Ω) with u0 ≥ 0. Assume (2.2)-(2.3) and T := Tmax(u0) <
∞. If a ∈ Ω is a blow-up point of u, then

lim
t→T

u(a+ y
√
T − t, t)

ψ(t)
= 1, (2.4)

uniformly on compact sets |y| ≤ C.

Remark 2.1. • The conclusion of Theorem 2.1, with limit ±1, remains valid for sign changing
solutions (i.e., without the assumption u0 ≥ 0 and, for instance, extending f as as odd function for
s < 0) provided the solution is of type I, namely:

‖u(t)‖∞ ≤Mψ(t), T − δ < t < T, (2.5)

for some M, δ > 0. See Theorem 3.1 below.

• For nonnegative initial data, property (2.5) follows from the recent result [20, Theorem 3.1], when-
ever p ∈ (1, pS) and L has slow variation at ∞, hence in particular under the assumptions of Theo-
rem 2.1 (see Theorem 5.1 in appendix below). However, for sign-changing solutions and p ∈ (1, pS),
property (2.5) so far is known only for f(u) = |u|p−1u [9, 10] or for f(u) = |u|p−1u logq(2 + u2)
[12]. The result also remains true for p = pS under assumption (2.5) (but (2.5) is not true in
general when p = pS (see [17, Section 25]).

• As examples of nonlinearities such that assumptions (2.2)-(2.3) are satisfied, so that Theorem 2.1
applies, we have f(s) = spL(s) with L given by:



















































⋆ loga(K + s) for K > 1 and a ∈ R,

⋆ the iterated logarithms logm(K + s),2

⋆ exp(| log s|ν) with ν ∈ (0, 1/2),

⋆ the strongly oscillating functions
[

log(3 + s)
]sin[log log(3+s)]

and exp
[

| log s|ν cos(| log s|γ)
]

, ν, γ > 0, ν + γ < 1/2,

⋆ 1 + a sin
(

logν(2 + s)
)

with ν ∈ (0, 1/2) and |a| < 1.

Our results thus cover a large class of non scale invariant nonlinearities. However, it so far remains
an open problem what is the largest possible class of f for which the conclusions of Theorem 2.1
hold. In particular the condition α > 1

2 in (2.3) is required for the existence of the key energy
functional used in the proof (see Lemma 3.1).

• For radial decreasing solutions of problem (1.1), for a large class of regularly varying nonlinearities,
the final blow-up profile and refined blow-up behavior are obtained in the companion paper [4].
Theorem 2.1 of the present paper is used as an important tool in the proofs in [4].

Our next main result, for the case Ω = Rn, shows the compactness of the blowup set for initial data
decaying at infinity. Note that this assumption is essentially optimal, in view of examples in [11] (see also
[17, Remark 24.6(ii)]) of solutions blowing up at space infinity for nondecaying bounded initial data. To
this end we recall the notation C0(R

n) = {φ ∈ C(Rn); lim|x|→∞ φ(x) = 0}.

Theorem 2.2. Let 1 < p < pS, assume (2.2)-(2.3), f(0) = 0, and let u0 ∈ C0(R
n) with u0 ≥ 0 be such

that T <∞. Then the blow-up set of u is compact. More precisely, there exists R > 0 such that

sup
|x|>R, t∈(0,T )

u <∞.

As a consequence of Theorem 2.1 we also get the following “no-needle” property for blow-up solutions.

Proposition 2.1. Under the assumptions of Theorem 2.1, if a ∈ Ω is a blowup point, then

lim
(x,t)→(a,T )

u(x, t) = ∞. (2.6)

2where logm = log ◦ · · · ◦ log (m times), m ∈ N∗ and K > [exp ◦ · · · ◦ exp](0).
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Remark 2.2. The analogues of Theorems 2.1 and 2.2 are valid for sign changing solutions (assuming for
instance that f is an odd function on R), provided the solution is known to be of type I; see Theorems 3.1
and 4.1 below.

Throughout this paper, we shall use the notation

F (X) :=

∫ ∞

X

ds

f(s)
. (2.7)

Note that, under assumptions (2.2)-(2.3) with p > 1, there exists a large A > 0 such that F : [A,∞) →
(0, F (A)] is well defined and decreasing. Moreover, ψ is defined on some interval (T − η, T ) and we have

ψ(t) = F−1(T − t), t ∈ (T − η, T ). (2.8)

The rest of the paper is organizezd as follows. In Subsection 2.2, we present the main ideas of our
proofs. Sections 3 and 4 are respectively devoted to the proof of Theorems 2.1 and 2.2, and of their
extension to sign-changing solutions. Finally in Appendix, based on [20], we provide the necessary type I
blowup estimate for nonnegative solutions.

2.2 Ideas of proofs

To prove Theorem 2.1 (and its extension to possibly sign-changing solutions given in Theorem 3.1 below),
we shall adapt the methods of [8, 9, 10] to equations with genuinely non-scale invariant nonlinearities
by taking advantage of the slow variation property of L in an appropriate manner. Since we want to
compare u with the solution of ODE ψ near the blowup point a, we first rescale the equation by similarity
variables and ODE renormalization by setting y = (x − a)/

√
T − t, s = − log(T − t) and defining the

rescaled function wa by u(x, t) = ψ(t)wa(y, s). Such a rescaling, which extends the seminal idea from [9]
in the case f(u) = up, was applied in [6] in the particular case of a logarithmic nonlinearity in order to
construct special blow-up solutions with prescribed profile. The function wa is then a global solution of

∂swa −∆wa +
1

2
y · ∇wa = e−sψp−1

(

|w|p−1wL(|w|ψ) − L(ψ)w
)

(2.9)

(where we omit the variables without confusion) in Wa := {(y, s) : s0 < s < ∞, y ∈ D(s)}, with
D(s) := es/2(Ω− a) and s0 > 0 large. Moreover, wa and |∇wa| are bounded under our assumptions. We
thus want to show that wa is attracted by the set of equilibria of (2.9), which turns out to be the same as in
the pure power case, namely {0,−1,+1}. As a significant source of difficulty, some new, nonautonomous
factors arise from the slowly varying part of the nonlinearity. To handle them, we rewrite (2.9) as the
pure power plus a perturbative term, namely

∂swa −∆wa +
1

2
y · ∇wa = |w|p−1w +H(y, s).

By suitably exploiting the slow variation hypothesis, we can show that H converges to 0 in L∞-norm
as s → ∞ and is globally square integrable in space-time with respect to the Gaussian measure. This
enables us to construct a weighted energy Ga(s), which is a modified version of that in [9] and can be
used as a Liapunov functional to show the desired convergence to a constant steady-state.

The nondegeneracy of blow-up (i.e. ruling out the case wa → 0) is then obtained by a similar argument
as in [10], based on weighted energy, but using our modified energy functional, and a removable singularity
property, namely a local lower bound on the blow-up rate. Under our assumptions on f , the latter (valid
for all p > 1) takes the following form: if |u(x, t)| ≤ εψ(t) in some neighbourhood of (a, T ) with ε > 0
sufficiently small, then a is not a blow-up point. This is proved by a comparison argument extending
that from [17, Proposition 25.1] for the pure power case.

As for Theorem 2.2, it is obtained by combining the above arguments with the fact that, under the
assumption u0 ∈ C0(R

n), the weighted energy Ga(s) can be shown to decay as |a| → ∞.

3 Extension and proof of Theorem 2.1

As mentioned before, we have the following extension of Theorem 2.1 for possibly sign-changing solutions
under a type I blowup assumption.

4



Theorem 3.1. Let 1 < p ≤ pS. Assume that f ∈ C1(R) is an odd function, with f > 0 and C2 for large
s > 0, and that f satisfies (2.3). Let u0 ∈ L∞(Ω) satisfy T := Tmax(u0) < ∞ and (2.5). If a ∈ Ω is a
blow-up point of u, then

lim
t→T

u(a+ y
√
T − t, t)

ψ(t)
= ±1, (3.1)

uniformly on compact sets |y| ≤ C.

Remark 3.1. The oddness assumption is made here only for simplicity. Similar conclusions could be
obtained under more general hypotheses.

The proof of Theorem 3.1 is divided into several subsections for clarity. In subsection 3.1, we prove
a local lower bound on the blow-up rate. In subsection 3.2, we give an upper estimate of |∇u| which is
needed for the existence of the key weighted energy functional and its properties. The latter are derived
in subsection 3.3. With the help of these tools, we then conclude the proof of Theorem 3.1 by showing
the convergence and the nondegeneracy of blow-up in subsections 3.4 and 3.5 respectively.

3.1 Local lower bound on the blow-up rate

Proposition 3.1. Let f ∈ C1(R) be odd. Assume that there exist q, z0 > 1 such that

f(z) > 0 and g(z) := z−qf(z) is increasing for z > z0. (3.2)

Let T, δ > 0, a ∈ Rn and set Q := B(a, δ) × (T − δ2, T ). There exist ε0, δ0 > 0 depending only on n, f
such that if δ ∈ (0, δ0] and u is a classical solution of

ut −∆u = f(u), (x, t) ∈ Q, (3.3)

and satisfies
|u(x, t)| ≤ ε0ψ(t), (x, t) ∈ Q, (3.4)

then u is uniformly bounded in a neighborhood of (a, T ). More precisely,

sup
|x−a|<δ/4

|u(x, t)| ≤ C, for all t ∈
(

T − δ2

2
, T

)

,

where C > 0 depends only on n, f, δ and ‖u(T − δ2

2 )‖L∞(Ba(δ)).

Remark 3.1. (i) We note that under assumption (3.2), the ODE y′ = f(y) indeed has a positive solution
ψ(t) on some interval (T − δ20 , T ) which blows up at t = T .

(ii) The result in Proposition 3.1 is of independent interest since it is valid for any p > 1 and more
general nonlinearities than Theorem 3.1. Note that no boundary conditions are assumed and that this is
a purely local result.

(iii) Proposition 3.1 is the analogue of [10, Theorem 2.1] for the pure power case. See also [17,
Theorem 25.3], which provides a different proof, based on comparison, a quadratic change of unknown
and a cut-off. It turns out that, by suitable modifications of the arguments in [17], we can handle rather
general nonlinearities without scale invariance.

Proof of Proposition 3.1. By assumption (3.2), we may pick δ0, C0 > 0 depending only on f , such that

ψ(t) ≥ z0 > 1 and f(ψ(t)) ≥ C0ψ
q(t) for all t ∈ (T − δ20 , T ). (3.5)

Let δ ∈ (0, δ0]. By a space-time translation, we may assume a = 0 and T = δ2 and then Q = Bδ× (0, δ2).
Set

µ = min{1/2, (q − 1)/4}. (3.6)

For given R > 0, we may find φ ∈ C2(Rn) such that 0 ≤ φ ≤ 1,

{

φ(x) = 0 for |x| ≥ R/
√
2

φ(x) = 1 for |x| ≤ R/2
(3.7)
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and
|∇φ|2 + |∆φ2| ≤ C(R, n)φ2(1−µ). (3.8)

We choose R = δ and set
v = u2φ2.

For (x, t) ∈ Q, we have

vt −∆v = 2uutφ
2 − 2φ2(u∆u+ |∇u|2)− 8uφ∇u · ∇φ− u2∆φ2.

Since 4|uφ∇u · ∇φ| ≤ φ2|∇u|2 + 4u2|∇φ|2, therefore

vt −∆v ≤ 2φ2|uf(u)|+ u2(8|∇φ|2 + |∆φ2|). (3.9)

Let ε ∈ (0, 1] to be chosen below. Setting M0 = sup
|z|≤z0

|zf(z)|, using (3.2), (3.4) and writing |uf(u)| =

|u|q−1g(|u|)u2, we have

|uf(u)| ≤
{

εq−1ψq−1g(ψ)u2 if |u| ≥ z0

M0 otherwise.

Note that q − 1 ≥ 2µ
1−µ > 2µ owing to (3.6). Using (3.4) again and (3.8), it follows that

vt −∆v ≤ 2
(

εq−1ψq−1g(ψ)u2 +M0

)

φ2 + |u|2µv1−µφ−2(1−µ)(8|∇φ|2 + |∆φ2|)

≤ ε2µ
(

2
f(ψ)

ψ
v + C(n,R)ψ2µv1−µ

)

+ 2M0.

Next using Young’s inequality and (3.5), we may estimate the second term by

C(n,R)ψ2µv1−µ ≤ ψ
2µ

1−µ v + C
1

µ (n,R) ≤ ψq−1v + C
1

µ (n,R) ≤ C−1
0

f(ψ)

ψ
v + C

1

µ (n,R).

Consequently, we obtain, for some C1 = C1(f) > 0 and C2 = C2(f,R, n) > 0,

vt −∆v ≤ C1ε
2µ f(ψ)

ψ
v + C2, (x, t) ∈ Q. (3.10)

Let v = Kψθ for t ∈ (0, T ), with K, θ > 0 to be chosen. Using (3.5), we see that

vt = Kθψθ−1f(ψ) ≥ θ

2

(f(ψ)

ψ
v +KC0

)

.

Choosing θ = min(2C1ε
2µ, 1) and K = max{2C2(C0θ)

−1, ‖u(·, T/2)‖∞}, it follows that v is a superso-
lution to (3.10) and that v(T/2) ≥ ‖v(·, T/2)‖∞. Since v = 0 on ∂Bδ × (0, T ), we deduce from the
comparison principle that v ≤ v in Bδ × [T/2, T ), hence

u2 ≤ Kψθ in Bδ/2 × [T/2, T ). (3.11)

At points (x, t) where |u| ≥ z1 := max(z0,K), inequality (3.11) implies ψθ ≥ K hence |u| ≤ ψθ ≤ ψ so
that, by Young’s inequality, (3.2) and (3.5),

2|uf(u)|+ C(n,R)u2 ≤ 3|u|q+1g(|u|) + C(n,R) ≤ 3ψ(q+1)θg(ψ) + C(n,R).

It follows that
2|uf(u)|+ C(n,R)u2 ≤ 3ψ(q+1)θg(ψ) +K1 in Bδ/2 × [T/2, T ), (3.12)

with K1 = K1

(

n,R, f, θ, ‖u(·, T/2)‖∞
)

> 0.

Now consider v = u2φ2 with R = δ/2 instead of R = δ in (3.7). Taking ε = ε(f) > 0 sufficiently small
so that θ = 2C1ε

2µ < (q − 1)/2(q + 1), inequalities (3.9) and (3.12) imply

vt −∆v ≤ 3ψ(q−1)/2g(ψ) + K̃1 in Bδ/2 × [T/2, T ),
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with K̃1 = K̃1

(

n,R, f, ‖u(·, T/2)‖∞
)

> 0. Let ṽ = K2 + K̃1t − 6
q−1ψ

(1−q)/2 with K2 > 0 to be chosen.
By a simple computation, we have

ṽt = 3ψ−(q+1)/2f(ψ) + K̃1 = 3ψ(q−1)/2g(ψ) + K̃1.

Choosing

K2 = ‖u(·, T/2)‖∞ +
6

q − 1
ψ(1−q)/2(T/2)

and noting that ψ′ ≥ 0 on (T/2, T ), it follows that v ≤ ṽ on ∂p

(

Bδ/2 × [T/2, T )
)

. Using the comparison

principle once again, we obtain

v ≤ ṽ ≤ K3 := K2 + K̃1T, in Bδ/2 × [T/2, T ).

By the definition of v and (3.7), we conclude that

sup
|x|<δ/4

u2(t) ≤ K3,
T

2
< t < T.

3.2 Upper estimate of |∇u|
In this subsection we show that the upper blow-up estimate (2.5) implies a similar estimate for the
gradient. The latter is needed for the existence and properties of our energy functional in section 3.3
below.

Proposition 3.2. Let f ∈ C1(R) be odd and assume that there exist m > q > 1 and z0 > 1 such that

f(z) > 0, z−qf(z) is increasing and z−mf(z) is decreasing for z > z0. (3.13)

Let u0 ∈ L∞(Ω) and assume that T := Tmax(u0) <∞ and that u satisfies (2.5) for some M, δ > 0. Then,
there exists t0 = t0(f, T ) ∈ (T − δ, T ) such that

‖∇u(t)‖∞ ≤M1(T − t)−1/2ψ(t), t0 < t < T, (3.14)

for some M1 =M1(Ω,M, f) > 0.

Remark 3.2. Under assumption (2.3) of Theorem 2.1, property (3.13) is satisfied for any q,m such that
1 ≤ q < p < m, owing to

(

zp−qL(z)
)′

= (p− q)zp−q−1L(z) + zp−qL′(z) = zp−q−1L(z)
(

p− q +
zL′(z)

L(z)

)

.

The proof of Proposition 3.2 is based on modifications of arguments in [9, 17], suitably adapted to
cover larger classes of nonlinearities.

Proof of Proposition 3.2. Let t1 ∈ (max(0, T − 1), T ) be such that ψ(t) ≥ z0 in (t1, T ). We first claim
that

‖f(u(t))‖∞ ≤ C(M, f)
ψ(t)

T − t
, t1 < t < T. (3.15)

To this end, we firstly show that

sup
X≥k−1z0

f(X)

X
F (kX) ≤ k1−m

q − 1
for each k ∈ (0, 1]. (3.16)

By the increasing property in (3.13), we note that, for all X ≥ z0,

f(X)

X
F (X) =

f(X)

X

∫ ∞

X

ds

f(s)
=
f(X)

X

∫ ∞

X

sqds

sqf(s)
≤ f(X)

X

Xq

f(X)

∫ ∞

X

ds

sq
=

1

q − 1
. (3.17)
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On the other hand, the decreasing property in (3.13) yields f(kz) ≥ kmf(z) for all z ≥ k−1z0 hence, by
the change of variable s = kz,

F (kX) =

∫ ∞

kX

ds

f(s)
= k

∫ ∞

X

dz

f(kz)
≤ k1−m

∫ ∞

X

dz

f(z)
= k1−mF (X), X ≥ k−1z0,

and this combined with (3.17) implies (3.16). Next, at points where |u(x, t)| ≥ max(M, 1)z0, applying
(3.16) with k = min(1,M−1) and using (2.5), the decreasing monotonicity of F and (2.8), we have

|f(u(x, t))| =
∣

∣

∣

f(u(x, t))

u(x, t)
u(x, t)

∣

∣

∣
≤ C(M, f)ψ(t)

F (k|u(x, t)|) ≤ C(M, f)ψ(t)

F (ψ(t))
=
C(M, f)ψ(t)

T − t
.

Since ψ(t) ≥ 1 ≥ T − t, this implies

‖f(u(t))‖∞ ≤ C(M, f)
(

1 +
ψ(t)

T − t

)

≤ 2C(M, f)
ψ(t)

T − t
, t1 < t < T,

hence (3.15).
Let t1 < s < t < T . Denote by (e−τA)τ≥0 the heat semigroup on Ω (with Dirichlet conditions

for Ω 6= Rn). By the variation of constants formula, the gradient estimate for e−τA (see, e.g, [17,
Proposition 48.7*]) and (2.5), we have

‖∇u(t)‖∞ ≤ ‖∇e−(t−s)Au(s)‖∞ +

∫ t

s

‖∇e−(t−τ)Af(u(τ))‖∞dτ

≤ C(Ω)(t − s)−1/2‖u(s)‖∞ + C(Ω)

∫ t

s

(t− τ)−1/2
∥

∥f(u(τ))
∥

∥

∞
dτ

≤ C(Ω,M)(t− s)−1/2ψ(s) + C(Ω,M, f)

∫ t

s

(t− τ)−1/2(T − τ)−1ψ(τ)dτ,

≤ C(Ω,M, f)
(

(t− s)−1/2ψ(s) + ψ(t)(T − t)−1

∫ t

s

(t− τ)−1/2dτ
)

,

≤ C(Ω,M, f)
(

(t− s)−1/2 + 2(T − t)−1(t− s)1/2
)

ψ(t).

Assume t > t0 := (t1 + T )/2 and choose s := 2t− T . Since t1 < s < t < T and t− s = T − t, it follows
that

‖∇u(t)‖∞ ≤ 3C(Ω,M, f)(T − t)−1/2ψ(t).

3.3 Weighted energy functional and its properties

In subsections 3.3-3.5, we shall work under the assumptions of Theorem 3.1. As mentioned in Subsec-
tion 2.2, our proof is essentially based on transformation by similarity variables and ODE renormalization
and on weighted energy functional, after appropriate modifications of ideas in [8, 9, 10] (see also [17, sec-
tion 23.4]). With this transformation we obtain a rescaled equation that we rewrite (cf (3.28)) as the
pure power case plus an additional term H coming from L. Here new difficulties arise in the case of non
scale invariant nonlinearities (L ≇ 1). Under assumption (2.3), we shall show that ‖H(s, ·)‖∞ → 0 as
s→ ∞ and is globally square integrable in space-time with respect to the Gaussian measure, which will
guarantee the existence of the energy and its properties (cf. Lemma 3.3). To this end, we divide this
section in three parts as follows.

3.3.1 Preliminaries.

Let u be a solution of (1.1) with blow-up time T ∈ (0,∞). Let t0 be given by Proposition 3.2, and take
s0 > max(2,− log(T − t0)) such that eβs ≥ s4α ≥ 16 for all s ≥ s0 and such that ψ1(s) := ψ(T − e−s)
exists for all s ≥ s0 and satisfies

ψ1(s) ≥ eβs/2, s ≥ s0 (3.18)

(inequality (3.18) follows from (2.7), (2.8) and the fact that, by Remark 3.2, f(s) ≤ sp+ε as s → ∞ for
any ε > 0).
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Let a ∈ Ω. We set

y :=
x− a√
T − t

, s := − log(T − t) (3.19)

and define the rescaled function

w(y, s) = wa(y, s) :=
u(a+ ye−s/2, T − e−s)

ψ1(s)
. (3.20)

Note that it is equivalent to u(x, t) = ψ(t)w(y, s). By a simple computation using ψ′
1 = e−sf(ψ1), we

have

∇w =
e−s/2

ψ1
∇u, ∆w =

e−s

ψ1
∆u,

and

ws = −y
2
· ∇w + e−s

ut
ψ1

− e−s
f(ψ1)

ψ1
w, (3.21)

hence

ws −∆w +
1

2
y · ∇w =

e−s

ψ1

(

ut −∆u− f(ψ1)w
)

.

Then w is a global (in time) solution of

ws −∆w +
1

2
y · ∇w = h(s)

(

|w|p−1w
L(ψ1|w|)
L(ψ1)

− w
)

, (y, s) ∈ Wa, (3.22)

where

Wa := {(y, s) : s0 < s <∞, y ∈ D(s)}, D(s) = Da(s) := es/2(Ω−a), h(s) := e−sψp−1
1 L(ψ1). (3.23)

Note that lim∞D(s) = Rn and that Wa = Rn × (s0,∞) for Ω = Rn. In term of the variables y and s
and rescaled function w, we observe that (2.5) and Proposition 3.2 imply the uniform estimates

|w(y, s)| ≤M, (3.24)

|∇w(y, s)| ≤M1, (3.25)

where M1 =M1(Ω,M, p, T ), and the desired result (3.1) can be restated as

lim
s→∞

w(y, s) = ±1, uniformly on compact sets |y| ≤ C.

As in [9], we shall apply dynamical systems arguments to show that the global bounded solution w of
(3.22) is attracted by the set of equilibria, and it will turn out that these are the same as in the pure
power case, namely they are solutions of

∆w − 1

2
y · ∇w − βw + β|w|p−1w = 0 in Rn. (3.26)

As a main difference with the case f(u) = |u|p−1u in [9], equation (3.22) is not autonomous and the
obtention of a Liapunov functional property requires additional effort.

3.3.2 Control of nonautonomous terms.

We rewrite equation (3.22) as

ws −∆w +
1

2
y · ∇w = β|w|p−1w − βw +H(s, y), (3.27)

equivalently
ρws −∇ · (ρ∇w) = ρβ(|w|p−1 − 1)w + ρH(s, y), (3.28)

where the nonautonomous term is given by

H(s, y) :=
(

h(s)− β
)(

|w|p−1 − 1
)

w + h(s)|w|p−1w

(

L(ψ1|w|)
L(ψ1)

− 1

)

=: H1(s, y) +H2(s, y), (3.29)

and the Gaussian weight ρ is defined by ρ(y) := e−|y|2/4. Under assumption (2.3) a key property for the
existence of a Liapunov functional and the control of the nonautonomous terms is the following:
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Lemma 3.1. Under the assumptions of Theorem 3.1 with any p > 1, we have

‖H(s, ·)‖∞ ≤ C0s
−α log s, s > s0, (3.30)

with C0 > 0 independent of a.

Proof. It suffices to show that H1 and H2 satisfy (3.30). To prove it for H1, we first claim that the
function h(s) = e−sψp−1

1 L(ψ1) satisfies

|h(s)− β| ≤ Cs−α, s > s0 (3.31)

(here and in the rest of the proof, C denotes a generic positive constant independent of a, s, y). Indeed,
integrating by parts, we have

F (X) =

∫ ∞

X

dz

f(z)
=

∫ ∞

X

z−pdz

L(z)
= β

X1−p

L(X)
− β

∫ ∞

X

z1−p
L′(z)

L2(z)
dz

hence, owing to (2.3),

∣

∣Xp−1L(X)F (X)− β
∣

∣ ≤ CXp−1L(X)

∫ ∞

X

z−p

logαz L(z)
dz ≤ C

Xp−1L(X)F (X)

logαX
, X ≥ 2. (3.32)

In particular lim
X→∞

Xp−1L(X)F (X) = β and, going back to (3.32), we get

∣

∣Xp−1L(X)F (X)− β
∣

∣ ≤ C log−αX, X ≥ 2.

Since F (ψ1(s)) = F (ψ(T − e−s)) = e−s in view of (2.8), claim (3.31) follows from (3.18). Properties
(3.24) and (3.31) guarantee that H1 satisfies (3.30).

Let us show that H2 satisfies (3.30). To this end we define E =
{

(y, s) ∈ Wa; |w(y, s)| ≤ s−α
}

. We
have

|H2(s, y)| ≤ C|w| ≤ Cs−α, (y, s) ∈ E. (3.33)

Next consider the case when (y, s) ∈ Wa \ E. Then, recalling the definition of s0 before (3.18), we have
|w|ψ1 ≥ s−αeβs/2 ≥ eβs/4 ≥ 2. By assumption (2.3),

Σ(X) := sup
z≥X

∣

∣

∣

zL′(z)

L(z)

∣

∣

∣
≤ C(logX)−α, X ≥ 2.

Therefore, Σ(eβs/4) ≤ C(log(eβs/4))−α ≤ Cs−α, as well as M ≥ |w| ≥ s−α. Since min(|w|ψ1, ψ1) ≥ eβs/4,
it follows that

∣

∣

∣
log

(L(|w|ψ1)

L(ψ1)

)∣

∣

∣
=

∣

∣

∣

∫ ψ1

|w|ψ1

L′(z)

L(z)
dz

∣

∣

∣
≤ Σ

(

eβs/4
)

∣

∣

∣

[

log z
]ψ1

|w|ψ1

∣

∣

∣
≤ Σ

(

eβs/4
)

)| log |w|| ≤ Cs−α log s,

hence

|H2(s, y)| ≤ C
∣

∣

∣

L(|w|ψ1)

L(ψ1)
− 1

∣

∣

∣
≤ Cs−α log s.

Combining with (3.33), we deduce that

‖H2(s, ·)‖∞ ≤ Cs−α + Cs−α log s ≤ Cs−α log s, s ≥ s0.

Consequently H2, and hence H , satisfies (3.30).

3.3.3 Weighted energy functional and its properties.

The Liapunov functional for equation (3.28) will be given by the perturbed weighted energy defined as
follows:

G[w](s) := E[w](s) + C1s
−γ , (3.34)

where γ = α− 1
2 > 0,

E[w] :=

∫

D(s)

(

1

2
|∇w|2 + β

2
w2 − β

p+ 1
|w|p+1

)

ρdy,

and the constant C1 > 0 is independent of a. The term C1s
−γ is designed to handle the effect of the

perturbation H on the energy, making crucial use of its square integrability in space-time (cf. (3.48)),
made possible by the assumption α > 1/2 in (2.3). This energy enjoys the following properties
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Lemma 3.2. Under the assumptions of Theorem 3.1 with any p > 1, we have G[w] ∈ C1(s0,∞) and,
for all s > s0,

d

ds
G[w](s) ≤ −1

2

∫

D(s)

w2
sρ ≤ 0, (3.35)

G[w](s) ≥ 0, (3.36)
∫

D(s)

w2ρdy ≤ C(n, p)
[

G(w)(s)
]2/(p+1)

. (3.37)

Moreover, for each s > s0,
a 7→ G[wa](s) is continuous. (3.38)

Proof. We first check the required regularity of w. For all 0 < ε < τ < T , denoting Qε,τ := Ω× (ε, τ), it
follows from standard parabolic Lq and Schauder regularity (see, e.g., [17, Section 48.1]) that

ut, D
2u ∈ BC(Q̄ε,τ ) (3.39)

(where BC denotes the set of bounded continuous functions). Then, setting g := f ′(u)ut ∈ L∞(Qε,τ ),
v := ut is the solution of the problem vt −∆v = g in Qε,τ with v = 0 on ∂Ω × (ε, τ) and v(ε) = ut(ε).
By parabolic Lq regularity, we deduce that, for all 1 < q <∞ and 0 < ε < τ < T ,

sup
x0∈Ω

‖vt‖Lq(Qε,τ,x0
) + ‖D2v‖Lq(Qε,τ,x0

) <∞,

where Qε,τ,x0
= (Ω∩B1(x0))× (ε, τ) (the set Qε,τ,x0

can be replaced by Qε,τ and the supremum over x0
omitted in case Ω is bounded). By interpolation inequalities it follows that

∇ut ∈ BC(Q̄ε,τ ). (3.40)

We deduce from (3.20), (3.21), (3.24), (3.25), (3.39) and (3.40) that, for all s1 ∈ (s0,∞),

D2w, (1 + |y|)−1ws, (1 + |y|)−1∇ws ∈ BC(Wa,s1), (3.41)

where Wa,s1 = Wa∩(Rn×(s0, s1)). In view of the exponential decay of ρ, this guarantees the convergence
and the differentiability of the various integrals and justifies the integrations by parts in the rest of the
proof.

We next compute the variation of the first part E[w](s) of the energy and derive a differential inequality
for the weighted L2 norm. This is essentially the same argument as in [8, 9], but we give details for
completeness and convenience. For all s > s0, we have for q ≥ 2

1

q

d

ds

∫

D(s)

|w|qρdy =

∫

D(s)

ρws|w|q−2wdy +
1

2q

∫

∂D(s)

|w|qρ(y · ν)dσ, (3.42)

where dσ denotes the surface measure on ∂D(s) and ν the exterior unit normal on ∂D(s). Since w = 0
on ∂D(s), the boundary term vanishes, hence

1

q

d

ds

∫

D(s)

|w|qρdy =

∫

D(s)

ρws|w|q−2wdy. (3.43)

Next, to compute the variation of the term involving ∇w, we integrate by parts to get

d

ds

∫

D(s)

|∇w|2ρ = 2

∫

D(s)

∇ws · (ρ∇w) +
1

2

∫

∂D(s)

|∇w|2ρ(y · ν)dσ

= −2

∫

D(s)

ws∇ · (ρ∇w) + 2

∫

∂D(s)

ρws(∇w · ν)dσ +
1

2

∫

∂D(s)

.ρ|∇w|2(y · ν)dσ,

Using that, on ∂D(s), we have ws = − y
2 ·∇w (owing to (3.21)) and ∇w = (∇w · ν)ν, hence ws(∇w · ν) =

− 1
2 |∇w|2(y · ν), this yields

d

ds

∫

D(s)

|∇w|2ρ = −2

∫

D(s)

ws∇ · (ρ∇w) − 1

2

∫

∂D(s)

ρ|∇w|2(y · ν)dσ. (3.44)
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Also, we have ∂D(s) = es/2∂(Ω − a) hence
∫

∂D(s) dσ ≤ C(Ω)es/2 and, since a ∈ Ω, we have |y| ≥ des/2

on ∂D(s) with d = dist(a, ∂Ω) > 0. Consequently, using (3.25), we get
∫

∂D(s)

ρ|∇w|2|y · ν|dσ ≤ CM2
1 e
s/2 exp

[

−(des/2)2/4
]

≤ C exp
(

−ces
)

(here and in the rest of the proof, C denotes a generic positive constant independent of a, s, y). Combining
this with (3.28), (3.43), (3.44) we obtain

d

ds
E[w](s) = −

∫

D(s)

ws

(

∇ · (ρ∇w) − βρw + βρ|w|p−1w
)

− 1

2

∫

∂D(s)

ρ|∇w|2(y · ν)dσ

≤ −
∫

D(s)

w2
sρ+

∫

D(s)

wsH(s, y)ρ+ C exp
(

−ces
)

. (3.45)

On the other hand, setting Ψ(s) :=
∫

Rn w
2ρdy and using (3.42) with q = 2, (3.28) and integration by

parts, we get

1

2
Ψ′(s) =

∫

D(s)

ρwswdy =

∫

D(s)

(

∇ · (ρ∇w) + βρ|w|p−1w − βρw + ρH(s, y)
)

w

=

∫

D(s)

(

− |∇w|2 + β|w|p+1 − βw2
)

ρ+

∫

D(s)

wH(s, y)ρdy

= −2E[w](s) +
1

p+ 1

∫

D(s)

|w|p+1ρdy +

∫

D(s)

wH(s, y)ρdy

hence, by Jensen’s inequality,

Ψ′(s) ≥ −4E[w](s)− 2M

∫

D(s)

|H(s, y)|ρdy + C(n, p)Ψ(p+1)/2(s). (3.46)

We shall now make use of the key decay property in Lemma 3.1 to handle the terms involving the
perturbation H . By (3.45), we have

d

ds
E[w](s) ≤ −1

2

∫

D(s)

w2
sρ+

1

2

∫

D(s)

H2(s, y)ρ+ C exp
(

−ces
)

(3.47)

and (3.30) and α > 1
2 guarantee that, for some C1 > 0 (independent of a),

1

2

∫

D(s)

H2(s, y)ρdy + C exp
(

−ces
)

≤ γC1s
−α− 1

2 and 2M

∫

D(s)

|H(s, y)|ρdy ≤ C1s
−γ , (3.48)

for all s ≥ s0. It then follows from (3.34), (3.46) and (3.47) that

d

ds
G[w](s) =

d

ds
E[w](s) − γC1s

−α− 1

2 ≤ −1

2

∫

D(s)

w2
sρ,

i.e. (3.35), and
Ψ′(s) ≥ −4G[w](s) + C(n, p)Ψ(p+1)/2(s).

The latter, combined with (3.35), implies

Ψ′(s) ≥ −4G[w](s1) + C(n, p)Ψ(p+1)/2(s), s ≥ s1 ≥ s0,

This guarantees (3.36) and (3.37), since otherwise Ψ has to blow up in finite time.

Finally, changing variables to write

E[wa(s)] = es/2
∫

Ω

(

e−s/2
∣

∣

∣

∇u(x, T − e−s)

ψ1(s)

∣

∣

∣

2

+
β

2

∣

∣

∣

u(x, T − e−s)

ψ1(s)

∣

∣

∣

2

− β

p+ 1

∣

∣

∣

u(x, T − e−s)

ψ1(s)

∣

∣

∣

p+1
)

ρ((x− a)es/2)dx,

property (3.38) follows from (3.24), (3.31) and dominated convergence.
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3.4 Convergence

Denote the set of bounded steady-states by

S =
{

z ∈ C2 ∩ L∞(Rn); z is a solution of (3.26)
}

.

We first recall the classification result from [9].

Proposition 3.3. If 1 < p ≤ pS, then S = {0, 1,−1}.

The next lemma shows that w converges to S as s→ ∞.

Lemma 3.3. Under the assumptions of Theorem 3.1, for any a ∈ Ω, there exists ℓ ∈ {0, 1,−1} such that

lim
s→∞

wa(y, s) = ℓ,

uniformly for |y| bounded. Moreover, we have lims→∞G(wa(s)) = 0 if ℓ = 0 and lims→∞G(wa(s)) =
η(n, p) > 0 otherwise.

Proof. By (3.35)-(3.36), we have
l := lim

s→∞
G[w](s) ∈ [0,∞). (3.49)

Pick any sequence sj → ∞ and set zj := w(y, s + sj). It follows from (3.24), (3.25), (3.27), (3.30) and

parabolic estimates that the sequence (zj)j is precompact in C2,1
loc

(

Rn × [0, 1]
)

.
Consequently, there exists a subsequence (still denoted sj) and a function z such that w(·, ·+ sj) → z

in C2,1
loc

(

Rn × [0, 1]
)

. In view of (3.30) in Lemma 3.1, it follows that z is a classical solution of

ws = ∆w − 1

2
y · ∇w − βw + β|w|p−1w = 0 in Rn × (0, 1). (3.50)

Moreover z and |∇z| are bounded in Rn × [0, 1]. Let R > 0. Using (3.35), (3.49) and the fact that
BR ⊂ D(s) for all sufficiently large s, we deduce that

∫ 1

0

∫

BR

(

∂szj
)2
ρdyds ≤

∫ sj+1

sj

∫

D(s)

(

∂sw
)2
ρdyds ≤ 2G[w](sj)− 2G[w](sj + 1) → 0, j → ∞.

By Fatou’s lemma, it follows that ∂sz = 0 in BR and, since R > 0 is arbitrary, we deduce from (3.50)
that z ∈ S. Since S is discrete, the first assertion follows from an immediate connectedness argument.
For the second assertion, we assume that w(·, sj) → 0 or ±1 uniformly for |y| bounded. Using dominated
convergence theorem and (3.24), (3.25), we have G[w(sj)] → 0 if w(sj) → 0 and when w(sj) → ±1 we
have

G[w(sj)] −→
j→∞

(
∫

Rn

ρdy

)(

β

2
− β

p+ 1

)

=
(4π)n/2

2(p+ 1)
=: η(n, p) > 0.

The assertion then follows from the monotonicity of G[w](s).

3.5 Nondegeneracy of blow-up and proof of Theorems 2.1 and 3.1

In this paragraph, we shall complete the proof of Theorems 2.1 and 3.1 by showing that 0 /∈ ω(wa) if a
is a blowup point of u,

Lemma 3.4. Under the assumptions of Theorem 3.1, if 0 ∈ ω(wa), then a is not a blow-up point.

Proof. Let θ = 1/(n+2) if n ≥ 2 and θ = 1/2 if n = 1. We shall use the interpolation inequality (cf. [17,
p.250]):

|v(0)| ≤ C(n)
[

‖v‖θL2(B1)
‖∇v‖1−θL∞(B1)

+ ‖v‖L2(B1)

]

, v ∈ C1(B̄1). (3.51)

Set d = 1
2dist(a, ∂Ω) and s̄0 = max(s0,−2 logd). Let b ∈ Bd(a). For all s > s̄0, since dist(b, ∂Ω) ≥ d, we

have B1 ⊂ Db(s) hence, by (3.37),

‖wb(·, s)‖2L2(B1)
≤ C(n)

∫

Db(s)

w2
bρdy ≤ C(n, p)

(

G[wb](s)
)2/(p+1)

, s ≥ s̄0. (3.52)
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Combining (3.25), (3.35), (3.51) and (3.52), we obtain

|wb(0, s)| ≤ C(n, p)

[

M1−θ
1

(

G[wb](s1)
)θ/(p+1)

+
(

G[wb](s1)
)1/(p+1)

]

, s ≥ s1 > s̄0.

Therefore, for ε0 = ε0(n, f) > 0 given by Proposition 3.1, there exists ε1 = ε1(n, f,M1) > 0 such that

G[wb](s1) ≤ ε1 for some s1 > s̄0 =⇒ |wb(0, s)| ≤ ε0 for all s ≥ s1. (3.53)

Assume that 0 ∈ ω(wa). Then, by the second part of Lemma 3.3, there exists s1 > s̄0 such that
G[wa](s1) < ε1 and, by the continuous dependence property (3.38), there exists d1 ∈ (0, d) such that
G[wb(s1)] < ε1 for all b ∈ Bd1(a). It follows from (3.53) that |wb(0, s)| ≤ ε0 for all b ∈ Bd1(a) and all
s ≥ s1. Going back to original variables, we thus have |u(b, t)| ≤ ε0ψ(t) for all (b, t) sufficiently close to
(a, T ). By Proposition 3.1 we conclude that a is not a blow-up point.

Proof of Theorem 3.1. Since, by (3.20),

u(a+ y
√
T − t, t)

ψ(t)
= w(y,− log(T − t)),

the result is a direct consequence of Lemmas 3.3 and 3.4.

Proof of Theorem 2.1. By Theorem 5.1, we know that u is of type I, i.e. (2.5) holds for some M, δ > 0.
Also, when u0 ≥ 0 and f is only defined for s ≥ 0 and satisfies (2.2), it is easily checked that all
the arguments in the proof of Theorem 3.1 remain valid (cf. Propositions 3.1-3.2 and Lemmas 3.1-3.4).
Consequently, Theorem 2.1 follows.

3.6 Proof of Proposition 2.1

We here prove the “no-needle” property (2.6). By a space translation, we may assume a = 0. Then, from
Theorem 3.1, there exists T1 ∈ (0, T ) such that

u(x, t)

ψ(t)
≥ 1

2
, T1 ≤ t < T, |x| ≤

√
T − t. (3.54)

Fix any t0 ∈ [T1, T ) and let δ =
√
T − t0. Denoting by ϕ the first eigenfunction of the negative Dirichlet

Laplacian in B1 normalized by ‖ϕ‖∞ = 1 and λ1 > 0 the corresponding eigenvalue, we set φδ(x) = ϕ(x/δ)
and λδ =

λ1

δ2 . On the other hand, by assumption (2.2) there exists C = C(f) > 0 such that f(s) ≥ −Cs
for all s ≥ 0. Let v be solution of















vt −∆v = −Cv in Bδ × (t0,∞),

v(x, t) = 0 on ∂Bδ × (t0,∞),

v(x, t0) =
1

2
ψ(t0)φδ(x) in Bδ.

(3.55)

By (3.54) we have u(·, t0) ≥ 1
2ψ(t0) ≥ 1

2ψ(t0)φδ(x) in Bδ. The comparison principle then guaran-
tees that u ≥ v in Bδ × [t0, T ). We note that the explicit solution of (3.55) is given by v(x, t) =
1
2ψ(t0)φδ(x) exp(−Ct− λδ(t− t0)). Denoting η = minB̄1/2

ϕ > 0, we obtain

u(x, t) ≥ η

2
ψ(t0) exp

(

−CT − λ1
δ2

(t− t0)
)

≥ η

2
ψ(t0) exp(−CT − λ1), |x| ≤ δ

2
, t0 ≤ t < T.

Since t0 can be taken arbitrarily close to T and limt→T ψ(t) = ∞, property (2.6) follows.

4 Extension and proof of Theorem 2.2

Theorem 2.2 will be a consequence of the following result for possibly sign-changing solutions.
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Theorem 4.1. Let 1 < p ≤ pS. Assume that

f ∈ C1(R) is an odd function, with f > 0 and C2 for large s > 0, (4.1)

and that f satisfies (2.3). Let u0 ∈ C0(R
n) satisfy T < ∞ and (2.5). Then the blow-up set of u is

compact. More precisely, there exists R > 0 such that

sup
|x|>R, t∈(0,T )

|u| <∞. (4.2)

Moreover the conclusion remains valid if u0 ≥ 0 and, instead of (4.1), f satisfies (2.2) and f(0) = 0.

Under the assumption u0 ∈ C0(R
n), we shall show that, at a suitable shifted time s1, the weighted

energy functional Ga[w](s1) (cf. (3.34)) becomes small enough for large |a|. Then we can conclude by
using the nondegeneracy analysis in section 3.5. The time shift, which is made necessary by the second
term C1s

−γ of the energy, will be handled by means of the following lemma.

Lemma 4.1. Let 0 < t1 < T . Under assumptions of Theorem 4.1, with p > 1, we have

|∇u(x, t1)|+ |u(x, t1)| → 0, as |x| → ∞.

The proof of Lemma 4.1 relies on the following simple decay propagation property for the heat
semigroup S(t) in Rn.

Lemma 4.2. For all v ∈ C0(R
n), we have

lim
R→∞

(

sup
t>0, |x|>R

[

S(t)|u0|
]

(x)
)

= 0.

Proof of Lemma 4.2. Let v ∈ C0(R
n) and ε > 0. Fix R > 0 such that sup

|x|≥R

|v(x)| ≤ ε. We first claim

that

sup
|x|≥2R

|(S(t)v)(x)| ≤ ε+ C1‖v‖∞e−
C2R2

t , t > 0. (4.3)

Indeed, we can write

∣

∣

(

S(t)v
)

(x)
∣

∣ = (4πt)−n/2
∣

∣

∣

∫

Rn

e−
|x−y|2

4t v(y)dy
∣

∣

∣

≤ ε

∫

|y|>R

(4πt)−n/2e−
|x−y|2

4t dy + ‖v‖∞(4πt)−n/2
∫

|y|≤R

e−
|x−y|2

4t dy =: εJ1 + ‖v‖∞J2.

We have J1 ≤ 1 and, for |x| > 2R, |y| < R implies |x− y| > R, so that

J2 ≤ (4πt)−n/2
∫

|ξ|>R

e−
|ξ|2
4t dξ ≤

∫

|z|> R√
t

e−
|z|2
4 dz ≤ C1e

−C2R
2/t,

hence (4.3).
Next, observing that |v| ≤ ε+‖v‖∞χBR and v0 := ‖v‖∞χBR ∈ L1, it follows that, for t0 = t0(ε, v) > 0

large enough, we have

|(S(t)v)(x)| ≤ (S(t)|v|)(x) ≤ ε+ (4πt)−n/2‖v0‖1 ≤ 2ε, x ∈ Rn, t ≥ t0. (4.4)

Now taking R0 = R0(ε, v) > 2R large enough, we deduce from (4.3) that

|(S(t)v)(x)| ≤ 2ε, 0 < t ≤ t0, |x| ≥ R0, (4.5)

and the conclusion follows by combining (4.4) and (4.5).

Proof of Lemma 4.1. By the representation of S(t) by the heat kernel (4πt)−n/2 exp(−|x|2/(4t)), we see
that

∣

∣[∇xS(t)v](x)
∣

∣ ≤ C(n)t−1/2
[

S(2t)|v|
]

(x), v ∈ L∞(Ω), t > 0, x ∈ R
n. (4.6)
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Fix t1 < T . Recalling f(0) = 0, there existsK = K(t1) > 0 such that −K|u| ≤ ut−∆u = f(u) ≤ K|u|
in Rn × (0, t1]. By the comparison principle it follows that

|u| ≤ eKtS(t)|u0| ≤ CS(t)|u0| in Rn × (0, t1]. (4.7)

(Here and in the rest of the proof, C denotes a generic positive constant, possibly depending on t1.) Using

(4.6), (4.7) and the variation of constant formula u(t1) = S(t1)u0 +
∫ t1
0 S(t1 − τ)f(u(τ))dτ , we deduce

that, pointwise in Rn,

|∇u(t1)| ≤ Ct
−1/2
1 S(2t1)|u0|+ C

∫ t1

0

(t1 − τ)−1/2S(2(t1 − τ))S(τ)|u0|dτ

= Ct
−1/2
1 S(2t1)|u0|+ C

∫ t1

0

(t1 − τ)−1/2S(2t1 − τ)|u0|dτ ≤ C
(

t
−1/2
1 + t

1/2
1

)

sup
t∈[0,2t1]

S(t)|u0|

hence, using again (4.7),

|u(t1)|+ |∇u(t1)| ≤ C
(

1 + t
−1/2
1 + t

1/2
1

)

sup
t∈[0,2t1]

S(t)|u0|.

This combined with Lemma 4.2 concludes the proof.

Proof of Theorem 4.1. Recall the definition (3.34) of the weighted energy:

G[wa(s)] = E[wa](s) + C1s
−γ , s > s0,

for all a ∈ Rn. Also, for ε0 = ε0(n, f) > 0 given by Proposition 3.1, by (3.53) there exists ε1 =
ε1(n, f,M1) > 0 such that

G[wa](s1) ≤ ε1 for some s1 > s0 =⇒ |wa(0, s)| ≤ ε0 for all s ≥ s1 (4.8)

(noticing that s̄0 = s0 for Ω = Rn). Choose s1 > s0 such that C1s
−γ
1 < ε1/2. Rewriting E[wa(s1)] as

E[wa(s1)] =

∫

Rn

(

e−s1 |∇u(a+ e−
s1
2 y, t1)|2 + β|u(a+ e−

s1
2 y, t1)|2

2ψ2(t1)
− β|u(a+ e−

s1
2 y, t1)|p+1

ψp+1(t1)

)

ρ(y)dy

with t1 = T − e−s1 , and using Lemma 4.1 and dominated convergence, there exists R > 0 such that, for
all a such that |a| ≥ R− 1, we have E[wa](s1) <

ε1
2 , hence G[wa](s1) < ε1. By (4.8), we deduce that

|wa(0, s)| ≤ ε0, for all s ≥ s1 and |a| > R − 1,

i.e.
|u(a, t)| ≤ ε0ψ(t), for all t ∈ (t1, T ) and |a| > R− 1.

Applying Proposition 3.1 with δ = min(δ0, 1,
√
T − t1). It follows that

sup
|x|>R, t∈(T−δ2/2,T )

|u| <∞,

hence (4.2). It is easily checked that the final assertion (for u0 ≥ 0) follows from the same argument.

Proof of Theorem 2.2. It follows directly from Theorems 4.1 and 5.1.

5 Appendix: Type-I blowup

We have used the following result, which in particular guarantees the type I blowup estimate (2.5) under
the assumptions of Theorem 2.1 (and the constant M is actually independent of the solution, although
this fact is not used in our proofs).
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Theorem 5.1. Let Ω be a uniformly C2 domain of Rn, f ∈ C([0,∞)) be positive for s > 0 large
and assume that f has regular variation at ∞ with index p ∈ (1, pS). For each τ > 0, there exist
M =M(Ω, f) > 0 and t0 = t0(τ, f) ∈ (0, τ) such that, if u ≥ 0 is a strong solution of

{

ut −∆u = f(u), x ∈ Ω, t0 < t < τ,

u = 0, x ∈ ∂Ω, t0 < t < τ,

then
u(x, t) ≤MF−1(τ − t) in Ω× [t0, τ). (5.1)

Theorem 5.1 was essentially established in [20, Theorem 3.1]. We note that the assumptions on f ,
which are those from [20], are more general than those in Theorem 2.1 of the present paper (see after
(2.1)). On the other hand, the estimate in [20] is given there in a different form (cf. (5.2) below). We
therefore provide a proof of Theorem 5.1, where we derive (5.1) as a consequence of (5.2).

Proof. Under the assumptions of Theorem 5.1, we know from [20, Theorem 3.1 and Remark 1(i)] that

f(u(x, t))

u(x, t)
≤ C0

τ − t
, for all (x, t) ∈ Ω× [τ/2, τ) such that u(x, t) ≥ 1, (5.2)

with C0 = C0(Ω, f) > 0. Also, there exist δ, A > 0 such that f ≥ 1 on [A,∞) and

F is a decreasing bijection from [A,∞) to (0, δ]. (5.3)

We shall show that (5.2) implies (5.1).
To this end, we first claim that there exist k > 1 and s0 > kA such that

F
( s

k

)

≥ C0s

f(s)
, for all s ≥ s0. (5.4)

Indeed, by the representation theorem for slowly varying functions (see [18, Theorem 1.2]), there exist
continuous functions τ, ξ such that

f(s) = τ(s)f0(s), where f0(s) := sp exp
[

∫ s

1

ξ(z)

z
dz

]

, for all s ≥ A,

with lims→∞ τ(s) = ℓ > 0 and lims→∞ ξ(s) = 0. Moreover there exist C1, C2 > 0 such that C1 ≤ τ(s) ≤
C2 for all s ≥ A. Fixing 1 < m < p < q, we see that there exists s1 > A such that s−mf0(s) is increasing
and s−qf0 is decreasing on [s1,∞). For z ≥ s1, we have

F (z) ≥ C−1
2

∫ ∞

z

ds

f0(s)
= C−1

2

∫ ∞

z

s−q
sq

f0(s)
ds ≥ C−1

2

zq

f0(z)

∫ ∞

z

s−qds =
1

C2(q − 1)

z

f0(z)
=:

C3z

f0(z)
.

Let k > 1. In view of this control of F (z), we have, for all s > ks1,

F (s/k) ≥ C3s

kf0(s/k)
= C3

( s

k

)1−m
(

s
k

)m

f0(s/k)
≥ C3

( s

k

)1−m sm

f0(s)
= C3k

m−1 s

f0(s)
≥ C3C1k

m−1 s

f(s)
.

Choosing k > 1 large enough, so that C3C1k
m−1 ≥ C0, and then s0 = ks1, claim (5.4) follows.

Now set t0 := max(τ − δ, τ/2). For any (x, t) ∈ Ω× [t0, τ) such that u(x, t) ≥ s0, it follows from (5.2),
(5.4) that

F
(u(x, t)

k

)

≥ C
u(x, t)

f(u(x, t))
≥ τ − t,

and (5.3) then implies u(x, t) ≤ kF−1(τ − t). Consequently, we have u(x, t) ≤ s0 + kF−1(τ − t) in
Ω× [t0, τ), which implies the desired result.
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