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Jean-Paul.Chehab@u-picardie.fr

Abstract

We here introduce a stabilization process applied to IMEX time schemes for the simula-
tion of nonlinear parabolic PDEs. The new schemes we derived use a decomposition of the
signal into low and high frequency components (to which different time schemes are applied)
together with a proper damping of the high mode components. This approach allows to
design new methods, with enhanced stability and limited perturbation of the constituency.
We display numerical analysis of the schemes on the accuracy and the stability. The nu-
merical illustrations we give concern Allen-Cahn and Swift-Hohenberg equations, and show
the efficiency of our methods. The effect of the present number of frequencies, and of the
stabilization is evaluated on both the energy decay and the dynamics of the model.

Keywords: Parabolic PDEs, stabilization, scales separations, Allen-Cahn equations, Swift-Hohenberg
equations.

AMS subject classifications: 35K57, 65M12, 65M06, 65F15.

Introduction

The long time simulation of nonlinear parabolic equation is an important issue: these equations
are often used to model natural phenomena, for instance in mathematical biology [24], in image
processing [6, 20], in thermodynamic science [27, 28], or in material science [2, 11], just to
give few examples. The classical numerical schemes that are implemented for the simulation
of these equations must balance good stability and reasonable computational cost. These are
antagonist constraints: indeed fully implicit schemes are often inconditionally stable but are
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computationally expensive since they need to solve at each step a nonlinear system of equations;
the fully explicit or semi-implicit iterations (such as IMEX) are fastly solved but can suffer from
hard times step limitation. The limitation is governed by extreme situations related to the speed
of propagation of the high frequency components of the solution.

As an illustration, consider Gradient flows such as Allen Cahn’s systems:

∂u

∂t
+Au+ f(u) = 0,

u0(x) = u(x, 0),
(1)

where function f corresponds to the non linear term and F is its anti-derivative. The linear part
is given by the elliptic operator A. Equation (1) is considered with the space variable x ∈ Ω,
where Ω is a regular subset of Rd (d ∈ {1, 2, 3}), and t ≥ 0 is the time variable.
Due to non-linearity, this equation does not have any analytical solution. Moreover, it is chal-
lenging to solve it numerically keeping some desirable properties as, e.g., the decrease of the
energy:

E(t) =
∫
Ω

1

2
u(x, t)Au(x, t) + F (u(x, t))dx. (2)

This property is called energy stability or simply stability in this paper. We discretize the system
in space (with finite element, finite volume or finite difference method),, and obtain

M
du

dt
+Au+ f(u) = 0

u(0) = u0 ∈ RN ,
(3)

where A is the stiffness matrix, commonly symmetric and positive definite, and M is the mass
matrix ; M = Id when finite differences are used, this will be the case in this paper. A classical
time scheme consists to use an implicit method on the linear part and an explicit method on f :

u(k+1) − u(k)

∆t
+Au(k+1) + f(u(k)) = 0.

This corresponds to the IMEX methods class which is constraint by a stability condition

0 < ∆t <
2

∥f ′∥∞
. (4)

It can be relaxed using a stabilization processes [6, 25, 26] by replacing Au(k+1) by Au(k) +
τ(u(k+1) − u(k)). This allows to obtain an unconditionally stable integrator when the stabiliza-
tion parameter τ > 0 is large enough. However, when τ becomes large the dynamic is slowed
down [5]. Other IMEX stable schemes, based on a total different approach, have been studied,
see [29], and the references therein.

The parabolic regularization ensures the regularity of the solutions, or equivalently the fast
convergence of its Fourier serie in a proper Hilbert space, usually based on the eigenfunctions
of A; the Fourier coefficients, that correspond to the high frequency components of the solution
are then expected to be of small magnitude.
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We propose then to apply the following compromise: stabilize only the high mode com-
ponents by the above relaxation, this allows to stabilize the scheme without deteriorating its
consistency. Notice that this type of approach has been considered, in specific cases in [1] in
Finite Elements, however focusing here on the spectral case, we can display stability and error
analysis in order to obtain explicit conditions.

The paper is organized as follow: first we establish the basic ideas on a linear equation, and
displaying error analysis, we can quantify a compromise between the stability of the scheme
and its accuracy. In the second part, to avoid to compute all the eigenvectors, we introduce
an algorithm that uses only a low frequencies decomposition. The error is analyzed and the
first experiments are done. Algorithm for non-linear parabolic equation is studied in the third
section. We prove that energy decreases when the stabilization parameter is large enough and
error estimates are given. Numerical experiments are done for Allen-Cahn and Swift-Hohenberg
equations. Particularly, we analyze the energy decreasing and the pattern dynamics. The
results are compared with other Convex-Splitting and stabilized schemes. Finally, the last part
is devoted to the concluding remarks.

1 Basic stabilization strategies

1.1 The linear case

Consider, for simplicity, the following linear differential system

du

dt
+Au = 0,

u(0) = u0 ∈ RN ,
(5)

where A ∈ MN (R) is a Symmetric Positive matrix. Typically A can be built as a discretisation
matrix of an elliptic operator. Given the time step ∆t > 0, the most simple schemes to generate
a sequence of time approximation u(k) to the solution u at times t(k) = k∆t, k ∈ N, are the
Euler’s schemes.

• Forward Euler’s. The sequence u(k) ≈ u(t(k)) ∈ RN is defined by induction as:

u(k+1) − u(k)

∆t
+Au(k) = 0, (6)

say u(k+1) = u(k) −∆tAu(k) = (IdN −∆tA)u(k), IdN being the N ×N identity matrix.
u(k+1) is given directly from u(k). This scheme is fast but suffers from a hard time step
restriction to be stable:

0 < ∆t <
2

ρ(A)
,

where ρ(A) is the spectral radius of A.

• Backward Euler’s. The sequence u(k) ≈ u(t(k)) ∈ RN s defined by induction as:

u(k+1) − u(k)

∆t
+Au(k+1) = 0, (7)
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say u(k+1) = (IdN +∆tA)−1u(k).
Vector u(k+1) is then built as the solution of a linear system. Conversely to Forward Euler’s
this scheme can be costly (depending on the cost of the numerical solution of the linear
system), however it is unconditionally stable since ρ((IdN +∆tA)−1) < 1 for all ∆t > 0.
This condition is automatically satisfied because A is symmetric and positive.

A simple idea to build a fast and stable scheme is to stabilize Forward Euler’s [4]. For a
given tuning parameter τ > 0, we consider the stabilized Forward Euler’s scheme:

u(k+1) − u(k)

∆t
+ τ(u(k+1) − u(k)) +Au(k) = 0. (8)

The iteration matrix is then

IdN − ∆t

1 + τ∆t
A.

We can establish the following stability property.

Proposition 1.1 Scheme (8) is stable under one of the following conditions:

• if τ ≥ ρ(A)

2
, the scheme is unconditionally stable;

• if τ <
ρ(A)

2
, the scheme is stable under the condition

0 < ∆t <
2

ρ(A)− 2τ
.

Proof. The eigenvalues of the iteration matrix are the numbers

µ = 1− ∆tλ

1 + τ∆t
,

where λ is an eigenvalue of A. The stability condition is |µ| < 1, so

0 < ∆t and (λ− 2τ)∆t < 2,

hence the result.
A generalization of the stabilized Euler’s method can be obtained following the RSS scheme

(Residual Smoothing Scheme [5]): it consists to approach Au(k+1) by Au(k) +Bτ (u
(k+1) − u(k))

where Bτ is a pre-conditioner of A; one recovers backward Euler’s scheme when Bτ = A and
Forward Euler’s one for Bτ = 0; stabilized Euler’s is obtained for Bτ = τ IdN . The scheme writes
as

u(k+1) − u(k)

∆t
+Bτ (u

(k+1) − u(k)) +Au(k) = 0. (9)

The stability conditions are given in the following proposition when Bτ = τB.
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Proposition 1.2 Let B ∈ MN (R), be a symmetric positive matrix such that there exist two
strictly positive numbers α and β such that

α < Bu, u >≤< Au, u >≤< β < Bu, u > .

Then the scheme (9) with the choice Bτ = τB, is stable under one of the following conditions:

• if τ ≥ β

2
(9) is unconditionally stable;

• if τ <
β

2
, (9) is stable if

0 < ∆t <
2

β − 2τ
.

Proof. See [5].
The RSS scheme allows to compute fastly the iterations as respected to Backward Euler’s

since the linear system to be solved can be simpler: indeed, in a number of situations fast
solvers as well as the efficient methods of the sparse matrix linear algebra can be used, see
[5, 6]. However, the key point of RSS is the choice of the preconditioning matrix B and of the
tuning stabilization parameter τ , the stabilization matrix being defined as Bτ = τB. In an ideal
situation, the stabilization should only act on the high mode components of the solution: their
speed of propagation determines the time step restriction. Also a strong stabilization of the low
mode components of the solution can slow down the dynamics, see [1]. When considering two
finite difference discretisations A and B of the same operator, typically −∆, the lower eigenvalues
of B are very close to those of A while the high ones are underestimated as respected to the A’s
ones, see [19]. So, when τ ≈ 1, τB stabilizes the scheme without deteriorating the consistency.
To this end we rewrite hereafter the schemes using frequency decomposition.

1.2 Frequency decomposition based method

The matrix A ∈ MN (R) is symmetric positive then diagonalisable in a orthonormalized eigen-
vector basis, (wi)

N
i=1. The associated eigenvalues (λi)

N
i=1 are ranged in the increasing order,

0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λN = ρ(A).

Let Pm be the rectangular matrix N × m defined by Pm = [w1, · · · , wm], and Qm be the
N × (N − m) defined by Qm = [wm+1, · · · , wN ]. We recall the following relations and we
introduce some notations:

• Λm := P T
mAPm = diag(λ1, · · · , λm) ∈ Mm(R) and QT

mAQm = diag(λm+1, · · · , λN ) ∈
MN−m(R),

• PmP T
m ∈ MN (R) is an orthogonal projector onto Vm = span(w1, · · · , wm). In the same

idea, QmQT
m = IdN − PmP T

m is an orthogonal projector onto V ⊥
m = span(wm+1, · · · , wN ),

• For any u ∈ RN we write

u = y + z = PmP T
mu+ (Id− PmP T

m)u,

and we define ŷ = P T
mu ∈ Rm and ẑ = QT

mu ∈ RN−m.
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The coefficients of the vector ŷ are the low-frequencies spectral coefficients of u while those of ẑ
are the high-frequencies spectral coefficients of u.

1.3 Two-level stabilized schemes

To stabilize the scheme by damping the high mode components only, we use the spectral eigen-
decomposition and treat each block of component of u, low-frequencies, then high-frequencies,
spectral coefficients with a different time scheme. At first, we stabilize the Forward Euler scheme
by damping the high mode components.

Algorithm 1 : Explicit-stabilized

1: for k = 0, 1, · · · do
2: Set ŷ(k) = P T

mu(k) and ẑ(k) = QT
mu(k).

3: Set ŷ(k+1) = (Idm −∆tP T
mAPm)ŷ(k)

4: Solve ẑ(k+1) = (IdN−m − ∆t
1 + τ∆tQ

T
mAQm)ẑ(k)

5: Set u(k+1) = Pmŷ(k+1) +Qmẑ(k+1)

6: end for

This approach has been considered in [8] in the spectral case (Fourier, Chebyshev).

Proposition 1.3 Scheme related to Algorithm 1 is stable under one of the following conditions:

• if τ ≥ ρ(A)

2
then the scheme is stable if

0 < ∆t <
2

λm
;

• if τ <
ρ(A)

2
then scheme is stable when

0 < ∆t < min

(
2

λm
,

2

ρ(A)− 2τ

)
.

Proof. The results follows from a simple computation.
A second possibility consists in applying the Backward Euler’s scheme to the low-mode

components ŷ (leading to the solution of a low dimensional linear system) and to stabilize the
ẑ as above:

Algorithm 2 :Implicit-stabilized

1: for k = 0, 1, · · · do
2: Set ŷ(k) = P T

mu(k) and ẑ(k) = QT
mu(k).

3: Solve (Idm +∆tP T
mAPm)ŷ(k+1) = ŷ(k)

4: Solve z(k+1) = (IdN−m − ∆t
1 + τ∆tQ

T
mAQm)z(k)

5: Set u(k+1) = Pmŷ(k+1) +Qmẑ(k+1)

6: end for
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This was considered in [1] with a multi-grid approach.

Proposition 1.4 Scheme related to algorithm 2 is stable under one of the following conditions:

• if τ ≥ ρ(A)
2 then scheme is unconditionally stable;

• if τ <
ρ(A)
2 then it is stable under condition

0 < ∆t <
2

ρ(A)− 2τ
.

Proof. The results come from direct computations.
We now give a matrix interpretation which enables us to write the scheme into a RSS

framework. The Explicit-stabilized scheme can be rewritten as(
ŷk+1 − ŷk

ẑk+1 − ẑk

)
+ τ∆t

(
0 0
0 IdN−m

)(
ŷk+1 − ŷk

ẑk+1 − ẑk

)
= −∆t

(
P T
mAPm 0
0 QT

mAQm

)(
ŷk

ẑk

)

It is a RSS scheme with stabilization matrix:

(
0 0
0 IdN−m

)
in A eigenvector basis. Indeed, it

writes in to the canonical basis as:

u(k+1) − u(k)

∆t
+Bτ (u

(k+1) − u(k)) +Au(k) = 0,

where Bτ =
(
Pm Qm

)(0 0
0 τ IdN−m

)(
P T
m

QT
m

)
is the stabilization matrix in the nodal basis.

Scheme Implicit-stabilized writes as:(
ŷk+1 − ŷk

ẑk+1 − ẑk

)
+∆t

(
P T
mAPm 0
0 τ IdN−m

)(
ŷk+1 − ŷk

ẑk+1 − ẑk

)
= −∆t

(
P T
mAPm 0
0 QT

mAQm

)(
ŷk

ẑk

)
.

Proceeding as above, we identify this scheme to a RSS one with the stabilization matrix(
P T
mAPm 0
0 τ IdN−m

)
in A eigenvector basis and Bτ =

(
Pm Qm

)(P T
mAPm 0
0 τ IdN−m

)(
P T
m

QT
m

)
in the nodal basis.

We here applied the frequency splitting to a first order scheme Implicit/Explicit scheme,
it can be of course applied to higher order ones of BDF type. In the stabilization processes
introduced here, it is necessary to compute all the eigen-elements of A. This is costly. To avoid
to compute it, we consider a variant which require the computation of only low frequencies basis
Pm. It can be done thanks to the algorithm detailed in the Appendix. 5.1.

2 High mode stabilization for linear equation

2.1 High mode stabilization strategy

In a previous section, we introduced two stabilized schemes to solve (5). Each of them assumed
all the eigen-elements of A are available. We adapt the same approach but by assuming that
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only the first m eigen-elements are available. The matrices Pm and Λm are known. The first
algorithm is deduced by assuming the linear part is considered explicitly for high modes. We
add a forcing term f : t 7→ f(t) ∈ RN to simulate the non-linear part. Thus, the equation to
solve becomes

du

dt
+Au = f.

We consider now the following algorithm, which corresponds to an Euler scheme with high-modes
stabilization.

Algorithm 3 :Implicit-explicit/stabilized

1: Set ŷ(0) = P T
mu(0)

2: for k = 0, 1, · · · do

3: Solve
ŷ(k+1) − ŷ(k)

∆t + Λmŷ(k+1) = f̂ (k+1)

4: Set ŷ(k+1) = P TPmŷ(k+1)

5: Solve û(k+1) − û(k)
∆t +τ(û(k+1)−û(k)) = τ(ŷ(k+1)− ŷ(k))−Λû(k)+

f̂ (k+1)

6: end for

If the linear part is considered implicitly, the scheme becomes:

Algorithm 4 :Implicit-Implicit/stabilized

1: Set ŷ(0) = P T
mu(0)

2: for k = 0, 1, · · · do

3: Solve
ŷ(k+1) − ŷ(k)

∆t + Λmŷ(k+1) = f̂ (k+1)

4: Set ŷ(k+1) = P TPmŷ(k+1)

5: Solve û(k+1) − û(k)

∆t + τ(û(k+1) − û(k)) + Λû(k+1) = τ(ŷ(k+1) −
ŷ(k)) + f̂ (k+1)

6: end for

For the two algorithms, the line 5 corresponds to a stabilization process acting only on high
frequencies components. The term τ(ŷ(k+1) − ŷ(k)) excludes low frequency components.

2.2 Error estimates

We now analyze the effect of the new stabilization strategy, and we compare each scheme to the
Backward Euler’s scheme written in Fourier basis:

Algorithm 5 : Backward Euler’s

1: Set v̂(0) = P Tu(0)

2: for k = 0, 1, · · · do

3: Solve
v̂(k+1) − v̂(k)

∆t
+ Λv̂(k+1) = f̂ (k+1)

4: end for

8



where P = [w1, · · · , wN ] is a N ×N matrix and P TAP = Λ = diag(λ1, · · · , λN ).
The sequence generated by algorithm 5 satisfied the following lemma.

Lemma 2.1 The sequence (v̂(k)) generated by Backward Euler’s algorithm 5 satisfies

v̂
(k)
j =

1

(1 + ∆tλj)
k
v̂
(0)
j +∆t

k∑
i=1

1

(1 + ∆tλj)
k+1−i

f̂
(i)
j ,

and

v̂
(k+1)
j − v̂

(k)
j = −∆tλj v̂

(k+1)
j +∆tf̂

(k+1)
j ,

= − ∆tλj

(1 + ∆tλj)k+1
v̂
(0)
j +∆tf̂

(k+1)
j − λj∆t2

1 + λj∆t

k∑
i=0

1

(1 + λj∆t)i
f̂
(k+1−i)
j .

Proof. It follows from a simple and classical computation.
The difference between one of the stabilization scheme and the Backward Euler’s scheme is

given by the following results.

Proposition 2.2 Assume v(0) = u(0). Let ê(k) = û(k) − v̂(k) be the error between a stabilized

scheme and the Backward Euler’s scheme in the eigenvector basis of A and ê
(k)
j the j-th value.

• If (û(k)) is generated by Algorithm 3

ê
(k)
j =


∆tλj

1 + ∆tτ

k−1∑
i=0

(
1 + ∆t(τ − λj)

1 + ∆tτ

)k−i−1

(v̂
(i+1)
j − v̂

(i)
j ) if j ≤ m,

∆t(λj − τ)

1 + ∆tτ

k−1∑
i=0

(
1 + ∆t(τ − λj)

1 + ∆tτ

)k−i−1

(v̂
(i+1)
j − v̂

(i)
j ) else.

• If (û(k)) is generated by Algorithm 4

ê
(k)
j =


0 if j ≤ m,

τ∆t

1 + ∆t(τ + λj)

k−1∑
i=0

(
1 + τ∆t

1 + ∆t(τ + λj)

)k−i−1 (
v̂
(i+1)
j − v̂

(i)
j

)
else.

Proof.

• We first establish the result for Implicit-Explicit/stabilized Algorithm 3. Considering the
scheme in the eigenvector basis of A, we have, for all k ≥ 0,

û(k+1) − û(k)

∆t
+ τ(û(k+1) − û(k)) + Λû(k) = τ(ŷ(k+1) − ŷ(k)) + f̂ (k+1),

v̂(k+1) − v̂(k)

∆t
+ τ(v̂(k+1) − v̂(k)) + Λv̂(k) + Λ(v̂(k+1) − v̂(k)) = τ(v̂(k+1) − v̂(k)) + f̂ (k+1).
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Hence, taking the difference, we obtain

ê(k+1) − ê(k)

∆t
+τ(ê(k+1)−ê(k))+Λê(k) = τ

(
(ŷ(k+1) − ŷ(k))− (v̂(k+1) − v̂(k))

)
+Λ(v̂(k+1)−v̂(k)).

For each component j = 1, · · · , N , we get

ê
(k+1)
j − ê

(k)
j

∆t
+τ(ê

(k+1)
j −ê

(k)
j )+λj ê

(k)
j = τ

(
(ŷ

(k+1)
j − ŷ

(k)
j )− (v̂

(k+1)
j − v̂

(k)
j )
)
+λj(v̂

(k+1)
j −v̂

(k)
j ).

For all k ≥ 0, we remark ŷ
(k)
j =

{
v̂
(k)
j j = 1, · · · ,m,

0 j = m+ 1, · · · , N.

Thus, if j ≤ m, we obtain

ê
(k+1)
j =

1 +∆t(τ − λj)

1 + ∆tτ
ê
(k)
j +

∆tλj

1 + ∆tτ
(v̂

(k+1)
j − v̂

(k)
j ).

By induction, we deduce

ê
(k)
j =

(
1 + ∆t(τ − λj)

1 + ∆tτ

)k

ê(0) +
∆tλj

1 + ∆tτ

k−1∑
i=0

(
1 + ∆t(τ − λj)

1 + ∆tτ

)k−i−1

(v̂
(i+1)
j − v̂

(i)
j ).

By construction ê
(0)
j = 0 and we have

ê
(k)
j =

∆tλj

1 + ∆tτ

k−1∑
i=0

(
1 + ∆t(τ − λj)

1 + ∆tτ

)k−i−1

(v̂
(i+1)
j − v̂

(i)
j )

for all integer k ≥ 0.

Now, if j ≥ m+ 1 we have ŷ
(k)
j = 0 and

ê
(k+1)
j =

1 +∆t(τ − λj)

1 + ∆tτ
ê
(k)
j +

∆t(λj − τ)

1 + ∆tτ
(v̂

(k+1)
j − v̂

(k)
j ).

Knowing ê
(0)
j = 0, we deduce for all k ≥ 0

ê
(k)
j =

∆t(λj − τ)

1 + ∆tτ

k−1∑
i=0

(
1 + ∆t(τ − λj)

1 + ∆tτ

)k−i−1

(v̂
(i+1)
j − v̂

(i)
j ).

• The second expression is derived in a similar way. We start from

û(k+1) − û(k)

∆t
+ τ(û(k+1) − û(k)) + Λû(k+1) = τ(ŷ(k+1) − ŷ(k)) + f̂ (k+1),

v̂(k+1) − v̂(k)

∆t
+ τ(v̂(k+1) − v̂(k)) + Λv̂(k+1) = τ(v̂(k+1) − v̂(k)) + f̂ (k+1),
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and we write

ê(k+1) − ê(k)

∆t
+ τ(ê(k+1) − ê(k)) + Λê(k+1) = τ((ŷ(k+1) − ŷ(k))− (v̂(k+1) − v̂(k))).

At each component j = 1, · · · , N , we get

ê
(k+1)
j − ê

(k)
j

∆t
+ τ(ê

(k+1)
j − ê

(k)
j ) + λj ê

(k+1)
j = τ((ŷ

(k+1)
j − ŷ

(k)
j )− (v̂

(k+1)
j − v̂

(k)
j )).

As in the previous case, we get

ê
(k+1)
j − ê

(k)
j

∆t
+ τ(ê

(k+1)
j − ê

(k)
j ) + λj ê

(k+1)
j =

{
0 j = 1, · · · ,m,

−τ(v̂(k+1) − v̂(k)) j = m+ 1, · · · , N.

Then, for j = 1, · · · ,m, we have

ê
(k+1)
j =

1 +∆tτ

1 + ∆t(τ + λj)
ê
(k)
j =

(
1 + ∆tτ

1 + ∆t(τ + λj)

)k+1

ê
(0)
j = 0.

For j = m+ 1, · · · , N , we have

ê
(k+1)
j =

1 +∆tτ

1 + ∆t(τ + λj)
ê
(k)
j − τ∆t

1 + ∆t(τ + λj)
(v̂

(k+1)
j − v̂

(k)
j ),

Since ê
(0)
j = 0, we deduce, for all k ≥ 0

ê
(k)
j =

τ∆t

1 + ∆t(τ + λj)

k−1∑
i=0

(
1 + τ∆t

1 + ∆t(τ + λj)

)k−i−1

(v̂
(i+1)
j − v̂

(i)
j ).

We can now establish the folowing result:

Theorem 2.3 For all 1 ≤ j ≤ N , let f̂∞
j = max

k≥0
|f̂ (k)

j |. The following estimates are satisfied:

• For Algorithm 3, assuming τ ≥ ρ(A)

2
, we have

∥e(k)∥22 ≤ 4∆t2

 m∑
j=1

(
λj |v̂(0)j |+ f̂∞

j

)2
+

N∑
j=m+1

(
1− τ

λj

)2 (
λj |v̂(0)j |+ f̂∞

j

)2 ,

• For Algorithm 4, we have

∥e(k)∥22 ≤ 4τ2∆t2
N∑

j=m+1

(
|v̂(0)j |+

f̂∞
j

λj

)2

.
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Proof. In each case, the following equality is useful:

∥e(k)∥22 =
1

N

N∑
j=1

|ê(k)j |2 = 1

N

 m∑
j=1

|ê(k)j |2 +
N∑

j=m+1

|ê(k)j |2
 . (10)

In the following, we use the error ê
(k)
j given by Proposition 2.2.

• Start with Algorithm 3. Let θj =
1 +∆t(τ − λj)

1 + ∆tτ
and γj =

1

1 +∆tλj
for 1 ≤ j ≤ N . Let

start by estimate the following sum using Lemma 2.1:∣∣∣∣∣
k−1∑
i=0

θk−i−1
j (v̂

(i+1)
j − v̂

(i)
j )

∣∣∣∣∣ ≤ ∆tλj

k−1∑
i=0

|θj |k−i−1|v̂(i+1)
j |+∆t

k−1∑
i=0

|θj |k−i−1|f̂ (i+1)
j |

≤ ∆tλj

(
k−1∑
i=0

|θj |k−i−1γi+1
j

)
|v̂(0)j |+ · · ·

+∆t2λj

(
k−1∑
i=0

|θj |k−i−1
i+1∑
ℓ=1

γi+1−ℓ
j

)
f̂∞
j + · · ·

+∆t

(
k−1∑
i=0

|θj |k−i−1

)
f̂∞
j .

Note that the first two terms are zero when λj = 0. So, without any loss of generality, we
assume that this is not the case here. Now, we estimate each of the three previous terms.

At first, and because τ ≥ ρ(A)

2
, we have |θj | ∈ [0, 1] then

∆tλj

(
k−1∑
i=0

|θj |k−i−1γi+1
j

)
|v̂(0)j | ≤ ∆tλj

(
k−1∑
i=0

γi+1
j

)
|v̂(0)j |,

≤ ∆tλj

( ∞∑
i=0

γij − 1

)
|v̂(0)j |,

≤ |v̂(0)j |.

Considering geometric sequences, we have

∆t2λj

(
k−1∑
i=0

|θj |k−i−1
i+1∑
ℓ=1

γi+1−ℓ
j

)
f̂∞
j ≤ ∆t2λj

1

1− θj

1

∆tλj
f̂∞
j ,

≤ ∆t

1− θj
f̂∞
j ,

≤ 1 + τ∆t

λj
f̂∞
j .

12



The third term gives

∆t

(
k−1∑
i=0

|θj |k−i−1

)
f̂∞
j ≤ 1 + τ∆t

λj
f̂∞
j .

This inequalities give us the following formula∣∣∣∣∣
k−1∑
i=0

θk−i−1
j (v̂

(i+1)
j − v̂

(i)
j )

∣∣∣∣∣ ≤ 2(1 + τ∆t)

(
|v̂(0)j |+

f̂∞
j

λj

)
.

Thanks to the Proposition 2.2, we deduce

|ê(k)j | ≤


2∆tλj

(
|v̂(0)j |+

f̂∞
j

λj

)
j ≤ m,

2∆t|λj − τ |

(
|v̂(0)j |+

f̂∞
j

λj

)
else.

This gives the conclusion.

• Now, consider Algorithm 4 which is similar to the previous one. For all 1 ≤ j ≤ N and

k ≥ 0 we define ωj =
1 + τ∆t

1 + ∆t(τ + λj)
. Note that ωj ∈ [0, 1]. If j ≤ m, we have ê

(k)
j = 0.

Hence, we obtain∣∣∣∣∣
k−1∑
i=0

ωk−i−1
j

(
v̂
(i+1)
j − v̂

(i)
j

)∣∣∣∣∣ ≤ (1 + ∆t(τ + λj))

(
|v̂(0)j |+

f̂∞
j

λj

)
,

which gives

|ê(k)j | ≤


0 j ≤ m,

2∆tτ

(
|v̂(0)j |+

f̂∞
j

λj

)
else.

The conclusion is deduced from (10).

Remark 2.4 As it will be observed in forthcoming simulations, the bounds given for Algorithm

3 overestimates ∥ê(k)∥22. Indeed, in order to guarantee the stability we choose at best τ =
ρ(A)

2
=

λN

2
. Then, the estimate gives:

∥ê(k)∥22 ≤ 4∆t2

 m∑
j=1

(
λj |v̂(0)j |+ f̂∞

j

)2
+

N∑
j=m+1

(
1− τ

λj

)2 (
λj |v̂(0)j |+ f̂∞

j

)2 ,

≤ 4τ2∆t2
N∑
j=1

(
|v̂(0)j |+

f̂∞
j

λj

)2

.
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For the Algorithm 4, inequality is similar but considering all frequencies in the sum instead of
only high frequencies. However, the approach is maintained to fix the ideas that will be used for
nonlinear equations.

In practice, it is useful to know λm (and thus m) to ensure the difference e(k) between the
solution generated by a stabilized scheme and Backward Euler’s is smaller than a fixed threshold.
This is the purpose of the following result.

Corollary 2.5 We consider Algorithm 4. Let C be a given real positive constant. Assume that

i)
N∑

j=m+1

|v̂(0)j |2 ≤ C2

16τ2
,

ii) λm+1 ≥
4τ

C

√√√√ N∑
j=m+1

|f̂∞
j |2,

then ∥ê(k)∥2 ≤ C∆t for all k ≥ 0.

Proof. We have ∥ê(k)∥22 ≤ 4τ2∆t2

 N∑
j=m+1

|v̂(0)j |2 +
(f̂∞

j )2

λ2
m+1

 which is smaller than C2∆t2 if

and only if C2 − 8τ2
N∑

j=m+1

|v̂(0)j |2
λ2

m+1 − 8τ2
N∑

j=m+1

|v̂(0)j |2(f̂∞
j )2 ≥ 0.

This condition is satisfied. Indeed, we haveC2 − 8τ2
N∑

j=m+1

|v̂(0)j |2
λ2

m+1 − 8τ2
N∑

j=m+1

|v̂(0)j |2(f̂∞
j )2,

≥ C2

2
λ2
m+1 − 8τ2

N∑
j=m+1

(f̂∞
j )2 using i),

≥ C2

2

λ2
m+1 −

16τ2

C2

N∑
j=m+1

(f̂∞
j )2

 ,

≥ 0 using ii).

2.3 Space discretization

Before presenting the first numerical results, we introduce the space discretization that will
be used in the simulations done. In the latter, we focus on a finite difference scheme with

14



Neumann boundary condition. Let the regular 1D grid designed with the nodes xj = j∆x
where 1 ≤ j ≤ N . The integer N ∈ N∗ corresponds to the number of grid points. The step is

∆x =
L

N − 1
where L is the domain length.

We use a second order discretization for the discrete Laplacian operator:

∂2
xu(xj) ≈

u(xj+1)− 2u(xj) + u(xj−1)

∆x2
.

If associated to Neumann boundary condition, it is related to the matrix

A1D =
1

∆x2


1 −1
−1 2 −1 (0)

. . .
. . .

. . .

(0) −1 2 −1
−1 1

 ∈ MN (R). (11)

Let U = [u(x1), · · · , u(xN )]T then we have (A1DU)j ≈ −∂2
xU(xj) and (A2

1DU)j ≈ ∂4
xU(xj),

adding appropriate boundary conditions. For two- and three-dimensional differential equations
considered, the discrete Laplacian is obtained by using Kronecker’s products (symbolized with
⊗). In a square grid with N ×N regularly spaced points, the matrix becomes

A2D = A1D ⊗ IdN + IdN ⊗A1D.

In a cubic grid with N ×N ×N points, it is

A3D = A1D ⊗ IdN ⊗ IdN + IdN ⊗A1D ⊗ IdN + IdN ⊗ IdN ⊗A1D.

Remark 2.6 Linear systems based on this discretization can be solved efficiently thanks discrete
cosinus transform (see [6] and reference therein).

2.4 Numerical results for the linear equation

In this section, we compare different simulations for the one dimensional heat equation (5) on
the domain Ω = [0, 1]. Solutions are computed by using the stabilized Algorithms 3 and 4. The
difference between IMEX and stabilized solutions are compared to the estimates obtained in
Theorem 2.3.
The initial state u0 and the right hand side function f are given by the following examples.

To simplify the analysis and for a sake of clarity, in each example we have

∫ 1

0
u0(x)dx =∫ 1

0
f(x, t)dx = 0 and thus û

(k)
1 = f̂

(k)
1 = 0 for all t ≥ 0 and k ∈ N. If this assumption is not

numerically exactly satisfied, a mass conservation projector is added in algorithms to avoid the
accumulation of rounding errors that would reduce the accuracy (see [6], RSS modified with
projection approach, for more details).
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Example 2.7 : Gaussian function. Initial function is

u0(x) = exp
(
−100(x− 0.5)2

)
, (12)

which is a regular function and f(x, t) = sin(10πx) sin(5t).

Example 2.8 : regularized triangular function with forcing function. The forcing function f is
such that the exact solution is

u(x, t) = 10

100∑
ℓ=1

(
sin(j)

πℓ

)2

cos(2π(x− 1/2)ℓ) exp(sin(t)). (13)

Figure 1: Initial functions u0 considered to solve equation (5). Left plot: function (12); Right
plot : function (13).

In Figure 2, we plot the absolute value of vector v̂(0) = P T v(0) when discretized with N =
1024 points. It corresponds to the initial value written in eigen-vector basis (w1, w2, · · · , wN ).

Figure 2: Vector |P Tu(0)| where u(0) is written in the eigenvector basis and discretized with
N = 1024 points. Left plot : function (12); Right plot: function (13).
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First, considering the Gaussian function (12), half of the values are 0 (up to the machine
precision) due to symmetry properties. More precisely, only 16 values are larger than 10−10.
Similarly, half of the values are larger than 10−10 for the triangular function (13) but values
decrease significantly from the 200-th.
The vector v̂(0) has an important role in the errors estimates and thus in errors measured
in simulations. To illustrate this, we analyze max

k
∥v(k) − u(k)∥2 where v(k) is computed with

Backward Euler’s scheme (Algorithm 5) and u(k) is computed with stabilized Algorithms 3 and
4. Results are plotted in Figures 3 and 4 with ∆t = 0.01 and N = 1024 for different values m.
The final time is T = 5.

Due to stability property, results with Algorithm 3 are not plotted if τ ≤ ρ(A)

2
≈ 2.0831× 106.

Figure 3: Example 2.7. Maximum difference max
k

∥v(k) − u(k)∥2 where v(k) is computed with

Alg. 5 and u(k) computed with Alg. 4 (plots 1-3) and Alg. 3 (plot 4). The final time is T = 5.
The numerical parameters are N = 1024 and ∆t = 0.01.
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Figure 4: Example 2.8. Maximum difference max
k

∥v(k) − u(k)∥2 where v(k) is computed with

Alg. 5 and u(k) computed with Alg. 4 (plots 1-3) and Alg. 3 (plot 4). The final time is T = 5.
The numerical parameters are N = 1024 and ∆t = 0.01.

In our experiments, max
k

∥u(k) − v(k)∥2 is overestimated by the formulas in Theorem 2.3.

However, in all cases values max
k

∥v(k) − u(k)∥2 are related to the eigenvector decomposition

P T v(0). Thus, the estimate gives an idea of the difference. Furthermore Implicit-Implicit sta-
bilized scheme give the same results than Backward Euler’s scheme as soon as the eigenvector
decomposition is sufficient (i.e. m large enough) and thus max

k
∥u(k) − v(k)∥2 = 0.

We do not find this property with Implicit-Explicit stabilization due to the scheme’s construc-
tion. Even if the full eigenvector basis is considered, the scheme does not give the same solution
than those given by Backward Euler’s scheme. It was predictable thanks to Proposition 2.2 in
which the error is never 0.
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3 High mode stabilization for nonlinear Equation

In this section, we consider the nonlinear equation

du

dt
+Au+ f(u) = 0, t > 0, (14)

u(0) = u0 ∈ RN , (15)

where f is a given function, F is an anti-derivative of f (i.e. F ′ = f) and A is a semi-definite
symmetric positive matrix. Denoting 1 = [1, · · · , 1]T ∈ RN and < ·, · > the Euclidian scalar
product in RN , the energy

E(u) =
1

2
< Au, u > + < F (u),1 >

is decreasing in the sense that
dE(u)

dt
≤ 0 if u satisfies (14). The aim of the stabilization is to

obtain an equivalent of this property, when discretizing in time, with weak restrictions on the
time step ∆t.

3.1 Stabilization strategy

We adapt the stabilization technique introduced in [1] when using a bi-grid approach with finite
elements to the spectral case. The key idea is to concentrate the computational effort on the
low mode components, by solving an unconditionally energy decreasing scheme. Conversely, we
use a stabilized IMEX scheme on the high mode ones. It can be seen as a predictor-corrector
scheme in which the prediction is realized on a small dimensional space (that of low modes), the
correction being applied on the whole space by combining an IMEX scheme and a high mode
smoothing (see also [7]).
We keep the notation used in the linear case and adapt the stabilization strategy to (14). We
propose the following algorithm:

Algorithm 6 :Implicit-stabilized

1: Set ŷ(0) = P T
mu(0)

2: for k = 0, 1, · · · do

3: Solve
ŷ(k+1) − ŷ(k)

∆t + P T
mAPmŷ(k+1) +

P T
m

(
fi(Pmŷ(k+1)) + fe(Pmŷ(k)

)
= 0

4: Set y(k+1) = Pmŷ(k+1)

5: Solve u(k+1) − u(k)
∆t + Au(k+1) + τ(u(k+1) − u(k)) + f(u(k)) =

τ(y(k+1) − y(k))
6: end for

Functions fi and fe are the derivatives of Fi and Fe. Let u ∈ RN , we have F (u) = Fe(u) +
Fi(u) and f(u) = fe(u) + fi(u). Fi denotes the convex part of F and Fe corresponds to the
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contracting part. Thus, the inequalities < fi(u), u >≥ 0 and < fe(u), u >≤ 0 are satisfied for
all u ∈ RN . For all u and v in RN , we deduce

< Fi(u)− Fi(v),1 > ≤< fi(u), u− v > (16)

< Fe(u)− Fe(v),1 > ≤< fe(v), u− v > . (17)

Non-linear equation given at line 3 of Algorithm 6 is solved by using the Newton-Raphson
method. The computational cost is small because ŷk+1 ∈ Rm while uk+1 ∈ RN with m ≪ N .
It corresponds to low frequencies resolution when applying a Convex Splitting (unconditionally
stable) while Line 5 corresponds to an IMEX stabilization acting only on high frequencies.

3.2 Energy decay and error estimates

The obtained scheme is energy stable in the sense of the following proposition.

Proposition 3.1 Assume 1 ∈ Span(w1, · · · , wm). Let f be C1(R) and F be an anti-derivative
of f . Assume that L = ∥f ′∥∞ < ∞ and F be a real function bounded from below. Under one of
the following assumptions :

• τ ≥ L;

• τ < L and ∆t ≤ 2

L− τ
;

Algorithm 6 satisfies

E(u(k+1))− E(u(k)) ≤ τ∆t

2
(ELF(y

(0))− Emin),

where ELF(y) =
1

2
< Ay, y > + < PmP T

mF (y),1 > is the low frequencies energy and Emin ∈ R
is the minimal possible energy.

Proof. Consider the convex and contracting parts of the low frequency energy:

Ei(ŷ) =
1

2
< Ay, y > + < PmP T

mFi(y),1 >,

Ee(y) =< PmP T
mFe(y),1 > .

For all ϕ and η in RN ,

Ei(ϕ)− Ei(η) =
1

2
< Aϕ, ϕ > −1

2
< Aη, η > + < PmP T

m (Fi(ϕ)− Fi(η)) ,1 >,

=< Aϕ, ϕ− η > −1

2
< A(ϕ− η), ϕ− η > + < PmP T

m (Fi(ϕ)− Fi(η)) ,1 >

=< Aϕ, ϕ− η > −1

2
< A(ϕ− η), ϕ− η > + < Fi(ϕ)− Fi(η),1 >,

because 1 ∈ Span(w1, · · · , wm),

≤< Aϕ, ϕ− η > + < Fi(ϕ)− Fi(η),1 >

≤< Aϕ, ϕ− η > + < fi(ϕ), ϕ− η > thanks to (16).
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Furthermore, considering the contracting part, we have

Ee(ϕ)− Ee(η) =< PmP T
m(Fe(ϕ)− Fe(η)),1 >,

=< Fe(ϕ)− Fe(η),1 >,

≤< fe(η), ϕ− η > thanks to (17).

The two previous inequities lead to the decrease of low frequency energy. Indeed, we have

ELF(y
(k+1))− ELF(y

(k)) = Ei(y
(k+1))− Ei(y

(k)) + Ee(y
(k+1))− Ee(y

(k)),

≤< Ay(k+1) + fi(y
(k+1)) + fe(y

(k), y(k+1) − y(k) > .

By definition of the sequence (y(k)), we deduce

E(y(k+1))− E(y(k)) ≤ − 1

∆t
∥y(k+1) − y(k)∥22. (18)

On the other hand, multiplying the line 5 of Algorithm 6 by u(k+1) − u(k), we obtain(
1

∆t
+ τ

)
∥u(k+1) − u(k)∥22 +

1

2
< Au(k+1), u(k+1) > −1

2
< Au(k), u(k) > + · · ·

· · ·+ 1

2
< A(u(k+1) − u(k)), u(k+1) − u(k) > + < f(u(k)), u(k+1) − u(k) >= · · ·

· · · τ < y(k+1) − y(k), u(k+1) − u(k) > .

Considering ∥f ′∥∞, E(u(k+1)) and E(u(k)), we deduce(
1

∆t
+ τ − L

2

)
∥u(k+1) − u(k)∥22 + E(u(k+1))− E(u(k)) ≤ τ < y(k+1) − y(k), u(k+1) − u(k) > .

The Holder’s inequality leads to(
1

∆t
+ τ − L

2

)
∥u(k+1) − u(k)∥22 +E(u(k+1))−E(u(k)) ≤ τ

2
∥y(k+1) − y(k)∥22 +

τ

2
∥u(k+1) − u(k)∥22.

With the previous inequality and the stability result (18), we deduce(
1

∆t
+

τ − L

2

)
∥u(k+1) − u(k)∥22 + E(u(k+1))− E(u(k)) ≤ τ∆t

2

(
E(y(k))− E(y(k+1))

)
.

Under the assumption τ ≥ L, we have
1

∆t
+

τ − L

2
≥ 0. It leads to

E(u(k+1))− E(u(k)) ≤ τ∆t

2

(
E(y(k))− E(y(k+1))

)
.

The sequence (E(y(k)))k is bounded from below by Emin and decreasing. Thus, we obtain the
desired result :

E(u(k+1))− E(u(k)) ≤ τ∆t

2
(E(y(0))− Emin).

Otherwise, under the assumption τ ≤ L, the value
1

∆t
+

τ − L

2
is positive only if ∆t ≤ 2

L− τ
.

The rest of the proof is unchanged.
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Remark 3.2 • Emin exists since A is positive and u 7→ F (u) is bounded from below.

• The key inequality is (18). If we consider any energy decreasing scheme instead of the
convex splitting, the stabilized scheme satisfies Proposition 3.1.

• Proposition 3.1 does not imply energy decreasing (i.e. E(u(k)+1) ≤ E(u(k)) for all k ≥ 0)
but it leads to E(u(k+1)) ≤ E(u(k)) +O(τ∆t).

• Assumption 1 ∈ Span(w1, · · · , wm) is not very restrictive in practice. It is typically satisfied
with Neumann or Periodic boundary conditions and a finite difference method as in our
expriments with Allen-Cahn and Swift-Hohenberg equations.

Now, we analyze the error with the continuous solution of (3). We start with the following
lemma.

Lemma 3.3 Let u ∈ C2(R) and R(k+1) =
u(t(k+1))− u(t(k))

∆t
− du

dt
(t(k+1)) for all k ∈ N. Then

we have

2∥R(k+1)∥22 ≤
∆t

3

∫ t(k+1)

t(k)

∥∥∥∥d2udt2
(s)

∥∥∥∥2
2

ds

∥u(t(k+1))− u(t(k))∥22 ≤ ∆t2
∥∥∥∥dudt (t(k+1))

∥∥∥∥2
2

+
∆t3

3

∫ t(k+1)

t(k)

∥∥∥∥d2udt2
(s)

∥∥∥∥2
2

ds.

Proof. The result follows from a consequence of Taylor’s inequalities.
Let u : t 7→ u(t) be the solution of (3). Sequences (u(k)) and (y(k)) are generated by

Algorithm 6. Consider the error at time t(k):

e(k) = u(t(k))− u(k).

We can establish the following result:

Theorem 3.4 Let T > 0. Assume u : t 7→ u(t) ∈ C2([0, T )) and τ ≥ L = ∥f ′∥∞. If there exists

C > 0 such that for all 0 ≤ k ≤ ⌊ T

∆t
⌋ − 1:

∥z(k+1) − z(k)∥22 ≤
C∆t2

τ2
,

with z(k) = u(t(k))− y(k), then we have

∥e(k)∥22 ≤ ∆t2

(
CT +

2∆t

3

∫ T

0

∥∥∥∥d2udt2
(s)

∥∥∥∥2
2

ds+ T max
σ∈[0,T ]

∥∥∥∥dudt (σ)
∥∥∥∥2
2

)
exp (2T (1 + 2L)) .

Proof. Sequence (u(k)) is generated by

u(k+1) − u(k)

∆t
+ τ(u(k+1) − u(k)) +Au(k+1) + f(u(k)) = τ(y(k+1) − y(k)),
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while (u(t(k))) satisfies

du

dt
(t(k+1)) + τ(u(t(k+1))− u(t(k))) +Au(t(k+1)) + f(u(t(k+1))) = τ(u(t(k+1))− u(t(k))).

Taking the difference, and considering the definition of R(k+1), we have

−R(k+1) +
e(k+1) − e(k)

∆t
+ τ(e(k+1) − e(k)) +Ae(k+1) + f(u(t(k+1)))− f(u(k)) = τ(z(k+1) − z(k)).

Rearranging these terms, we deduce(
1

∆t
+ τ

)
(e(k+1) − e(k)) +Ae(k+1) = τ(z(k+1) − z(k)) +R(k+1) + f(u(k))− f(u(t(k+1))).

Multiplying by e(k+1), and since < Ae(k+1), e(k+1) >≥ 0 and

< e(k+1) − e(k), e(k+1) >=
1

2

(
∥e(k+1)∥22 − ∥e(k)∥22 + ∥e(k+1) − e(k)∥22

)
,

we obtain the following inequality

(1 + τ∆t)
(
∥e(k+1)∥22 − ∥e(k)∥22 + ∥e(k+1) − e(k)∥22

)
≤ 2∆t < R(k+1), e(k+1) >

+ 2τ∆t < z(k+1) − z(k), e(k+1) > (19)

+ 2∆t < f(u(k))− f(u(t(k+1))), e(k+1) > .

Each term of the right hand side of the previous inequality is considered. We start by noticing
that

2∆t < R(k+1), e(k+1) > ≤ 2∆t∥R(k+1)∥2∥e(k+1∥2 using Cauchy-Schwarz inequality,

≤ ∆t∥R(k+1)∥22 +∆t∥e(k+1)∥22 using Young inequality.

The second term is estimated by the same method:

2τ∆t < z(k+1) − z(k), e(k+1) >≤ ∆tτ2∥z(k+1) − z(k)∥22 +∆t∥e(k+1)∥22.

We consider the third term :

2∆t < f(u(k))− f(u(t(k+1))), e(k+1) >≤ 2∆t∥e(k+1)∥2 · ∥f(u(k))− f(u(t(k+1)))∥2,

≤ 2∆t∥e(k+1)∥2
(
∥f(u(k+1))− f(u(k))∥2 + ∥f(u(k+1))− f(u(t(k+1)))∥2

)
≤ 2L∆t∥e(k+1)∥2

(
∥u(k+1) − u(k)∥2 + ∥u(k+1) − u(t(k+1))∥2

)
because ∥f ′∥∞ = L,

≤ 2L∆t∥e(k+1)∥2
(
∥e(k+1) − e(k)∥2 + ∥u(t(k+1))− u(t(k))∥2 + ∥e(k+1)∥2

)
using triangular inequality,

≤ 4∆tL∥e(k+1)∥22 +∆tL∥e(k+1) − e(k)∥22 +∆tL∥u(t(k+1))− u(t(k))∥22
with Young inequality.
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Combining the above inequalities into (19), we obtain

(1 + τ∆t)(∥e(k+1)∥22 − ∥e(k)∥22) + (1 + ∆t(τ − L))∥e(k+1) − e(k)∥22 ≤ 2∆t(1 + 2L)∥e(k+1)∥22
+∆t∥R(k+1)∥22 +∆tτ2∥z(k+1) − z(k)∥22 +∆t∥u(t(k+1))− u(t(k))∥22.

However τ ≥ L, and there exist C > 0 such that ∥z(k+1) − z(k)∥22 ≤
C∆t2

τ2
. Then, we have

(1 + τ∆t)(∥e(k+1)∥22 − ∥e(k)∥22) ≤ 2∆t(1 + 2L)∥e(k+1)∥22 +∆t∥R(k+1)∥22
+ C∆t3 +∆t∥u(t(k+1))− u(t(k))∥22.

Using Lemma 3.3, we deduce

∥e(k+1)∥22 − ∥e(k)∥22 ≤ 2∆t(1 + 2L)∥e(k+1)∥22 +
∆t3

3

∫ t(k+1)

t(k)

∥∥∥∥d2udt2
(s)

∥∥∥∥2
2

ds

+ C∆t3 +∆t3
∥∥∥∥dudt (t(k+1))

∥∥∥∥2
2

.

Summing up this inequality from k = 0, · · · ⌊ T
∆t⌋ − 1, and since ∥e(0)∥2 = 0, we obtain

∥e(N+1)∥22 ≤ 2∆t(1 + 2L)
N∑
k=0

∥e(k+1)∥22 + C(N + 1)∆t3 + · · ·

· · ·+ 2∆t3

3

∫ T

0

∥∥∥∥d2udt2
(s)

∥∥∥∥2
2

ds+∆t3
N∑
k=0

∥∥∥∥dudt (t(k+1))

∥∥∥∥2
2

.

Thus, we have

∥e(N+1)∥22 ≤ CT∆t2 +
2∆t3

3

∫ T

0

∥∥∥∥d2udt2
(s)

∥∥∥∥2
2

ds+ T∆t2 max
0≤k≤⌊T/∆t⌋−1

∥∥∥∥dudt (t(k+1))

∥∥∥∥2
2

+ · · ·

· · ·+ 2∆t(1 + 2L)

N∑
k=0

∥e(k+1)∥22.

We conclude by using the discrete Gronwall lemma.

Remark 3.5 The condition ∥z(k+1) − z(k)∥2 = O
(
∆t

τ

)
can give a criterion for choosing τ ,

and make it vary in time. Indeed, once ∆t fixed, we can write

τ =
C∆t

∥z(k+1) − z(k)∥2
≈ C∥∥∥∥∂z∂t (t(k))

∥∥∥∥
2

,

for a specific C > 0. This can be an argument to develop adaptive versions of the stabilization.
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3.3 Numerical simulations

In this section, we consider two partial differential equations : Allen-Cahn equation and Swift-
Hohenberg equation., both associated with homogeneous Neumann boundary conditions (11).
Discretization of the laplacean operator is adapted in two and three dimension using the Kro-
necker product, as presented in Section 2.4.
The purpose here is to analyze the effect of the Algorithm 6. It is compared to different stabilized
and convex splitting schemes.

3.3.1 Allen-Cahn equation

The Allen-Cahn equation was initially introduced to describe the process of phase separation in
iron alloys [3]. It writes as

∂u

∂t
−∆u+ f(u) = 0, x ∈ Ω; t ≥ 0,

∂u

∂n
= 0, t ≥ 0,

u(0, x, y) = u0(x, y), (x, y) ∈ Ω.

(20)

The linear part of the equation is obtained by discretizing −∆. Function f is the potential

that will be taken as the Landau-Lipschitz one f(u) = F ′(u) where F (u) =
1

4ε2
(u2 − 1)2. The

transition phase parameter is ε > 0. Typically, it is chosen close to 0 which makes the equation
difficult to solve (numerically).
The two important following properties are satisfied by the solution of (20), and numerical
scheme should reproduce them, at least numerically :

• Energy decreasing: as (20) is a gradient flow of energy, the energy

E(u) =
∫
Ω

(
1

2
∥∇u∥2 + F (u)

)
dx,

is time decreasing. The discrete energy is E(u) =
1

2
< Au, u > + < F (u),1 >, where A

corresponds to the discrete Laplacian.

• The maximum principle: function u is bounded in time. For all t ≥ 0, we have the
inequality ∥u(t, ·)∥L∞(Ω) ≤ u∞.

Before considering time integrators, we define the convex and contracting parts of F by

fi(u) =
1

ε2
u3 and fe(u) = − 1

ε2
u. For solving numerically the equation (20), we chose to use

Algorithm 6 for which the error estimates require to have ∥f ′∥∞ < ∞. It is a common constraint,
not too restrictive because the solution is expected to be bounded. For this reason, as in [26],
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we replace F by the function FM :

FM (u) =



1

ε2

(
3M2 − 1

2
u2 + 2M3u+

1

4
(3M4 + 1)

)
if u ≤ −M

1

4ε2
(u2 − 1)2 if u ∈ [−M,M ]

1

ε2

(
3M2 − 1

2
u2 − 2M3u+

1

4
(3M4 + 1)

)
if u ≥ M.

We denote fM = F ′
M . In our case, the choice M = 2 is satisfactory. Thanks to the proposition

3.1, the energy is mainly decreasing as long as τ ≥ ∥f ′
M∥∞ =

3M2 − 1

ε2
. Two experiments are

done to analyze the properties of the new stabilized Algorithm 6. The results are compared to
those obtained with the two following schemes:

• Stabilized scheme [9, 26]:

u(k+1) − u(k)

∆t
+Au(k+1) + fM (u(k)) + τ(u(k+1) − u(k)) = 0, (21)

which is first order accurate and linear. It is energy decreasing if τ ≥ ∥f ′
M∥∞ =

3M2 − 1

ε2
.

However, the dynamic of the solution could be slowed down when τ is large because the
stabilization affects all frequencies.

• Convex splitting time scheme [12]:

u(k+1) − u(k)

∆t
+Au(k+1) + fi(u

(k+1)) + fe(u
(k)) = 0, (22)

which is first order accurate. The non-linear equation is solved with a Newton-Raphson
method at each time iterate.

Example 3.6 We consider the Allen-Cahn model in the domain Ω = [−1, 1]2 with the transition
phase parameter ε = 0.02. The initial state is suggested by [21]:

u0(x, y) =− tanh

(
(x− 0.3)2 + y2 − 0.22

ε

)
tanh

(
(x+ 0.3)2 + y2 − 0.22

ε

)
× tanh

(
x2 + (y − 0.3)2 − 0.22

ε

)
tanh

(
x2 + (y + 0.3)2 − 0.22

ε

)
.

It corresponds to four smoothed circles.

Using schemes previously introduced, we compute the numerical solutions. These solutions
are plotted at time t = 0.005, t = 0.025 and t = 0.05 in Figure 5. Simulations are computed on
a 128× 128 grid, with the time step ∆t = 10−3. To ensure stability, scheme (21) and Algorithm
6 are used with τ = 30000.
It is remarkable that only a small number of m eigenvectors (relative to the size of the grid) is
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sufficient to calculate the solution accurately. The solutions are close to those calculated with
(22). However, if m is too small, the accuracy is poor.

Figure 5: Example 3.6. Comparison of solutions computed with scheme (22) (first column), Alg.
6 (columns 2 and 3), stabilized scheme (21) (last column). The grid is 128× 128, the time step
is ∆t = 10−3. Row correspond to t ∈ {0.005, 0.025, 0.05}.

Figure 6 shows the energy history for each time integrator. The Algorithm 6, with m = 1000,
is the closest to the convex splitting scheme. This was expected from the construction of the
scheme. Conversely, the energy is far from that expected when m = 200. The energy decreases
in the simulations realized for all the time integrators.
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Figure 6: Example 3.6. History of energy with the scheme (22), Algorithm 6 and stabilized
Scheme (21). The grid is 128× 128, the time step is ∆t = 10−3.

Example 3.7 The second experiment consists in solving the three dimensional Allen-Cahn
model in Ω = [0, 1]3. As in the previous example, the transition phase parameter is ε = 0.02.
Simulation are done starting with a random initial state u0 ∈ [−1, 1].

Figure 7 corresponds to the solution computed with Algorithm 6 at different time. The grid
is 25× 25× 25 and the time step is ∆t = 10−2. The stabilization parameters are τ = 30000 and
m = 2000.

Figure 7: Example 3.7. Solutions computed with Algorithm 6. The grid is 25 × 25 × 25, the
time step is ∆t = 10−2, τ = 30000 and m = 2000.

In Figure 8, we plot the history of the u extreme’s and of energy. Maximum and minimum
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of u are close to ±1 but u is sometimes outside of [−1, 1]. As predicted by Proposition 3.1, the
energy is decreasing.

Figure 8: Example 3.7. History of energy with algorithm 6 (columns 2 and 3). The grid is
25× 25× 25, the time step is ∆t = 10−2, τ = 30000 and m = 2000.

3.3.2 Swift-Hohenberg equation

To study the pattern formation, the Swift-Hohenberg equation is commonly considered. Con-
versely to Allen-Cahn equation (20), linear part includes a bi-Laplacian and is given by (1+∆)2.
The model is 

∂u

∂t
+ (1 +∆)2u+ f(u) = 0, x ∈ Ω; t ≥ 0

∂u

∂n
= 0 =

∂3u

∂n3
, t ≥ 0

u(0, x, y) = u0(x, y), (x, y) ∈ Ω,

(23)

where f(u) = u3 − gu2 − εu is the derivative of F (u) =
1

4
u4 − g

3
u3 − ε

2
u2. Parameters ε and g

are positive values related to the physical context. The decreasing energy associated to (23) is

E(u) =
∫
Ω

(
1

2
u(1 + ∆)2u+ F (u)

)
dx. (24)

As in [17], we consider a modified version of F to ensure ∥f ′∥∞ < ∞ :

FM (u) =



(
3M

2

(
2g

3
+M

)
− ε

2

)
u2 +M2(g + 2M)u+M3

(
g

3
+

3M

4

)
if u ≤ −M,

1

4
u4 − g

3
u3 − ε

2
u2 if u ∈

[
−M,

2g

3
+M

]
,(

3M

2

(
2g

3
+M

)
− ε

2

)
u2 −

(g
3
+ 2M

)(2g

3
+M

)2

u if u ≥ 2g

3
+M,

where M > 0 is a truncation parameter. Thus, assumption ∥f ′
M∥∞ = 3M

(
2g

3
+M

)
− ε < ∞

is satisfied with fM = F ′
M . Furthermore, the convex splitting is used without truncated function
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FM . Convex and contracting parts are given by fi(u) = u3−gu2+
g2

3
u and fe(u) = −

(
g2

3
+ ε

)
u

(see [18] and reference therein).
In this example, A is the discretization of the linear part (1 + ∆)2. The properties of the scheme
detailed in Algorithm 6 are compared to those of the two following schemes.

• The non-iterative and unconditionally energy stable method [17] :

u(∗) − u(k)

∆t
+Au(∗) + τ(u(∗) − u(k)) + fM (u(k)) = 0 (25)

u(∗∗) −
(
−u(k)/2 + 3u(∗)/2

)
∆t/2

+Au(∗∗) + τ(u(∗∗) − u(∗)) + fM (u(∗)) = 0 (26)

u(k+1) −
(
−u(k)/2 + 5u(∗)/2− u(∗∗)

)
∆t/2

+Au(k+1) + τ(u(k+1) − u(∗∗)) + fM (u(∗∗)) = 0.

(27)

The scheme was initially introduced as a second order version of the stabilized scheme for
Cahn-Hilliard equation (see [16]). It corresponds to a more accurate version of the previous

stabilized scheme (21). It is unconditionally energy stable if τ ≥ 3M

(
2g

3
+M

)
− ε.

• The convex splitting scheme used in [18] is given by

u(k+1) − u(k)

∆t
+Au(k+1) + fi(u

(k+1)) + fe(u
(k)) = 0. (28)

It is first order accurate. As seen for Allen-Cahn equation, a nonlinear equation is solved
at each time step. This is done thanks a quasi-Newton Algorithm.

Three experiments are considered to analyze schemes introduced to solve equation (23).

Example 3.8 We consider equation (23) with Ω = [0, 40]2. Parameters are g = 0 and ε = 2.
The initial condition is

u0(x, y) =

{
1 if sin

(
2πy
10

)
+ 15 < x < cos

(
2πy
10

)
+ 25,

−1 otherwise.

In Figure 9, we plot the solution at time t = 40 obtained with 128 × 128 grid points and
∆t = 10−3 obtained with scheme (28). It is considered as a reference solution and it is in
accordance with the results available in the literature [17]. We plot the solution computed with
algorithm 6 compared to the solution computed with the stabilized scheme (25-27) plotted on
the last column. Different values of τ and m are considered. As expected, with the smallest
time step ∆t = 0.1, all solutions are acceptable in Figure 10. Energy histories, plotted in Figure
11, are close to the reference energy (black dashed line) even though the decay is slower as τ
increases.
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Figure 9: Example 3.8. Reference solution at time t = 40 computed with scheme (28). The grid
is 128× 128 and the time step is ∆t = 10−3.

Figure 10: Example 3.8. Comparison of solutions computed with algorithm 6 and stabilized
scheme (25-27). The grid is 64×64, the time step is ∆t = 0.1. Row correspond to τ ∈ {5, 10, 20}
and columns to m ∈ {300, 500, 1000}.
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Figure 11: Example 3.8. Comparison of energies related to solutions computed with algorithm 6
and stabilized scheme (25-27). The grid is 64× 64, the time step is ∆t = 0.1. Rows correspond
to τ ∈ {5, 10, 20} and columns to m ∈ {300, 500, 1000}.

Figure 12 shows the numerical solutions computed with the different time integrators using
∆t = 0.4, for different value of m and τ . Algorithm 6 is less impacted by the increase of τ
than stabilized scheme (25-26). This is observed even the scheme is second order accurate while
Algorithm 6 is only first order accurate. Histories of energies are plotted in Figure 13. As
mentioned previously, the decreasing of the energy is slowed down while τ increases, but the
decreasing of the energy with Algorithm 6, is less slowed down than (25-26). Also, we remind
that it would be desirable that m to be small to reduce the computational cost. However, the
accuracy is reduced when the number of eigenvectors is too small, so quantifying a compromise
is necessary.
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Figure 12: Example 3.8. Same than Figure 10 with ∆t = 0.4.

Figure 13: Example 3.8. Same than Figure 11 with ∆t = 0.4.

Example 3.9 The second test case analyzes the formation of patterns in the largest domain
Ω = [0, 128]2. Schemes are initialized with a randomized state bounded in [−1, 1]. We consider
ε = 0.25. Two behaviours are analyzed: with g = 0 or g = 1 (see [22] for comparison) .

In all simulations we done, we took τ = 20, which is enough to ensure unconditional stability.
The time step is ∆t = 1 and the grid is 128×128. The final time is t = 100. Results are compared
to those obtained with the convex splitting (28) in the same context.

In Figure 14, we plot the results with g = 0. As expected, stripes appear in the domain
Ω. the strips are not as visible with m small. Conversely, with m = 2000 (which corresponds
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to 12% of all eigenvectors), the accuracy is satisfactory. This is also visible on the history of
energy. The energy decay is slower at the beginning of the simulation but the energies remain
very similar.

Figure 14: Example 3.9 with g = 0. Comparison of solutions computed with algorithm 6 and
the convex splitting (28). The grid is 128 × 128, the time step is ∆t = 1. The number of
eigenvectors considered is m = 10, m = 1000 and m = 2000. Last column is obtained with the
convex splitting.

Figure 15 corresponds to the results with g = 1. Conversely to the previous experiment,
spots are expecting to appear but similarly the behaviour is more satisfactory if m increases.
Again, with m large, the energy history is closer to the one obtain with the convex splitting
(28).

34



Figure 15: Example 3.9 with g = 1. Same than Figure 14.

Example 3.10 This example is devoted to a three dimensional case. The domain is Ω = [0, 10]3.
We consider ε = 0.25, and g ∈ {0, 1}. The initial state is composed with randomized values in
[−1, 1].

In the experiment, the grid is 25× 25× 25 and the time step is ∆t = 0.5. The stabilization
parameter is τ = 20. The low frequency part is composed with m = 2000 eigenvectors which is
small compared to the 15625 grid points.

The solution at time t = 100 is plotted in Figure 16. Left plot is obtained with g = 0. The
final solution is bounded in [−0.6374; 0.6476]. The case g = 1 is shown on the right plot. Then
u evolves in [−0.6963; 1.4139].
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Figure 16: Example 3.10. Numerical parameters are 25 × 25 × 25, ∆t = 0.5, m = 2000 and
τ = 20. Solution is plotted at time t = 100 with g = 0 (left panel) and g = 1 (right panel).

In Figure 17, we represent the history of energy. It is decreasing as expected.

Figure 17: Example 3.10. Numerical parameters are 25 × 25 × 25, ∆t = 0.5, m = 2000 and
τ = 20. History of energy with g ∈ {0, 1}.

4 Concluding remarks

We here proposed and analyzed new times iteration algorithms derived from IMEX schemes,
and which are based on proper eigendecomposition. This situation needs to be considered at
first before adapting the procedure to other spatial discretizations, such as, e.g. orthogonal
polynomials; it can be also applied to any kind of discretization if used together with a filtering
pre-processing that allows an efficient separation between low and large frequency components.
The numerical results we obtain are encouraging:
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• they concern significative cases: Allen-Cahn and Swift-Hohenberg equations in two and
three-dimensional domains. The Long-time simulations performed, and the resulting pat-
terns are compared to reference schemes. The results are satisfactory, provided the eigen-
basis is large enough. Whatever, the number of eigenvectors that seems to be required is
always much more smaller than the dimension of the ambiant space.

• they validate the compromise between stability, reduced computational cost, and precision,
allowed by the separation in frequency of the signal, and agree with the formal analysis of
the time schemes.

• The stabilization process mainly affects the high frequencies, leading to less slow down of
the dynamics as compared to fully stabilized schemes. Furthermore, the implicit equation
is solved efficiently as it only involves low frequencies

This motivates to adapt our approach to other discretization methods in space, then to the
simulation of a larger family of nonlinear parabolic PDEs.

5 Appendix

5.1 Practical numerical implementation: Locally Optimal Block Precondi-
tioned Conjugate Gradient (LOBPCG)

The schemes detailed in this document are based on the calculation of the eigen-elements of
a stiffness matrix A. They can be computed by solving an optimisation problem. This type
of problem has been considered, for example, in [15, 23]. To avoid the computation of all the
eigen-elements, we have introduced a scheme that uses only the first m eigen-elements of A.
These can be computed using the Locally Optimal Block Preconditioned Conjugate Gradient
(LOBPCG) algorithm.

LOBPCG is a matrix-free method aimed at finding the smallest eigenvalues and associated
eigenvectors of a symmetric positive definite generalized eigenvalue problem

Ax = λBx,

where both A and B are hermitian matrices, B is definite and positive. The key idea is to
minimize a Rayleigh ratio. Let us recall briefly the principle of the LOBPCG method detailed
in [14].

We consider first the vector case. The vector associated to the smallest eigenvalue minimizes
the Rayleigh quotient:

r(x) =
< x,Ax >

< x,Bx >
.

A way to compute it numerically is to apply a gradient-like method. The method generates a
sequence (x(k)) that converges to the eigenvector associated to the desired eigenvalue.

As we have ∇r(x) =
2

< x,Bx >
(Ax− r(x)Bx), we define the iterations of a gradient method by

x(k+1) = x(k) − αk∇r(x(k)).
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αk minimises the Rayleigh quotient r(x(k+1)). Thus, vector x(k+1) belongs in the subspace
Span(x(k), r(k)) where r(k) = Ax(k) − r(x(k))Bx(k). In order to improve the convergence proper-
ties, in LOBPCG algorithm, the subspace is enhanced with x(k−1). Then, x(k+1) is computed
thanks the Rayleigh–Ritz method such that:

x(k+1) = argmin
x∈Span(x(k),r(k),x(k−1))

r(x).

Now, if K is a pre-conditioner of A, we can compute the preconditioned gradient

∇Kr(x) = K−1∇r(x) =
2

< x,Bx >
K−1(Ax− r(x)Bx).

and x(k+1) is computed in the subspace Span(x(k), w(k), x(k−1)) where Kw(k) = r(k). However,
in practice, x(k) and x(k−1) become co-linear when the sequence converges. For this reason,
subspace Span(x(k), w(k), x(k−1)) is replaced by Span(x(k), w(k), p(k)) where p(k) is computed in
such a way the subspace is unchanged.

To compute them smallest eigenvalues and associated eigenvectors, the vector x(k) is replaced

by the block matrix X(k) = [x
(k)
1 , x

(k)
2 , · · · , x(k)m ] and r(k) by R(k) = [r

(k)
1 , r

(k)
2 , · · · , r(k)m ] where

r
(k)
i = Ax

(k)
i − r(x

(k)
i )Bx

(k)
i . The method writes as

Algorithm 7 :LOBPCG

1: Let X(0) and P (0) = (0) given block matrices
2: for k = 0, 1, · · · do
3: Set R(k) = AX(k) − r(X(k))BX(k)

4: Solve KW (k) = R(k)

5: Set X(k+1) = argmin
X∈Span(X(k),W (k),P (k))

r(X) thanks to Rayleigh–Ritz

method.

6: x
(k+1)
j =

m∑
j=1

τ
(k)
j x

(k)
j + α

(k)
j w

(k)
j + γ

(k)
j p

(k)
k .

7: Set pj =
m∑
j=1

α
(i)
j w

(i)
j + γ

(i)
j p

(i)
j ,

8: end for

The generated sequence (X(k)) converges to the m eigenvectors that minimizes the Rayleigh
ratio r(x).

Remark 5.1 • An efficient implementation of LOBPCG is given in [10]. This version is
more stable than algorithm 7 but it is less natural.

• As mentioned in [13], algorithm 7 is available in various implementations. Without been
exhaustive, we refer to the MATLAB implementation in https: // github. com/ lobpcg/

blopex/ and to the Python’s library numpy.

38

https://github.com/lobpcg/blopex/
https://github.com/lobpcg/blopex/


Acknowlegments : part of this work was done during visits of the second author at Laboratoire
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