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Properties of periodic Dirac–Fock functional and minimizers

Isabelle Catto∗ Long Meng†

Abstract

Existence of minimizers for the Dirac–Fock model for crystals was recently proved by
Paturel and Séré and the authors [9]. In this paper, inspired by Ghimenti and Lewin’s
result [12] for the periodic Hartree–Fock model, we prove that the Fermi level of any
periodic Dirac–Fock minimizer is either empty or totally filled when α

c ď Ccri and α ą 0.
Here c is the speed of light, α is the fine structure constant, and Ccri is a constant
only depending on the number of electrons and on the charge of nuclei per cell. More
importantly, we provide an explicit upper bound for Ccri.

Our result implies that any minimizer of the periodic Dirac–Fock model is a projector
when α

c ď Ccri and α ą 0. In particular, the non-relativistic regime (i.e., c " 1) and the
weak coupling regime (i.e., 0 ă α ! 1) are covered.

The proof is based on a delicate study of a second-order expansion of the periodic
Dirac–Fock functional composed with a retraction that was introduced by Séré in [23] for
atoms and molecules and later extended to the case of crystals in [9].

1 Introduction

The Hartree–Fock (HF) model is commonly used in non-relativistic chemistry and quantum
physics to calculate ground- or bound state energies of atoms and molecules. In this model, the
state of the electrons is represented by a so-called density matrix γ which is a self-adjoint trace-
class operator 0 ď γ ď 1 acting on the space L2pR3;Cq. Its finite trace represents the number
N of electrons (N P N˚:“ Nzt0u). When the nuclear charge Z ą N ´ 1, existence of a ground
state for the HF model expressed in terms of N -particle wave-functions goes back to Lieb and
Simon [18]. This existence result has been extended later to excited states by Lions [19] (see
also the recent review paper by Bach [2] and the references therein). Existence of minimizers for
the HF functional involving one-particle density matrices is due to Lieb [16] (see also Bach [1]).
Additionally, it is shown in [16] that any HF minimizer γ is automatically a projector of the
form γ “

řN
n“1 |ψn〉 〈ψn| with the ψi’s being the eigenfunctions corresponding to the smallest

eigenvalues (counted with multiplicity) of the mean-field self-adjoint HF operator Hγ ,

Hγψn “ εnψn,

with spectrum σpHγq “ tε1 ď ε2 ď ¨ ¨ ¨ ď εN ď ¨ ¨ ¨ u Y r0,`8q where εj ă 0 for any j P N˚.
Furthermore, Bach, Lieb, Loss, and Solovej proved that shells are always completely filled
in the HF model [3]. Mathematically, this property writes εN ă εN`1. In particular, any
minimizer of the HF functional solves the following self-consistent equation

γ “ 1p´8,εN spHγq,
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where 1IpHq denotes the spectral projection of the self-adjoint operator H on the set I Ă R.
Efficient numerical methods in the HF theory rely on these properties (see e.g., [7]).

This result has been later extended by Ghimenti and Lewin in [12] to the periodic HF
model for neutral crystals introduced and studied by Catto, Le Bris and Lions in [8]. They
proved that any minimizer γ of the periodic HF energy is always a projector (of infinite rank),
that solves the self-consistent equation

γ “ 1p´8,νqpHγq ` ε1tνupHγq (1.1)

with ε P t0, 1u, and ν P R may be an eigenvalue of the periodic mean-field HF operator
Hγ (with infinite multiplicity due to the invariance by translations of the lattice). In [6], a
similar result was proved by Cancès, Deleurence, and Lewin for the reduced HF model for
crystals where the exchange term is neglected. Relying on [24], they show that the spectrum
of the corresponding self-adjoint operator is purely absolutely continuous. Hence ν cannot be
an eigenvalue and one can take ε “ 0 in (1.1). In particular, there are no unfilled shells in
the reduced HF theory either. Unfortunately, we do not know whether the spectrum of the
periodic HF operator is also purely absolutely continuous because of the non-local feature of
the exchange term. Therefore, the proof of Ghimenti and Marco rely on different arguments
based on a careful analysis of the exchange term.

When heavy nuclei are involved (that is, Z is large), it is expected that the electrons
closest to the nucleus move at very high velocities, thus requiring a relativistic treatment. It is
widely believed that Quantum Electrodynamics (QED) is an adequate framework to deal with
relativistic effects. It is shown that the shells are always completely filled for the Bogoliubov–
Dirac–Fock model in QED [13]. The proof relies on the fact that the corresponding functional
is bounded from below and on the positive definiteness of the nonlinear term. However,
this theory leads to divergence problems: it is not easy to give meaning to different physical
quantities appearing in QED, such as the energy and the charge density of the vacuum.

Alternatively, the Dirac–Fock model (DF) for atoms and molecules is one of the most
attractive models in relativistic computational chemistry. It is a variant of the HF model in
which the Laplace operator ´1

2∆ entering the kinetic energy term is replaced by the free Dirac
operator Dc where the superscript c stands for the speed of light. Unlike the QED models, the
DF functional is not bounded from below. It is therefore difficult to give a rigorous definition
of the ground state energy. However, results on existence of critical points – that is, solutions
to the DF equations – can be found in [10, 21]. These solutions provide an infinite number of
finite rank projectors as critical points of the DF functional. It is also proved in [11] that, up
to subsequences, the projector with the smallest energy among these critical points converges
to a minimizer of the Hartree–Fock energy in the non-relativistic limit; that is, when the speed
of light goes to infinity.

Recently, in the spirit of Lieb’s variational principle (see, e.g., [1, 16]), Séré redefined the
DF ground state energy for atoms and molecules by using the density matrix formalism [23].
Using a retraction technique, he proved that the DF ground state energy admits a minimizer
γ on a suitable subset of density matrix, and that γ satisfies the self-consistent equation

γ “ 1p0,νqpDc
γq ` δ, with 0 ď δ ď 1tνupDc

γq,

for some Lagrange multiplier ν associated with the charge constraint. Later on, by using
Séré’s retraction technique, Meng [20] mathematically justifies Mittleman’s approach to the
DF model: the DF model is an approximation of a max-min problem coming from the electron-
positron field (see, e.g., [4, 5, 14]). As a byproduct, he shows that the shells in the DF theory
of atoms and molecules are completely filled when the fine structure constant α is small enough
or the speed of light c is large enough under some conditions on Z and N . This is an immediate
consequence of a second-order expansion of a new DF functional, which is the composition of
the DF functional with the retraction introduced by Séré in [23].
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Finally, one can construct the periodic DF model for crystals by replacing the Schrödinger
operator in the periodic HF model by the Dirac operator. Recently, together with Paturel and
Séré, we have studied this new model in [9]. We have shown that the energy of the periodic
DF model admits a minimizer that solves the self-consistent equation

γ “ 1p0,νqpDc
γq ` δ, with 0 ď δ ď 1tνupDc

γq.

Here γ and Dc
γ are a periodic density matrix and the periodic mean-field DF operator re-

spectively. In the present paper, inspired by the results of one of us [20], we investigate the
properties of the DF functional and minimizers in crystals. We mimic the proof of Ghimenti
and Lewin for the periodic HF model [12] and obtain a similar result. More precisely, we show
that when α ą 0 and α

c ď Ccri (with Ccri given in Lemma 4.6), any minimizer γ of the periodic
DF ground state energy is always a projector that solves a self-consistent equation of the form

γ “ 1p0,νqpDc
γq ` ε1tνupDc

γq

with ε P t0, 1u. The proof of Ghimenti and Lewin is based on the local convexity of the periodic
HF functional. Since this property does not hold any longer here, we rather rely on a careful
study of the second-order expansion of the periodic DF functional due to one of us [20].

2 Description of the periodic DF model and main results

The paragraph below is copied from [9] for the reader’s convenience. For the sake of simplicity,
we only consider the case of a cubic crystal with a single point-like nucleus per unit cell;
that is, located at the center of the cell. The reader should however keep in mind that the
general case could be handled as well. Let ` ą 0 denote the length of the elementary cell
Q` “ p´

`
2 ,

`
2 s

3. The nuclei with positive charge z P R` are treated as classical particles with
infinite mass that are located at each point of the lattice `Z3. The electrons are treated
quantum mechanically through a periodic density matrix. The electronic density is modeled
by a Q`-periodic function whose L1-norm over the elementary cell equals the “number of
electrons” per cell q P R` :“ p0,`8q (the electronic charge per cell is equal to ´q).

In this periodic setting, the Q`-periodic Coulomb potential G` resulting from a distribution
of point particles of charge 1 that are periodically located at the centers of the cubic cells of
the lattice is defined, up to a constant, by

´∆G` “ 4π

«

´
1

`3
`

ÿ

kPZ3

δ`k

ff

, (2.1)

where δx is the Dirac measure at x P R3. By convention, we choose G` such that
ˆ
Q`

G` dx “ 0. (2.2)

With this convention, G` changes sign, but is bounded from below. With

C0 :“ ` sup
xPQ`

ˇ

ˇ

ˇ

ˇ

G`pxq ´
1

|x|

ˇ

ˇ

ˇ

ˇ

, (2.3)

we have
G`pxq ě ´

C0

`
, @x P Q`,

where C0 is a positive constant that is independent of ` (see [9, Lemma A1, Appendix A]).
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The Fourier series of G` writes

G`pxq “
1

π`

ÿ

pPZ3zt0u

e
2iπ
`
p¨x

|p|2
, for every x P R3. (2.4)

The free Dirac operator is defined by

Dc “ ´ic
3
ÿ

r“1

αrBr ` c
2β, (2.5)

with 4 ˆ 4 complex matrices α1, α2, α3 and β, whose standard forms are β “
ˆ

12 0
0 ´12

˙

,

αr “

ˆ

0 σr
σr 0

˙

where 12 is the 2 ˆ 2 identity matrix and the σr’s, for r P t1, 2, 3u, are the

well-known 2ˆ2 Pauli matrices σ1 “

ˆ

0 1
1 0

˙

, σ2 “

ˆ

0 ´i
i 0

˙

and σ3 “

ˆ

1 0
0 ´1

˙

. Here c ą 0

denotes the speed of light.
The operator Dc acts on 4´spinors; that is, on functions from R3 to C4. It is self-adjoint

on L2pR3;C4q, with domain H1pR3;C4q and form-domain H1{2pR3;C4q (denoted by L2, H1

and H1{2 in the following, when there is no ambiguity). Its spectrum is σpDcq “ p´8,´c2s Y

r`c2,`8q. Following the notation in [10, 21], we denote by Λ` and Λ´ “ 1L2 ´ Λ` the two
orthogonal projectors on L2pR3;C4q corresponding to the positive and negative eigenspaces of
Dc, respectively; that is

#

DcΛ` “ Λ`Dc “ Λ`
?
c4 ´ c2∆ “

?
c4 ´ c2∆ Λ`;

DcΛ´ “ Λ´Dc “ ´Λ´
?
c4 ´ c2∆ “ ´

?
c4 ´ c2∆ Λ´.

According to the Floquet theory [22], the underlying Hilbert space L2pR3;C4q is unitarily
equivalent to L2pQ˚` q

Â

L2pQ`;C4q, where Q˚` “ r´
π
` ,

π
` q

3 is the reciprocal cell of the lattice,
whose volume is |Q˚` | “ p2πq

3{`3. (In the Physics literature Q˚` is known as the first Brillouin
zone.) The Floquet unitary transform U : L2pR3;C4q Ñ L2pQ˚` q

Â

L2pQ`;C4q is given by

U : φ ÞÑ

 ‘

Q˚`

pUφqξ dξ, (2.6)

with the shorthand
ffl

Ω standing for 1
|Ω|

´
Ω, and

pUφqξ :“
ÿ

kPZ3

e´i`k¨ξφp¨ ` ` kq (2.7)

for every ξ P Q˚` and φ in L2pR3;C4q. For every ξ P Q˚` , the function pUφqξ belongs to the
space

L2
ξpQ`;C4q :“

!

ψ P L2
locpR3;C4q

ˇ

ˇ

ˇ
e´iξ¨xψ is Q`-periodic

)

,

which will simply be denoted by L2
ξ in the sequel. We write L2pR3;C4q “

ffl ‘
Q˚`

L2
ξ dξ –

L2pQ˚` q b L2pQ`;C4q to refer to this direct integral decomposition of L2 w.r.t. the Floquet
transform U. Functions ψ in L2

ξ are called Bloch waves or Q`-quasi-periodic functions with
quasi-momentum ξ P Q˚` . They satisfy

ψp¨ ` ` kq “ ei` k¨ξψp¨q, for every k P Z3.
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In particular, when ξ “ 0, ψ is Q`-periodic, and we denote

L2
perpQ`q :“ L2

0pQ`q.

The free Dirac operator can be rewritten accordingly as

Dc “

 ‘

Q˚`

Dc
ξ dξ, (2.8)

where the Dc
ξ’s are self-adjoint operators on L2

ξpQ`;C4q with domains H1
ξ pQ`;C4q and form-

domains H1{2
ξ pQ`;C4q respectively. Note that

pDc
ξq

2 “ c4 ´ c2∆ξ,

where ´∆ “
ffl ‘
Q˚`
´∆ξdξ.

For every ξ P Q˚` , the positive spectrum of Dc
ξ is composed of a non-decreasing sequence of

real eigenvalues pd`c,jpξqqjě1 counted with multiplicity. Each function ξ ÞÑ d`c,jpξq is continuous
and Q˚` -periodic, and one has d`c,jpQ

˚
` q “ rdc,˚pjq, d

˚
c pjqs with

dc,˚pjq :“ min
ξPQ˚`

d`c,jpξq and d˚c pjq :“ max
ξPQ˚`

d`c,jpξq . (2.9)

Note that

dc,˚pjq ě c2, lim
jÑ`8

d˚c pjq “ `8.

In the same manner, the negative spectrum of Dc
ξ is composed of the non-increasing sequence

of real eigenvalues d´c,jpξq “ ´d
`
c,jpξq. Finally, one has

σpDcq “
ď

ξPQ˚`

σpDc
ξq “

ď

jě1

r´d˚c pjq,´dc,˚pjqs Y rdc,˚pjq, d
˚
c pjqs “ p´8,´c

2s Y r`c2,`8q.

(2.10)

2.1 Functional framework

As in [9], we now introduce various functional spaces for linear operators on L2pQ`;C4q

and for operators on L2pR3;C4q that commute with periodic translations. Let B pEq be
the set of bounded operators on a Banach space E to itself. We use the shorthand BpL2

ξq

for B
`

L2
ξpQ`;C4q

˘

. The space of bounded operators on
ffl ‘
Q˚`

L2
ξ dξ which commute with the

translations of `Z3 is denoted by Y . It is isomorphic to L8
`

Q˚` ;BpL2
ξq
˘

, and, for every
h “

ffl
Q˚`

hξ dξ P Y ,
}h}Y “ ess sup

ξPQ˚`

}hξ}BpL2
ξq
“ }h}BpL2pR3;C4qq

(see [22, Theorem XIII.83]). In this paper, we also use another norm on Y which is defined by

}h}Y “ sup
ξPQ˚`

}h}Ypξq, (2.11)

with

}h}Ypξq “ sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

}hξ1}BpL2
ξ1
q

|ξ ´ ξ1|2
dξ1, (2.12)
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where |k|8 :“ maxt|k1|; |k2|; |k3|u. This convolution-type norm plays a critical role in this
paper (see for example the proof of Lemma 4.6). Let

CY :“ sup
ξPQ˚`

 
Q˚`

dξ1

|ξ ´ ξ1|2
“

 
Q˚`

dξ

|ξ|2
. (2.13)

It is easy to see that for every h P Y ,

}h}Y ď CY }h}Y , (2.14)

since |ξ|´2 lies in L1
locpR3q. In addition, we shall use the rescaled c-dependent norms }h}Yc :“

c}h}Y and }h}Yc :“ c}h}Y .
For s P r1,8q and ξ P Q˚` , we now define

Sspξq :“
!

hξ P BpL2
ξq

ˇ

ˇ

ˇ
TrL2

ξ
p|hξ|

sq ă 8

)

endowed with the norm
}hξ}Sspξq “

´

TrL2
ξ
p|hξ|

sq

¯1{s
.

We denote by S8pξq the subspace of compact operators in BpL2
ξq, endowed with the operator

norm } ¨ }BpL2
ξq
. Analogously, for t P r1,`8s, we define

Ss,t :“

#

h “

 ‘

Q˚`

hξ dξ

ˇ

ˇ

ˇ

ˇ

ˇ

hξ P Sspξq a.e. ξ P Q˚` , }hξ}Sspξq P L
tpQ˚` q

+

endowed with the usual norm of L8
`

Q˚` ;Sspξq
˘

when t “ `8 and with the following norm
when t ă `8:

}h}Ss,t “

˜ 
Q˚`

}hξ}
t
Sspξq

dξ

¸1{t

.

We also define

Xτ pξq :“
!

hξ P BpL2
ξq

ˇ

ˇ

ˇ
p1´∆ξq

τ{4hξp1´∆ξq
τ{4 P S1pξq

)

endowed with the norm

}hξ}Xτ pξq “

›

›

›
p1´∆ξq

τ{4hξp1´∆ξq
τ{4

›

›

›

S1pξq

and

Xτ
t :“

#

h “

 ‘

Q˚`

hξ dξ

ˇ

ˇ

ˇ

ˇ

ˇ

hξ P S1pξq a.e. ξ P Q˚` , p1´∆qτ{4hp1´∆qτ{4 P S1,t

+

endowed with the norm

}h}Xτ
t
“ }p1´∆qτ{4hp1´∆qτ{4}S1,t .

The space X :“ X1
1 plays an important role in the definition of periodic density matrices (see

Definition 2.1 below). For convenience, we use the notation Xpξq for X1pξq. On X, we will
also use the norm (dependent on c)

}γ}Xc :“
›

›|Dc|1{2γ|Dc|1{2
›

›

S1,1
.
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It is easy to see that

c}γ}X ď }γ}Xc ď c2}γ}X

since for c ě 1,
c p1´∆q1{2 ď |Dc| ď c2 p1´∆q1{2. (2.15)

The norm on the intersection of any two functional spaces A and B will be defined by

}γ}AXB :“ maxt}γ}A; }γ}Bu, @γ P AXB.

We are now in the position to set the DF model for crystals.

2.2 The periodic DF model

We start with the following.

Definition 2.1 (Periodic one-particle density matrices [9]). We denote by Γ the set of Q`-
periodic one-particle density matrices

Γ :“
 

γ P X X Y
ˇ

ˇ γ˚ “ γ, 0 ď γ ď 1L2pR3q

(

.

We are particularly interested in the following subsets

Γq :“

#

γ P Γ

ˇ

ˇ

ˇ

ˇ

ˇ

 
Q˚`

TrL2
ξ
pγξq dξ “ q

+

and

Γďq :“

#

γ P Γ

ˇ

ˇ

ˇ

ˇ

ˇ

0 ď

 
Q˚`

TrL2
ξ
pγξq dξ ď q

+

,

for any q P r0,`8q. When q is an integer, Γq (resp. Γďq) is the set of all periodic DF states
of a system of exactly q (resp. at most q) electrons per unit cell. The density of γ P S1,1 is
defined as follows

ργξpxq :“ Tr4rγξpx, xqs and ργpxq :“

 
Q˚`

ργξpxqdξ, (2.16)

for every x P R3, where the notation Tr4 stands for the usual trace of 4ˆ 4 matrices.
For γ P Γďq, the periodic DF energy is defined by

Epγq :“

 

Q˚`

TrL2
ξ
rDc

ξγξs dξ ´ z

ˆ

Q`

G`pxqργpxq dx`
α

2

¨

Q`ˆQ`

ργpxqG`px´ yqργpyq dxdy

´
α

2

¨

z

Q˚` ˆQ
˚
`

dξdξ1
¨

Q`ˆQ`

Tr4rγξpx, yqγξ1py, xqsW
8
` pξ ´ ξ

1, x´ yq dxdy. (2.17)

In the above definition of the energy, the so-called fine structure constant α is a dimensionless
positive constant. Throughout the paper, we make the abuse of notation TrL2

ξ
rDc

ξγξs for the

quantity TrL2
ξ
r|Dc

ξ|
1{2γξ|Dc

ξ|
1{2signpDc

ξqs.
The potentialW8

` that enters the definition of the last term, the so-called “exchange term”,
is defined on R3 ˆ R3 by

W8
` pη, xq “

ÿ

kPZ3

ei` k¨η

|x` ` k|
“

4π

`3

ÿ

pPZ3

1
ˇ

ˇ

ˇ

2πp
` ´ η

ˇ

ˇ

ˇ

2 e
ip 2πp` ´ηq¨x. (2.18)
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It is Q˚` -periodic w.r.t. η and quasi-periodic with quasi-momentum η w.r.t. x.
For every γ P Γďq, we now define the mean-field periodic Dirac operator

Dc
γ “

 ‘

Q˚`

Dc
γ,ξ dξ with Dc

γ,ξ :“ Dc
ξ ´ z G` ` αVγ,ξ

where
Vγ,ξ “ ργ ˚G` ´Wγ,ξ (2.19)

with
ργ ˚G`pxq “

ˆ
Q`

G`px´ yq ργpyq dy “ĂTrL2rG`px´ ¨q γs (2.20)

and, for every ψξ in L2
ξ ,

Wγ,ξψξpxq “

 
Q˚`

dξ1
ˆ
Q`

W8
` pξ

1 ´ ξ, x´ yq γξ1px, yqψξpyq dy. (2.21)

In (2.20) we keep the notation ¨ ˚ ¨ for the convolution of periodic functions on Q`, and we
define the trace per unit cell as follows

ĂTrL2rγs :“

 
Q˚`

TrL2
ξ
rγξs dξ,

where the r reminds us that γ is not trace-class on L2pR3q.
Then, the periodic DF functional may be rewritten as follows

Epγq “ĂTrL2rDc
γγs ´

α

2
ĂTrL2rVγγs, (2.22)

with Vγ “
ffl ‘
Q˚`

Vγ,ξ dξ. In the standard DF theory, the system of units is chosen such that
m “ c “ ~ “ 1, where m is the mass of the electron, c the speed of light and ~ the Planck
constant, and z in (2.17) should be replaced by α z. Consequently, with this choice, the fine
structure constant α « 1

137 .
In this paper, we rather consider the non-relativistic regime and the weak electron-electron

interaction regime when q and z are kept fixed. The non-relativistic regime corresponds to the
case c " 1, whereas the weak coupling regime means α ! 1. In both cases, we assume in the
following, without loss of generality, that c ě 1 and 0 ă α ď 1.

2.3 Preliminary estimates

In the two following lemmas, we recall some useful results proved in [9] that we adapt to the
new norm Y.

Lemma 2.2 (Some Hardy-type inequalities [9, Lemmas 4.1, 4.5 and 4.7]). Let γ P X X Y
with γ˚ “ γ. There exist positive constants CG :“ CGp`q ě 1, CW :“ CW p`q ě 1, CEE :“
CEEp`q ě 11 and C2EE :“ C2EEp`q that only depend on ` and such that for any ξ P Q˚` and
ψξ P H

1
ξ ,

›

›Wγ,ξ

›

›

BpL2
ξq
ď CW }γ}XXYpξq ď

CW
c
}γ}XcXYcpξq, (2.23)

1Lemma 4.7 in [9] involves other constants CH and C 1EE . Since CH ď GG, CH can be replaced by CG in
the bounds without loss of generality. Additionally, since CEE ď C 1EE thanks to Eqs. (C5) and (C7) in [9], we
may replace CEE by C 1EE everywhere. For the sake of simplicity of notation, we next set CEE :“ C 1EE .
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}G` ψξ}L2
ξ
ď CG

›

›p1´∆ξq
1{2ψξ

›

›

L2
ξ
ď
CG
c

›

›|Dc
ξ|ψξ

›

›

L2
ξ
, (2.24)

}Vγ}Y ď CEE }γ}XXY ď
CEE
c
}γ}XcXYc , (2.25)

}Vγ}Y ď
CEE

p1` CYq
}γ}XXY ď

CEE
p1` CYq c

}γ}XcXYc , (2.26)

}Vγ p1´∆q´1{2}Y ď CEE }γ}S1,1XY (2.27)

and

´C2EE }γ}S1,1XY }ψξ}
2
L2
ξ
ď pψξ, Vγ,ξψξqL2

ξ
. (2.28)

Proof. Most estimates can be found in [9, Lemmas 4.5 and 4.7]. The estimate (2.23) is slightly
different from its analog in [9] because of the change of the functional space (Y instead of Y ).
As in [9], we introduce

W8
ă2,`pη, xq “

4π

`3

ÿ

|p|8ă2
pPZ3

1
ˇ

ˇ

ˇ

2πp
` ´ η

ˇ

ˇ

ˇ

2 e
ip 2πp` ´ηq¨x

(see also Eq. (4.1) below). According to [9, Eqs. (B.18) and (B.19)], we know that, for any
ξ P Q˚` ,

›

›

›

›

›

 
Q˚`

dξ1
ˆ
Q`

W8
ă2,`pξ

1 ´ ξ, x´ yqγξ1px, yqψξpyq dy

›

›

›

›

›

L2
ξ

ď
4π}ψξ}L2

ξ

`3

ÿ

pPZ3

|p|8ď1

 
Q˚` `

2πp
`

}γξ1}BpL2
ξ1
q

|ξ1 ´ ξ|2
dξ1 ď

108π

`3
}γ}Ypξq}ψξ}L2

ξ
,

since }γξ1}BpL2
ξ1
q “ }γξ1` 2πp

`
}BpL2

ξ1`
2πp
`

q for every p P Z3. Repeating the proof of [9, Eq. (4.8)],

that is given in [9, Appendix B], the estimate (2.23) follows. Then, (2.26) is a slight modifica-
tion of (2.25) where we have replaced the estimates on the exchange term Wγ by (2.23).

Let now

P˘γ “

 ‘

Q˚
P˘γ,ξ dξ with P˘γ,ξ :“ 1R˘pDc

γ,ξq

denote the projection onto the positive and negative spectrum of Dc
γ , respectively. Note that

by definition P˘0,ξ “ 1R˘pDc
ξ ´ zG`q.

We now introduce
κpα, cq :“

1

c
pCGz ` CEE α q

`q, (2.29)

with CG and CEE being given by Lemma 2.2 and q` “ maxtq; 1u.
Then, we have the following.
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Lemma 2.3. [9, Lemma 4.10, Lemma 4.11 and Eq. (5.16)] Let γ P Γďq and κpα, cq ă 1.
Then,

`

1´ κpα, cq
˘2
|Dc|2 ď |Dc

γ |
2 ď

`

1` κpα, cq
˘2
|Dc|2, (2.30)

in the sense of operators. Consequently,
`

1´ κpα, cq
˘

|Dc| ď |Dc
γ | ď

`

1` κpα, cq
˘

|Dc|. (2.31)

Moreover,

›

›|Dc|1{2P˘γ |Dc|´1{2
›

›

Y
ď

`

1` κpα, cq
˘1{2

`

1´ κpα, cq
˘1{2

(2.32)

and

inf σ
`

|Dc
γ |
˘

ě c2λ0pα, cq ą c2
`

1´ κpα, cq
˘

, (2.33)

where
λ0pα, cq :“ 1´ c´1 max

"

CGz ` C
2
EE α q

`;
C0

`
z ` CEE α q

`

*

, (2.34)

with C0 being defined by Eq. (2.3) and CEE and C2EE in Lemma 2.2.

In addition, we obtain new estimates on the positive eigenvalues of the family of operators
Dc
γ,ξ for any γ P Γďq that are uniform in c, α, γ and ξ P Q˚` .

Lemma 2.4 (Properties of the positive eigenvalues of Dc
γ,ξ). Assume 0 ă α ď 1, c ě 1 and

κpα, cq ď 1
2 . Let γ P Γďq. For n ě 1, we denote by λcnpξq the n-th positive eigenvalue (counted

with multiplicity) of the mean-field operator Dc
γ,ξ. Then, there exist positive constants Λnpα, cq

and Λnpα, cq independent of γ and ξ P Q˚` and a positive constant Σn that is independent of
γ, ξ, α and c such that

0 ă Λnpα, cq ď λcnpξq ď Λnpα, cq ď c2 ` Σn, @ξ P Q˚` , @n ě 1, (2.35)

with Λnpα, cq ě c
`

1 ´ κpα, cq
˘

ě c
2 and Λnpα, cq Ñ `8 when n Ñ `8. The interval

rΛnpα, cq,Λnpα, cqs is independent of γ in Γďq. In particular, for any n P N˚, there exists a
positive integer Nn with Nn ě n that is independent of γ, ξ, α and c such that the operators
Dc
γ,ξ have at most Nn positive eigenvalues in p0,Λnpα, cqs.

The proof of Lemma 2.4 is postponed until Apppendix A. We provide in this proof explicit
values for the constants Λnpα, cq and Λnpα, cq appearing in (2.35) (see Eqs. (A.1) and (A.2)).
In addition, Σn and Nn are given by Eqs. (A.5) and (A.9).

We now define the positive constant

Kq :“
`

1` Σrqs

˘

c

2
´

1` 4
`

CG z ` CEE q`
˘2
¯

, (2.36)

with Σrqs being defined by Eqs. (2.35) and (A.5). Here we have used the standard notation
rqs :“ mintm P N | m ě qu for any q P R`.

Then, we have the following a priori estimates on the H1 norms of normalized eigenfunc-
tions of the Dc

γ,ξ’s.

Lemma 2.5. We assume 0 ă α ď 1, c ě 1 and κpα, cq ď 1
2 . Let ξ P Q˚` , γ P Γďq and ψξ be a

normalized eigenfunction of the operator Dc
γ,ξ with eigenvalue λpξq P

`

0, c2 ` Σrqs

‰

. Then,

}ψξ}H1
ξ pQ`q

ď Kq.

Furthermore, if γ1 P Γďq satisfies 0 ď γ1 ď 1p0,c2`Σrqss
pDc

γq, then

}γ1}X ď Kq q. (2.37)
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Proof. As Dc
γ,ξψξ “ λpξqψξ, we have

›

›Dc
ξψξ

›

›

L2
ξ
“

›

›pλpξq ` zG` ´ αVγ,ξqψξ
›

›

L2
ξ
.

According to the Hardy inequalities (2.24) and (2.27) in Lemma 2.2 and since |λpξq| ď c2`Σrqs,

›

›Dc
ξψξ

›

›

2

L2
ξ
“ c4}ψξ}

2
L2
ξ
` c2}∇ξψξ}

2
L2
ξ

ď
`

c4 ` 2 c2Σrqs ` Σ2
rqs

˘

}ψξ}
2
L2
ξ

` 2 pCG z ` αCEE q
`q
`

c2 ` Σrqs

˘ ›

›p1´∆ξq
1{2ψξ

›

›

L2
ξ
}ψξ}L2

ξ

` c2κpα, cq2
›

›p1´∆ξq
1{2ψξ

›

›

2

L2
ξ
,

where we used the definition (2.29) of κpα, cq in the last inequality. As }ψ}L2
ξ
“ 1, c ě 1, and

κpα, cq ď 1
2 and by using the Cauchy–Schwarz and the Young’s inequalities, we obtain

›

›∇ξψξ
›

›

2

L2
ξ
ď 2 Σrqs `

1

c2
Σ2

rqs ` κ
2pα, cq

›

›p1´∆ξq
1{2ψξ

›

›

2

L2
ξ

` 2 pCGz ` αCEEq
`q
`

1`
1

c2
Σrqs

˘

}p1´∆ξq
1{2ψξ}L2

ξ

ď 2 Σrqs ` Σ2
rqs `

1

4

›

›p1´∆ξq
1{2ψξ

›

›

2

L2
ξ

` 4 pCGz ` αCEEq
`q2

`

1` Σrqs

˘2
`

1

4

›

›p1´∆ξq
1{2ψξ

›

›

2

L2
ξ

ď
1

2
` 2 Σrqs ` Σ2

rqs ` 4 pCGz ` CEEq
`q2

`

1` Σrqs

˘2
`

1

2

›

›∇ξψξ
›

›

2

L2
ξ
,

since α ď 1. Thus, with the definition (2.36) of Kq

}ψξ}
2
H1
ξ pQ`q

ď K2
q .

For the second estimate, we express γ1 as

γ1ξ “
`8
ÿ

i“1

µipξq |ψipξq〉 〈ψipξq|

where 0 ď µipξq ď 1,
ř`8
i“1

ffl
Q˚`

µipξq dξ ď q and ψipξq is a normalized eigenfunction of Dc
γ,ξ

with eigenvalue λipξq P p0, c2 ` Σrqss. Thus, by interpolation,

}γ1}X “
`8
ÿ

i“1

 
Q˚`

µipξq}ψipξq}
2

H
1{2
ξ

dξ ď
`8
ÿ

i“1

 
Q˚`

µipξq}ψipξq}H1
ξ
}ψipξq}L2

ξ
dξ ď Kq q.

This concludes the proof.

2.4 The periodic DF ground state

We recall that

P˘γ “

 ‘

Q˚
P˘γ,ξ dξ with P˘γ,ξ :“ 1R˘pDc

γ,ξq

denote the projection onto the positive and negative spectrum of Dc
γ , respectively. We define

Γ`q :“
 

γ P Γq
ˇ

ˇ γ “ P`γ γP
`
γ

(

, Γ`ďq :“
 

γ P Γďq
ˇ

ˇ γ “ P`γ γP
`
γ

(
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and the ground state energy
Iq :“ inf

γPΓ`q

Epγq. (2.38)

Existence of a ground state has been proved in [9] under the following assumption.

Assumption 2.6. Let q, z P R`. We recall that κpα, cq :“ c´1pCGz ` CEE α q
`q with CG

and CEE being given by Lemma 2.2. We assume that α and c are chosen in such a way that

1. κpα, cq ă 1´ α
2cCEEq

`;

2. α
c

b

max
 

p1´ κpα, cq ´ α
2cCEEq

`q´1c´2Λrqspα, cq q; 1
(

q` ă
`

1´ κpα, cq
˘1{2

λ0pα, cq
1{2

where λ0pα, cq ě 1´κpα, cq ą 0 is given by Lemma 2.3, and Λrqspα, cq is defined by Eq. (2.35)
in Lemma 2.4.

In the statement of Assumption 2.6, Condition 1 is necessary to ensure that minimizers
of the corresponding relaxed minimization problem Jďq on Γ`ďq (see (3.1) below) are not 0.
Condition 2 is a rather technical assumption that arises from the retraction method that is
used in [9] to prove the existence of minimizers of Iq.

Theorem 2.7 (Existence of minimizers [9, Theorem 2.6]). Under Assumption 2.6, the min-
imization problem Iq admits a minimizer γ˚ P Γ`q . Furthermore, γ˚ solves the following
nonlinear self-consistent equation:

γ˚ “ 1r0,νqpDc
γ˚q ` δ (2.39)

where 0 ď δ ď 1tνupDc
γ˚q and ν is the Lagrange multiplier due to the charge constraintffl

Q˚`
TrL2

ξ
pγξq dξ “ q satisfying ν P

“

c2λ0pα, cq,Λrqspα, cq
‰

.

2.5 Main result

We now introduce further assumptions on α and c that imply that α is small or c is large.

Assumption 2.8. Let z, q P R` be fixed. We assume that 0 ă α ď 1 and c ě 1 are chosen
such that

1. Assumption 2.6 is satisfied ;

2. c ě 2
`

CGz ` CEEq
`
˘

;

3. α
c ă

2π
Ccripq,zq

where Ccripq, zq is a large enough positive constant that is independent of α
and c and that is given explicitly in the statement of Lemma 4.6 below.

Remark 2.9. Assumption 2.6 is not empty. According to [9, Remark 2.8], for c “ 1, α “ 1
137

and ` « 1000, Assumption 2.6 is satisfied for q “ z ď 17. It is necessary to guarantee the
existence of minimizers of Iq that satisfy (2.39). Condition 2 in Assumption 2.8 is used to
guarantee that 1´κpα, cq stays away from 0 uniformly; actually, it ensures that 1´κpα, cq ě 1

2 .
As we consider the case c " 1, we can choose c ě 2 pCGz`CEE q

`q without loss of generality.
Note that In the non-relativistic limit cÑ `8, we have κpα, cq Ñ 0. In the same manner, in
the weak coupling limit αÑ 0`, we have κpα, cq Ñ CG

z
c .

The purpose of this paper is to show that, under above conditions on α and c, we have the
following.
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Theorem 2.10 (Properties of the last shell). Under Assumption 2.8, for any minimizer γ˚ of
(2.38), the density matrix δ given in the Euler–Lagrange equation (2.39) satisfies either δ “ 0
or δ “ 1tνupDc

γ˚q. As a result, γ˚ is a projector.

Remark 2.11. We point out the fact that this is the first time that an explicit upper bound on
α
c is given which ensures that any DF minimizer is a projector. (In the DF model for atoms
and molecules [20], the same result is not available.)

As in the HF model, the molecular and the crystal cases rely on totally different arguments:
for atoms and molecules, the positive definiteness of the nonlinear term is used, whereas for
crystals, the proof is based on a careful analysis of the singularity w.r.t. ξ P Q˚` of the nonlinear
term which provides a quantitative estimate that is independent of α and c. This estimate gives
the upper bound Ccripq, zq.

Remark 2.12. When α “ 0, the nonlinear term Vγ disappears. In the non-relativistic case,
the proof that any minimizer is a projector relies on the absolute continuity of the spectrum
of the linear periodic operator ´1

2∆ ´ z G`: by [15, Theorem 1.9, Chapter 7.1] G`p´∆q´1 is
compact. On the contrary, the operator G` pDcq´1 is not compact, and we do not know whether
the spectrum of the periodic Dirac–Coulomb operator Dc ´ z G` is absolutely continuous.

The proof of Theorem 2.10 adapts the ideas of Ghimenti and Lewin [12] for the periodic
HF model. Their proof is based on the local convexity and the second-order expansion of
the periodic HF functional on the constraint set. In the DF case, we are convinced that
the constraint set Γ`q is not convex and we are not able to prove that it is closed for the
weak-˚ topology. Both observations lead to the failure of the direct study of the second-order
expansion of the periodic DF model on Γ`q .

Following our previous work [9], instead of studying directly the DF model on Γ`q , we
consider a penalized DF model ; namely, Epγq ´ εPĂTrL2rγs for εP P R`, on Γ`ďq. Then, using
a retraction technique developed by Séré [23] (see also Catto-Meng-Paturel-Séré [9] for the
adaptation to the periodic setting), we construct a retraction mapping θ onto an open subset
UR Ă Γ`ďq, such that any minimizer of Iq is situated in UR, and such that we have θpγq P Γ`ďq
for any γ P UR. As shown in [9, Lemma 3.2 and Theorem 3.3], we have

Iq ´ εP q “ inf
γPΓ`ďq

´

Epγq ´ εPĂTrL2rγs
¯

“ inf
γPΓ`ďqXUR

´

Epγq ´ εPĂTrL2rγs
¯

“ inf
γPUR

´

E
`

θpγq
˘

´ εPĂTrL2

“

θpγq
‰

¯

.

Therefore, we investigate in this paper the second-order expansion of the new DF functional
γ ÞÑ Epθpγqq ´ εPĂTrL2rθpγqs on UR. This latter property can be obtained by mimicking the
proof of Meng [20].

With these results in hand, Theorem 2.10 is obtained by following the lines of the proof in
[12].

Organisation of this paper: In Section 3, we first study the penalized DF model on Γ`ďq,
the retraction θ and the second-order expansion for the new DF functional. In Section 4, we
adapt the ideas of [12] to prove our main result Theorem 2.10. In Section 5, we adapt the
proof of the existence of the retraction (Lemma 3.2) to our new functional framework. In
Section 6, we give the details about the proof of the second-order expansion for the new DF
functional in our new functional space Yc. Finally, Appendix A is devoted to the proof of
Lemma 2.4.

13



3 New DF functional and its second-order expansion

It is shown in [9] that, under Assumption 2.6, existence of minimizers for problem Iq is equiv-
alent to the following penalized minimization problem

Jďq :“ inf
γPΓ`ďq

`

Epγq ´ εPĂTrL2rγs
˘

` εP q, (3.1)

for some real number εP large enough. More precisely, the following holds.

Theorem 3.1 (Minimizers of the penalized problem [9, Theorem 3.3]). We assume that As-
sumption 2.6 holds. Then there is a positive constant ε0 small enough independent of α, c such
that for εP :“ Λrqspα, cq ` ε0 with Λrqspα, cq given in Lemma 2.4, the penalized minimization
problem Jďq admits a minimizer γ˚ P Γ`ďq with

ffl
Q˚`

TrL2
ξ
pγ˚,ξq dξ “ q. As a result, Iq “ Jďq.

Moreover, any minimizer γ˚ of Jďq is a minimizer of Iq and vice versa.
In addition, γ˚ solves the following nonlinear self-consistent equation:

γ˚ “ 1r0,νqpDc
γ˚q ` δ (3.2)

where 0 ď δ ď 1tνupDc
γ˚q and ν P

“

c2λ0pα, cq,Λrqspα, cq
‰

is the Lagrange multiplier due to the
charge constraint

ffl
Q˚`

TrL2
ξ
pγ˚,ξq dξ ď q.

The proof of existence of minimizers of (3.1) relies on the construction of a regular retrac-
tion θ defined on an open subset UR of Γďq such that

θ : UR Ñ UR X Γ`ďq, and θpUR X Γ`ďqq “ UR X Γ`ďq. (3.3)

For γ P Γďq, the retraction is defined by

θpγq :“ lim
nÑ`8

Tnpγq, (3.4)

with
T pγq “ P`γ γP

`
γ , Tnpγq “ T pTn´1pγqq, T 0pγq “ γ.

According to the Floquet decomposition, we have

T pγq “

 ‘

Q˚`

Tξpγq dξ “

 ‘

Q˚`

P`γ,ξγξP
`
γ,ξ dξ.

With θ in hand, if a minimizer γ˚ of Jďq is in UR, the penalized minimization problem Jďq
reduces to a simpler one, where the nonlinear constraint P`γ γP`γ “ γ is incorporated in the
new functional; namely,

Jďq “ min
γPUR

Epγq ` εP q, (3.5)

where the new DF functional Ep¨q is defined by

Epγq :“ Epθpγqq ´ εPĂTrL2rθpγqs, for any γ P UR. (3.6)

Note that θpγq P URXΓ`ďq by construction (see Eq.(3.3)).The following lemma guarantees the
existence of the retraction θ in our setting where the norm Y in [9, Proposition 5.3] is replaced
by Yc.
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Lemma 3.2. Assume κpα, cq ă 1 and define Apα, cq :“ α
2cCEE

`

1 ´ κpα, cq
˘´1. Given 1 ă

R ă 1
2Apα,cq , let Mpα, cq :“ max

´

1`Apα,cq q`

2 ; 1
1´2Apα,cqR

¯

, and let

UR :“

"

γ P Γďq

ˇ

ˇ

ˇ

ˇ

1

c
max

!

›

›γ|Dc|1{2
›

›

S1,1
; }γ}Y

)

`
Mpα, cq

c2
}T pγq ´ γ}XcXYc ă R

*

. (3.7)

Then, UR is a open subset in Γďq, T maps continuously UR into UR, and, for any γ P UR, the
sequence

`

Tnpγq
˘

ně0
converges to a limit θpγq P Γ`ďq. Moreover, for all γ P UR,

}Tn`1pγq ´ Tnpγq}XcXYc ď Lpα, cq }Tnpγq ´ Tn´1pγq}XcXYc (3.8)

and

}θpγq ´ Tnpγq}XcXYc ď
Lnpα, cq

1´ Lpα, cq
}T pγq ´ γ}XcXYc , (3.9)

with 0 ă Lpα, cq :“ 2Apα, cqR ă 1.

This result is collected in [9, Proposition 5.4] and can be proved by adapting [9, Proposition
5.8] and [23, Proposition 2.1] to our new functional space Y. For the reader’s convenience, the
proof of Lemma 3.2 in this context is provided in Section 5.

The main ingredient of the proof of Theorem 2.10 is the following.

Theorem 3.3 (Second-order expansion for the new DF energy). Let κpα, cq ă 1 and Apα, cq
be given as in Lemma 3.2. Let 1 ă R ă 1

2Apα,cq be fixed, and let Lpα, cq :“ 2Apα, cqR ă 1.
Given any γ P URXΓ`ďq and h P X X Y such that P`γ hP`γ “ h, and given any t P R such that
γ ` th P UR, we have

Epγ ` thq “ Epγq ` tĂTrL2

“

pDc
γ ´ εP qh

‰

`
αt2

2
ĂTrL2

“

Vhh
‰

` t2
α2

c2
Errpt, γ, hq (3.10)

where
ˇ

ˇErrpt, γ, hq
ˇ

ˇ ď
`

2` εP
c2

˘

Nγ`thphq with

Ngphq :“
CEE

2

2
`

1´ κpα, cq
˘2
λ0pα, cq

 
Q˚`

}h}2XXYpξq}gξ}S1pξq dξ

`

ˆ

q
α2

c2
`R

α2

c2
`
α

c

˙

10CEE
4

`

1´ κpα, cq
˘4
λ0pα, cq5{2

`

1´ Lpα, cq
˘2 (3.11)

ˆ

¨

˚

˝

1

c

 
Q˚`

}h}XXYpξq
›

›gξ |Dc
ξ|

1{2
›

›

S1pξq
dξ `

1

c
sup
ξPQ˚`

sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

}h}XXYpξ1q

|ξ ´ ξ1|2
dξ1

˛

‹

‚

2

.

The proof of Theorem 3.3 is postponed until Section 6.

Remark 3.4. For q P R`, it is not difficult to see that

Nγphq ď pR` qq}h}XXY

by using γ P UR as in [20]. As a result, Errpt, γ, hq is uniformly bounded with respect to t if
γ ` th P UR. However, in this paper, we can not simplify (3.11). This complicated formula
will be used in Lemma 4.6 to control the singular behavior with respect to the ξ variable.

We now embark on the proof of Theorem 2.10.
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4 Properties of the last shell

In this section, we are going to mimic the proof in [12] to prove Theorem 2.10 with the help
of Theorem 3.3. Throughout the section, we assume that γ˚ is a minimizer of Jďq with Jďq
being given by (3.1).

4.1 Continuity of the eigenfunctions of Dc
γ˚,ξ

w.r.t. ξ

We recall that W8
` is defined by (2.18). We may separate the singularities of W8

` w.r.t.
η P 2Q˚` and x P 2Q` as follows

W8
` pη, xq “W8

ě2,`pη, xq `W
8
ă2,`pη, xq, (4.1)

with
W8
ě2,`pη, xq “

4π

`3

ÿ

|p|8ě2
pPZ3

1
ˇ

ˇ

ˇ

2πp
` ´ η

ˇ

ˇ

ˇ

2 e
ip 2πp` ´ηq¨x

and
W8
ă2,`pη, xq “

4π

`3

ÿ

|p|8ă2
pPZ3

1
ˇ

ˇ

ˇ

2πp
` ´ η

ˇ

ˇ

ˇ

2 e
ip 2πp` ´ηq¨x.

Here we recall that |p|8 :“ maxt|p1|; |p2|; |p3|u.
It is convenient to study Dc

γ˚ on the fixed Hilbert space L2
perpQ`q. Thus we introduce the

unitary operator defined in each Bloch fiber by

Uξ : L2
perpQ`q Ñ L2

ξpQ`q, u ÞÑ eiξ¨xup¨q.

When Aξ is an operator on L2
ξpQ`q, we shall use the notation rAξ :“ U˚ξ AξUξ for the unitarily

equivalent operator on L2
perpQ`q. For the operatorWγ˚,ξ defined by (2.21), we get the operator

ĂWγ˚,ξ defined by its kernel

ĂWγ˚,ξpx, yq “
“

U˚ξWγ˚,ξUξ
‰

px, yq

“

 
Q˚`

”

ĂW8
ě2,`pξ ´ ξ

1, x´ yq `ĂW8
ă2,`pξ ´ ξ

1, x´ yq
ı

rγ˚,ξ1px, yq dξ
1, (4.2)

where, for every x and ξ P R3, ĂW8
ě2,`pη, xq “ eiη¨xW8

ě2,`pη, xq, ĂW
8
ă2,`pη, xq “ eiη¨xW8

ă2,`pη, xq

and rγ˚,ξ1px, yq “ e´iξ
1¨xγ˚,ξ1px, yqe

iξ1¨y.

Lemma 4.1 (Hölder continuity of ĂW ). Let 0 ă a ă 1. The family pĂWγ˚,ξqξPQ˚`
is bounded

and a-Hölder continuous in BpL2
perpQ`qq w.r.t. ξ P Q˚` . Moreover, for every ξ1 and ξ2 in Q˚` ,

›

›ĂWγ˚,ξ1 ´
ĂWγ˚,ξ2

›

›

BpL2
perpQ`qq

ď Ca |ξ1 ´ ξ2|
a,

with Ca being a positive constant which is independent of ξ1 and ξ2.

Proof. The boundedness of ĂWγ˚,ξ follows from (2.23). Indeed,

ess sup
ξPQ˚`

›

›ĂWγ˚,ξ

›

›

BpL2
perpQ`qq

“ ess sup
ξPQ˚`

}U˚ξWγ˚,ξUξ}BpL2
perpQ`qq

“ }Wγ˚}Y ď C}γ˚}XXY .

1It is claimed in [8, Page 745] and [12, Lemma 1] that the function fpη, xq :“ W8
` pη, xq ´ e´iη¨xG`pxq ´

4π
`3

e´iη¨x

|η|2
is harmonic which is not true.
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Using (4.1) and (4.2), for any u, v P L2
perpQ`q, we have

´

u, pĂWγ˚,ξ1 ´
ĂWγ˚,ξ2qv

¯

L2
per

“

 

Q˚`

¨

Q`ˆQ`

´

ĂW8
ě2,`pξ1 ´ ξ

1, x´ yq ´ĂW8
ě2,`pξ2 ´ ξ

1, x´ yq
¯

rγ˚,ξ1px, yqupyq vpxq dxdydξ
1

`

 

Q˚`

¨

Q`ˆQ`

´

ĂW8
ă2,`pξ1 ´ ξ

1, x´ yq ´ĂW8
ă2,`pξ2 ´ ξ

1, x´ yq
¯

rγ˚,ξ1px, yqupyqvpxqdxdydξ
1.

Since ĂW8
ě2,`pη, zq “ eiη¨zW8

ě2,`pη, zq, we have

ĂW8
ě2,`pη1, zq ´ĂW8

ě2,`pη2, zq

“

ˆ 1

0
ipη1 ´ η2q ¨ z e

i
`

η2`tpη1´η2q
˘

¨zW8
ě2,`

`

η2 ` tpη1 ´ η2q, z
˘

dt

`

ˆ 1

0
ei
`

η2`tpη1´η2q
˘

¨z∇ηW
8
ě2,`

`

η2 ` tpη1 ´ η2q, z
˘

¨ pη1 ´ η2q dt,

by the Taylor formula. Therefore, using (4.1), we have, for any u, v P L2
perpQ`q,

ˇ

ˇ

ˇ

ˇ

´

u, pĂWγ˚,ξ1 ´
ĂWγ˚,ξ2qv

¯

L2
per

ˇ

ˇ

ˇ

ˇ

ď C|ξ1 ´ ξ2| sup
ξP2Q˚`

¨
Q`ˆQ`

 
Q˚`

|ĂW8
ě2,`pξ ´ ξ

1, x´ yq||rγ˚,ξ1px, yq||upyq||vpxq|dξ
1dxdy

` |ξ1 ´ ξ2|

˜ 
Q˚`

sup
ξP2Q˚`

}∇ξW
8
ě2,`rγ˚,ξ1}L2pQ`ˆQ`q dξ

1

¸

}u}L2
perpQ`q

}v}L2
perpQ`q

`
4π

`3

ÿ

pPZ3

|p|8ă2

 

Q˚`

dξ1

ˇ

ˇ

ˇ

ˇ

ˇ

1
ˇ

ˇξ1 ´ ξ1 ´
2πp
`

ˇ

ˇ

2 ´
1

ˇ

ˇξ1 ´ ξ2 ´
2πp
`

ˇ

ˇ

2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

`

rγ˚,ξ1U2πpu, U2πpv
˘

L2
per

ˇ

ˇ

ˇ
.

It is shown in [9, Corollary B.2 and Lemma B.3] that

sup
ξP2Q˚`

}|W8
ě2,`|

1{2pξ, ¨q|Dc
ξ|
´1{2}BpL2

ξq
ď C, sup

ξP2Q˚`

}∇ξW
8
ě2,`}L8pQ`q ď C.

Then as }γ}Y ď 1, and arguing as for [9, Eq. (B.9)] for the first term on the right-hand side,
we get, from (2.23),

ˇ

ˇ

ˇ

ˇ

´

pĂWγ˚,ξ1 ´
ĂWγ˚,ξ2qu, v

¯

L2
per

ˇ

ˇ

ˇ

ˇ

ď C |ξ1 ´ ξ2| }γ˚}X}u}L2
perpQ`q

}v}L2
perpQ`q

` C |ξ1 ´ ξ2|

˜ 
Q˚`

¨
Q`ˆQ`

|rγ˚,ξ1px, yq|
2 dξ1dxdy

¸1{2

}u}L2
perpQ`q

}v}L2
perpQ`q

` C

¨

˚

˚

˝

ÿ

pPZ3

|p|8ă2

 

Q˚`

ˇ

ˇ

ˇ

ˇ

ˇ

1
ˇ

ˇξ1 ´ ξ1 ´
2πp
`

ˇ

ˇ

2 ´
1

ˇ

ˇξ1 ´ ξ2 ´
2πp
`

ˇ

ˇ

2

ˇ

ˇ

ˇ

ˇ

ˇ

dξ1

˛

‹

‹

‚

}u}L2
perpQ`q

}v}L2
perpQ`q

.

Observe that 
Q˚`

¨
Q`ˆQ`

|rγ˚,ξ1px, yq|
2 dξ1dxdy “

 
Q˚`

TrL2
perpQ`q

rrγ2
˚,ξ1s dξ

1 ď

 
Q˚`

TrL2
perpQ`q

rrγ˚,ξ1s dξ
1 “ q,
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since 0 ď γ˚ ď 1. Then

›

›

›

ĂWγ˚,ξ1´
ĂWγ˚,ξ2

›

›

›

B
`

L2
perpQ`q

˘ ď C|ξ1´ ξ2|`C
ÿ

pPZ3

|p|8ă2

 

Q˚`

ˇ

ˇ

ˇ

ˇ

ˇ

1
ˇ

ˇξ1 ´ ξ1 ´
2πp
`

ˇ

ˇ

2 ´
1

ˇ

ˇξ1 ´ ξ2 ´
2πp
`

ˇ

ˇ

2

ˇ

ˇ

ˇ

ˇ

ˇ

dξ1.

The Hölder continuity follows since the function ξ ÞÑ
ffl
Q˚`

dξ1

|ξ´ξ1|2
is locally a-Hölder continuous

w.r.t. ξ for any 0 ă a ă 1.

We also need the following, which adapts [12, Lemma 4] to the periodic Dirac operator.
We recall that for any operator Aξ, we have rAξ :“ U˚ξ AξUξ with Uξupxq “ eiξ¨xupxq for any
x P R3 and u Q`-periodic.

Lemma 4.2. Let 0 ă κpα, cq ă 1. Consider an open subset Ω of Q˚` . Let ε ą 0 and let K be
a compact set in C such that infξPΩ d

´

K;σ
`

rDc
γ˚,ξ

˘

X R`
¯

ě ε. Then,

1. Dcp rDc
γ˚,ξ

´ zq´1 is bounded on L2
perpQ`q, uniformly w.r.t. ξ P Ω and z P K;

2. The map ξ ÞÑ Dcp rDc
γ˚,ξ

´ zq´1 is Hölder continuous w.r.t. ξ P Ω with values in
BpL2

perpQ`qq, uniformly in z P K.

Proof. As rDc
ξ “ Dc ` c

ř3
r“1 αrξr thanks to (2.5) and (2.8), we have, for every ξ P Ω Ă Q˚`

and z P K,
›

›Dcp rDc
γ˚,ξ ´ zq

´1
›

›

BpL2
perpQ`qq

ď
›

› rDc
ξp
rDc
γ˚,ξ ´ zq

´1
›

›

BpL2
perpQ`qq

` c
›

›|ξ|p rDc
γ˚,ξ ´ zq

´1
›

›

BpL2
perpQ`qq

ď
›

›Dc
ξpDc

γ˚,ξ ´ zq
´1
›

›

BpL2
ξpQ`qq

`
C

ε
c.

Thanks to (2.30) in Lemma 2.3, we have, for all ξ P Ω and z P K,

›

›Dc
ξpDc

γ˚,ξ ´ zq
´1
›

›

BpL2
ξpQ`qq

ď
1

1´ κpα, cq

›

›Dc
γ˚,ξpD

c
γ˚,ξ ´ zq

´1
›

›

BpL2
ξpQ`qq

ď
1

1´ κpα, cq
`

|z|

εp1´ κpα, cqq
,

which implies
›

›Dcp rDc
γ˚,ξ ´ zq

´1
›

›

BpL2
perpQ`qq

ď C, uniformly w.r.t. ξ P Ω, z P K.

The Hölder continuity follows from the fact that

Dc
“

pDc
γ˚,ξ ´ zq

´1 ´ pDc
γ˚,ξ1 ´ zq

´1
‰

“ DcpDc
γ˚,ξ ´ zq

´1rDc
γ˚,ξ ´Dc

γ˚,ξ1spD
c
γ˚,ξ1 ´ zq

´1

“
“

DcpDc
γ˚,ξ ´ zq

´1
‰

”

´ ic
3
ÿ

r“1

αr pξr ´ ξ
1
rq ´

ĂWγ˚,ξ `
ĂWγ˚,ξ1

ı

pDc
γ˚,ξ1 ´ zq

´1.

Here DcpDc
γ˚,ξ

´ zq´1 and pDc
γ˚,ξ1

´ zq´1 are bounded on L2
perpQ`q, and ξ ÞÑ ĂWγ˚,ξ is Hölder

continuous as shown in Lemma 4.1.
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We denote by
`

λnpξq
˘

ně1
the positive eigenvalues of rDc

γ˚,ξ
counted with multiplicity, which

are the same ones as the eigenvalues of the Dc
γ˚,ξ

’s since Uξ is unitary. We may assume that
the λnpξq’s are counted in nondecreasing order: λ1pξq ď λ2pξq ď ¨ ¨ ¨ .

Arguing as in [12, Lemmas 5 and 6] and using Cauchy’s formula [15], we immediately
obtain the following lemma.

Lemma 4.3. Let 0 ă κpα, cq ă 1. For any n P N˚, the positive eigenvalues
`

λnpξq
˘

n
of Dc

γ˚,ξ

are Hölder continuous with respect to ξ P Q˚` . Moreover, let Ω be an open subset of Q˚` and
I “ pa, bq a bounded interval of R` such that σp rDc

γ˚,ξ
q X ta, bu “ H for all ξ P Ω. Then, the

map
Ω Q ξ ÞÑ Dc

1Ip rDc
γ˚,ξq P B

`

L2
perpQ`q

˘

is Hölder continuous. In particular, there exists N P N independent of ξ P Ω and an orthonor-
mal basis pu1pξq, ¨ ¨ ¨ , uN pξqq of the range of 1Ip rDc

γ˚,ξ
q such that Ω Q ξ ÞÑ unpξq P H

1
perpQ`q is

Hölder continuous w.r.t. ξ P Ω for every n P t1, ¨ ¨ ¨ , Nu.

Indeed, as in [12], the existence of ε ą 0 and of the compact K in the statement of
Lemma 4.2 is ensured by the fact that the positive eigenvalues of Dc

γ˚,ξ
go to infinity uniformly

with respect to ξ P Q˚` in virtue of Lemma 2.4.

4.2 The Fermi level is either empty or totally filled.

Recall that γ˚ is a minimizer of Jďq satisfying the Euler–Lagrange equation (2.39) with Jďq
being given by (3.1) (or, equivalently (3.5)).

We argue by contradiction and assume as in [12] that δ ‰ 0 and δ ‰ 1tνupDc
γ˚q, and that

the Lagrange multiplier ν defined in Theorem 2.7 is an eigenvalue of Dc
γ˚ (otherwise, δξ “ 0

for almost every ξ P Q˚` ). Then,
ˇ

ˇ

ˇ

 

ξ P Q˚` | Dn ě 1, λnpξq “ ν
(

ˇ

ˇ

ˇ
‰ 0.

As in [12], we have the following lemma which is obtained without difficulty by replacing the
HF operator Hγ˚ by the DF operator Dc

γ˚ in the proof of [12, Lemma 7].

Lemma 4.4. Let 0 ă κpα, cq ă 1. Assume that ν ą 0 is an eigenvalue of Dc
γ˚ such that δ ‰ 0

and δ ‰ 1tνupDc
γ˚q. Then, there exists a constant 0 ă ε ď 1, a Borel set ω Ă Q˚` with |ω| ‰ 0

and two continuous functions ω Q ξ ÞÑ upξq P H1
perpQ`q and ω Q ξ ÞÑ u1pξq P H1

perpQ`q such
that

upξq, u1pξq P ker
´

rDc
γ˚,ξ ´ ν

¯

, }upξq}L2
perpQ`q

“ }u1pξq}L2
perpQ`q

“ 1,

and, denoting ψξ :“ Uξupξq and ψ1ξ :“ Uξu
1pξq in H1

ξ pQ`q, we have

0 ď δξ ` t |ψξ〉 〈ψξ| ´ t1
ˇ

ˇψ1ξ
〉 〈
ψ1ξ

ˇ

ˇ ď 1 (4.3)

on L2
ξpQ`q for all ξ P ω and all t, t1 P r0, εq, where |ψ〉 〈ψ| denotes the projector onto the vector

space spanned by the function ψ.

Recall that Vγ,ξ is defined in (2.19); that is,

Vγ,ξ “ ργ ˚G` ´Wγ,ξ.

The desired contradiction is based on the positivity of the second-order term shown in The-
orem 3.3.
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Lemma 4.5. Let 0 ă α ď 1 and c ě 1. Assume that ν is an eigenvalue of Dc
γ˚ given by (3.2),

that δ ‰ 0 and δ ‰ 1tνupDc
γ˚q, and let ω, ψξ and ψ1ξ be as in Lemma 4.4. Then, there exists

R ą 1 such that if α and c satisfy

c ě 2 pCGz ` CEEqq and
α

c
ď

1

4CEER
, (4.4)

we have

γ˚, γ˚ ` th P UR, provided |t| ď min

"

ε

maxt}η}L8 ; }η1}L8u
; 1

*

where the periodic density matrix h “
ffl ‘
Q˚`

hξ dξ is defined by

hξ “ ηpξq |ψξ〉 〈ψξ| ´ η1pξq
ˇ

ˇψ1ξ
〉 〈
ψ1ξq

ˇ

ˇ ,

with η and η1 P L8pω,R`q satisfying
´
ω η “

´
ω η

1 and ψ|Q˚` zω “ ψ1|Q˚` zω
“ 0.

Furthermore, for |t| ď min

"

ε

max
 

}η}L8 ;}η1}L8
( ; 1

*

, we also have

α

2
ĂTrL2rVhhs `

α2

c2
Errpt, γ˚, hq ě 0. (4.5)

In above inequality, Errpt, γ˚, hq is defined in Theorem 3.3 and satisfies

|Errpt, γ˚, hq| ď
´

2`
εP
c2

¯

Nγ˚`thphq.

Proof. In this proof, we denote by C various positive constants that are independent of α and

c. Let t0 :“ min

"

ε

max
 

}η}L8 ; }η1}L8
( ; 1

*

where ε is defined in Lemma 4.4. Let

R :“ 1`K1{2
q q ` CY ` 16CEEp1` CYq

2K3{2
q q` (4.6)

with Kq being defined in Lemma 2.5 and CY in Eq. (2.14). Before going further, we shall
point out that (4.4) implies that

κpα, cq ď
CG z ` CEE α q

c
ď

1

2

and

Lpα, cq “ 2Apα, cqR “
α

c

CEE
`

1´ κpα, cq
˘R ď

1

2
,

since α ď 1 and c ě 1. In particular, the assumptions of Lemma 2.5 are satisfied with
γ “ γ1 “ γ˚, and we have

}γ˚}X ď Kq q. (4.7)

We first check that γ˚ P UR. Recall that UR is defined by Eq. (3.7). Thanks to (4.7) and
using the Cauchy–Schwarz inequality in S2,2, we obtain

1

c

›

›γ˚|Dc|1{2
›

›

S1,1
ď

1

c
}γ˚}

1{2
S1,1

}γ˚}
1{2
Xc
ď }γ˚}

1{2
S1,1

}γ˚}
1{2
X ď K1{2

q q (4.8)

and
}γ˚}Y ď }γ˚}Y

 
Q˚`

dξ

|ξ|2
ď CY .
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Thus, since T pγ˚q “ γ˚,

1

c
max

!

›

›γ˚|Dc|1{2
›

›

S1,1
; }γ˚}Y

)

`
M

c2
}T pγ˚q ´ γ˚}XcXYc

“
1

c
max

!

›

›γ˚|Dc|1{2
›

›

S1,1
; }γ˚}Y

)

ďK1{2
q q ` CY ă R.

This implies γ˚ P UR.
We now show that γ˚ ` th P UR. For any t P r´t0, t0s, γ˚ ` th P Γďq and 0 ď γ˚ ` th ď

1`
0,ν
‰pDc

γ˚q with ν ď c2 ` Σprqsq thanks to Lemma 2.4. In particular, in virtue of Eq. (2.37)

in Lemma 2.5,
›

›γ˚ ` th
›

›

X
ď Kq q.

By repeating the above estimate for γ˚, we obtain

1

c

›

›pγ˚ ` thq|Dc|1{2
›

›

S1,1
ď K1{2

q q and }γ˚ ` th}Y ď CY .

Note that P`γ˚pγ˚ ` thqP`γ˚ “ γ˚ ` th from the definition of h. Applying Lemma 6.5 below
with g “ γ˚ and γ “ γ˚ ` th then leads to

1

c2

›

›T pγ˚ ` thq ´ γ˚ ´ th
›

›

Xc
ď 4CEE |t|

α

c3

 
Q˚`

}h}XXYpξq
›

›γ˚,ξ|Dc
ξ|

1{2
›

›

S1pξq
dξ

ď 4CEE t0
α

c3
}h}XXY

›

›γ˚|Dc|1{2
›

›

S1,1

ď 8CEE p1` CYqK
3{2
q

α

c2
q,

since λ0pα, cq ě 1´ κpα, cq ě 1
2 , and

1

c2
}T pγ˚ ` thq ´ γ˚ ´ th}Yc ď 4CEECY t0

α

c3
}h}XXY ď 8CEECYp1` CYqKq

α

c2
,

since, according to Lemma 2.5 and because Kq ě 1, we have

|t|}h}XXYpξq ď
`

1` CY
˘

|t| }h}XXY ď 2p1` CYqt0 max
 

}η}L8 ; }η1}L8
(

Kq ď 2p1` CYqKq.

According to the definition of Mpα, cq in Lemma 3.2, it is easy to see that Mpα, cq ď 2. Thus,

Mpα, cq

c2
}T pγ˚ ` thq ´ γ˚ ´ th}XcXYc ď 16CEEp1` CYq

2K3{2
q q`

α

c2
. (4.9)

We conclude that

1

c
max

!

›

›pγ˚ ` thq|Dc|1{2
›

›

S1,1
; }γ˚ ` th}Y

)

`
Mpα, cq

c2
}T pγ˚ ` thq ´ γ˚ ´ th}XcXYc

ď K1{2
q q ` CY ` 16CEEp1` CYq

2K3{2
q q`

α

c2
ă R. (4.10)

Thus, γ˚ ` th P UR.
Next, from Lemma 3.2, the limit θpγq exists for any γ P UR. Hence Epγ˚q and Epγ˚ ` thq

are well-defined. Then, from Eq. (3.5) and Theorem 3.1, we have, for any t P r´t0, t0s,

Epγ˚ ` thq ě min
γPUR

Epγq “ Epγ˚q.

By definition of γ˚ and h, we also have
 
Q˚`

TrL2
ξ

“

pDc
γ˚,ξ ´ εP qhξ

‰

dξ “ 0.
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Finally, we deduce from Theorem 3.3 that

α

2
ĂTrL2rVhhs `

α2

c2
Errpt, γ˚, hq ě 0

with |Errpt, γ˚, hq| ď
`

2` εP
c2

˘

Nγ˚`thphq. This ends the proof.

Let Bpξ, λq denote the ball of radius λ ą 0 centered at ξ P R3. As |ω| ‰ 0, we may find
two points ξ1 and ξ2 in ω such that

ˇ

ˇω X Bpξj , λq
ˇ

ˇ ‰ 0 for j “ 1, 2. In particular, for λ small
enough, we have ωXBpξj , λq “ Bpξj , λq. As in [12], we introduce the operator hλ “

ffl ‘
Q˚`

hλξ dξ

defined by
hλξ :“ ηλpξq |ψξ〉 〈ψξ| ´ η1λpξq

ˇ

ˇψ1ξ
〉 〈
ψ1ξ

ˇ

ˇ

for every ξ P Q˚` , where

ηλ “
1ωXBpξ1,λq

|ω XBpξ1, λq|
and η1λ “

1ωXBpξ2,λq

|ω XBpξ2, λq|
.

As shown in the proof of [12, Lemma 9], for λ small enough we have

ĂTrL2rVhλh
λs ď C ´

4π

λ2
. (4.11)

On the other hand, we have the following.

Lemma 4.6. Let

Ccripq, zq :“max
!

16πCEER;

48C2
EEp4` Σrqsq

´

|Q˚` |
´1Nrqs

`

|Q˚` |
´1Kq ` CY

˘

` 213{2 ˆ 15π6pCEE ` 1qCEE

¯)

with the constants Σrqs P R` and Nrqs P N˚ being given in Lemma 2.4, Kq P R` being given
by (2.36), and R being given as in (4.6).

Then there exists a constant C ą 0 such that for any α
c ď

2π
Ccri

, c ě 2 pCGz ` CEEqq and
any λ small enough,

lim sup
tÑ0

|Errpt, γ˚, h
λq| ď

´

2`
εP
c2

¯

Nγ˚ph
λq ď C `

Ccripq, zq

λ2

where Err and N are defined by Eqs. (3.10) and (3.11) respectively.

Proof. In this proof, C denotes various positive constants that are independent of α, c, and λ.
As Ccripq, zq ě 16π CEER, we have

α

c
ď

4π

Ccripq, zq
ď

1

4CEER
. (4.12)

Thus Lemma 4.5 holds, and κpα, cq ď 1
2 and Lpα, cq ď 1

2 . As a result, from Lemma 4.5, we
infer lim suptÑ0 |Errpt, γ˚, h

λq| ď p2 ` εP
c2
qNγ˚ph

λq for any λ ą 0. In addition, according to
Theorem 3.1 and Lemma 2.4, p2` εP

c2
q ď 4` Σrqs. Hence,

lim sup
tÑ0

|Errpt, γ˚, h
λq| ď

`

2`
εP
c2

˘

Nγ˚ph
λq ď p4` ΣrqsqNγ˚ph

λq.

We then prove that the three terms appearing in Nγ˚ph
λq satisfy respectively

1

c

 
Q˚`

}hλ}XXYpξq
›

›γ˚,ξ|Dc
ξ|

1{2
›

›

S1pξq
dξ ď 2KqNrqs

`

|Q˚` |
´1Kq ` CY

˘

, (4.13)
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Q˚`

}hλ}2XXYpξq}γ˚,ξ}S1pξq dξ ď 12 |Q˚` |
´1Nrqs

`

|Q˚` |
´1Kq ` CY

˘

λ´2 (4.14)

and

sup
ξPQ˚`

sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

}hλ}XXYpξ1q

|ξ ´ ξ1|2
dξ1 ď 3π3λ´1, (4.15)

for λ small enough. Once the above estimates are established, using Eq. (4.12) to get
4Rα

cCEE ď 1 and the hypothesis 2CEE q c
´1 ď 1, a tedious but easy calculation leads to

Nγ˚ph
λq ď C ` 48C2

EE

´

|Q˚` |
´1Nrqs

`

|Q˚` |
´1Kq ` CY

˘

` 213{2 ˆ 15π6pCEE ` 1qCEE

¯

λ´2

since 1
2 ď 1 ´ Lpα, cq ď 1 and 1

2 ď 1 ´ κpα, cq ď λ0pα, cq ď 1 independently of α and c. We
therefore focus on the proof of Eqs. (4.13)– (4.15).

According to Theorem 3.1, 0 ď γ˚ ď 1p0,νspDc
γ˚q. As ν ď Λrqs, we have Rankpγ˚,ξq ď Nrqs

by Lemma 2.4. Thus,

}γ˚,ξ}S1pξq ď Rankpγ˚,ξq ď Nrqs. (4.16)

On the other hand, we write γ˚,ξ “
řNrqs

n“1 µnpξq |ψnpξq〉 〈ψnpξq| with 0 ď µnpξq ď 1 and with
ψnpξq being a normalized eigenfunction of Dc

γ˚,ξ
associated to the eigenvalue 0 ď λnpξq ď Λrqs.

By Eq. (2.30) and Lemma 2.5, we finally get

1

c

›

›γ˚,ξ|Dc
ξ|

1{2
›

›

S1pξq
ď }γ˚,ξp1´∆ξq

1{4}S1pξq ď

Nrqs
ÿ

n“1

}ψnpξq}
2

H
1{2
ξ pQ`q

ď KqNrqs (4.17)

by the interpolation inequality to obtain the H1{2 norm. It is easy to see that

}hλ}X ď |Q
˚
` |
´1

 
ωXBpξ1,λq

}ψξ}
2

H
1{2
ξ

dξ ` |Q˚` |
´1

 
ωXBpξ2,λq

}ψ1ξ}
2

H
1{2
ξ

dξ. (4.18)

By Lemma 2.5 again, this leads to

}hλ}X ď 2|Q˚` |
´1Kq. (4.19)

We now turn to the study of the term }hλ}Ypξq. First, as ω X Bpξj , λq “ Bpξj , λq for λ small
enough, and by (2.13) and the rearrangement inequality,

}hλ}Ypξq “ sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

}hλξ1}BpL2
ξ1
q

|ξ ´ ξ1|2
dξ1 ď |Q˚` |

´1
ÿ

j“1,2

 
ωXBpξj ,λq

dξ1

|ξ ´ ξ1|2
(4.20)

“ 2|Q˚` |
´1

 
Bp0,λq

dξ1

|ξ1|2
“ 6 |Q˚` |

´1λ´2. (4.21)

Thus by (2.13), (4.17), (4.19) and (4.20), we know that

1

c

 
Q˚`

}h}XXYpξq
›

›γ˚,ξ|Dc
ξ|

1{2
›

›

S1pξq
dξ

ď 2|Q˚` |
´1K2

qNrqs `KqNrqs

ÿ

k“1,2

 
ωXBpξk,λq

 
Q˚`

1

|ξ ´ ξ1|2
dξdξ1

“ 2KqNrqs

`

|Q˚` |
´1Kq ` CY

˘

.
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This gives (4.13) for λ small enough.

Analogously, arguing as above and using Eq.(4.16) instead of Eq.(4.17),
 
Q˚`

}hλ}XXYpξq}γ˚,ξ}S1pξq dξ ď 2Nrqs

`

|Q˚` |
´1Kq ` CY

˘

.

To prove (4.14), we observe that, for λ small enough, by (4.19) and (4.21),

}hλ}XXYpξq ď }h
λ}XXY ď 6 |Q˚` |

´1λ´2, (4.22)

for λ small enough and for all ξ P Q˚` . Therefore, 
Q˚`

}hλ}2XXYpξq}γ˚,ξ}S1pξq dξ ď }hλ}XXY

 
Q˚`

}hλ}XXYpξq}γ˚,ξ}S1pξq dξ

ď 12 |Q˚` |
´1Nrqs

`

|Q˚` |
´1Kq ` CY

˘

λ´2.

We now turn to the last estimate, i.e., Eq. (4.15). From (4.19), we have

sup
ξPQ˚`

 
Q˚` `

2πk
`

}hλ}X
|ξ ´ ξ1|2

dξ1 ď 2|Q˚` |
´1CYKq.

On the other hand, according to [17, Chapter 5.10, Formula (3)],
ˆ
R3

dξ1

|ξ ´ ξ1|2|ξ1 ´ ξ2|2
“

π3

|ξ ´ ξ2|
.

Hence, for λ small enough,

sup
ξPQ˚`

sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

}hλ}Ypξ1q

|ξ ´ ξ1|2
dξ1

ď
ÿ

j“1,2

sup
ξPQ˚`

 
ωXBpξj ,λq

dξ2
ˆ
Q˚`

dξ1

|ξ ´ ξ1|2|ξ1 ´ ξ2|2

ď π3
ÿ

j“1,2

sup
ξPQ˚`

 
ωXBpξj ,λq

dξ2

|ξ ´ ξ2|
ď 2π3

 
Bp0,λq

dξ

|ξj |
ď 3π3λ´1.

Thus for λ small enough, we deduce

sup
ξPQ˚`

 
Q˚`

}hλ}XXYpξ1q

|ξ ´ ξ1|2
dξ1 ď 3π3λ´1.

This ends the proof of Lemma 4.6.

We turn now to the proof of Theorem 2.10.

Proof of Theorem 2.10. Indeed, by using Eq. (4.11) and Lemma 4.6, under Assumption 2.8
we get

lim sup
tÑ0

ˆ

α

2
ĂTrL2rVhλh

λs `
α2

c2
Errpt, γ˚, h

λq

˙

ď C `
Ccripq, zqα

2c´2 ´ 2πα

λ2
.

Thus, for α ą 0 and α
c small enough satisfying

α

c
ă

2π

Ccripq, zq
, (4.23)
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we have

lim
λÑ0

lim
tÑ0

ˆ

α

2
ĂTrL2rVhλh

λs `
α2

c2
Errpt, γ˚, h

λq

˙

ď C ` lim
λÑ0

`

Ccripq, zq
α
c ´ 2π

˘

α

λ2
“ ´8.

We reach a contradiction with (4.5) whenever Assumption 2.8 is satisfied. The proof of The-
orem 2.10 is now complete.

5 Existence of the retraction

In this section, we argue as in [9, Proposition 5.8] and [23] to give a sketch of the proof of
Lemma 3.2. It is based on the following result.

Lemma 5.1. Let 0 ă κpα, cq ă 1. Recall that Apα, cq :“ α
2cCEE

`

1´ κpα, cq
˘´1{2

λ0pα, cq
´1{2.

Then for any γ, γ1 P Γďq and ξ P Q˚` , we have

›

›|Dc
ξ|

1{2pP`γ,ξ ´ P
`
γ1,ξq

›

›

BpL2
ξq
ď

Apα, cq

p1` CYq
}γ ´ γ1}XXYpξq ď

Apα, cq

c p1` CYq
}γ ´ γ1}XcXYcpξq (5.1)

and

}T 2pγq ´ T pγq}XcXYc ď 2Apα, cq
´1

c
max

!

›

›T pγq|Dc|1{2
›

›

S1,1
; }γ}Y

)

`
Apα, cq q`

c2
}T pγq ´ γ}XcXYc

¯

}γ ´ γ1}XcXYc . (5.2)

Proof. By Taylor’s formula, we have

P˘γ “
1

2
˘

1

2π

ˆ `8

´8

pDc
γ ´ izq

´1dz. (5.3)

Thus,

P˘γ ´ P
˘
γ1 “ ˘

α

2π

ˆ `8

´8

pDc
γ ´ izq

´1Vγ1´γpDc
γ1 ´ izq

´1dz.

Now, according to Eqs. (2.26), (2.31) and (2.33) and by using the formula
ˆ `8

´8

B

B2 ` z2
dz “ π, when B ą 0, (5.4)

we obtain, for any ψξ, φξ P L2
ξ ,

ˇ

ˇ

ˇ

ˇ

´

ψξ, |Dc
ξ|

1{2pP`γ,ξ ´ P
`
γ1,ξqφξ

¯

L2
ξ

ˇ

ˇ

ˇ

ˇ

“
α

2π

ˇ

ˇ

ˇ

ˇ

ˆ `8

´8

´

ψξ, |Dc
ξ|

1{2pDc
γ,ξ ´ izq

´1Vγ´γ1,ξpDc
γ1,ξ ´ izq

´1φξ

¯

L2
ξ

dz

ˇ

ˇ

ˇ

ˇ

ď
α

2π
}Vγ´γ1,ξ}BpL2

ξq

ˆˆ `8

´8

›

›pDc
γ,ξ ´ izq

´1|Dc
ξ|

1{2ψξ
›

›

2

L2
ξ
dz

˙1{2

ˆ

ˆˆ `8

´8

›

›pDc
γ1,ξ ´ izq

´1φξ
›

›

2

L2
ξ
dz

˙1{2

ď
α

2
}Vγ´γ1}Y

›

›|Dc|1{2|Dc
γ |
´1{2

›

›

Y

›

›|Dc
γ1 |
´1{2

›

›

Y
}ψξ}L2

ξ
}φ}L2

ξ

ď
CEE

2 p1` CYq
p1´ κpα, cqq´1{2λ0pα, cq

´1{2 α

c
}γ ´ γ1}XXY}ψ}L2

ξ
}φ}L2

ξ
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ď
CEE

2 p1` CYq

`

1´ κpα, cq
˘´1{2

λ0pα, cq
´1{2 α

c2
}γ ´ γ1}XcXYc}ψ}L2

ξ
}φ}L2

ξ
.

Then Eq. (5.1) follows. We now turn to the proof of (5.2). We have

T 2pγq ´ T pγq “
`

P`T pγq ´ P
`
γ

˘

T pγqP`T pγq

` T pγq
`

P`T pγq ´ P
`
γ

˘

`
`

P`T pγq ´ P
`
γ

˘

T pγq
`

P`T pγq ´ P
`
γ

˘

.

Hence,

}T 2pγq ´ T pγq}XcXYc

ď 2 }pP`T pγq ´ P
`
γ qT pγq}XcXYc ` }pP

`

T pγq ´ P
`
γ qT pγq pP

`

T pγq ´ P
`
γ q}XcXYc .

Since c2 ď |Dc|, we have
›

›T pγq pP`T pγq ´ P
`
γ q

›

›

XcXYc ď
›

›|Dc|1{2pP`T pγq ´ P
`
γ q

›

›

Y
max

!

›

›T pγq|Dc|1{2
›

›

S1,1
; }T pγq}Y

)

and
›

›pP`T pγq ´ P
`
γ qT pγq pP

`

T pγq ´ P
`
γ q

›

›

XcXYc ď
›

›|Dc|1{2pP`T pγq ´ P
`
γ q

›

›

2

Y
}T pγq}S1,1XY .

Observe from (2.14) that }T pγq}S1,1 ď }γ}S1,1 ď q and }T pγq}Y ď }γ}Y ď CY , from which we
deduce that }T pγq}S1,1XY ď p1` CYq q

`. Then, using (5.1), we obtain

}T 2pγq ´ T pγq}XcXYc ď 2Apα, cq

ˆ

1

c
max

!

›

›T pγq|Dc|1{2
›

›

S1,1
; }T pγq}Y

)

`
Apα, cq q`

2c2
}γ ´ T pγq}XcXYc

˙

}γ ´ T pγq}XcXYc .

We turn now to the following.

Proof of Lemma 3.2. First of all, we observe that T pγq ď γ ď 1L2pR3q, }T pγq}S1,1 ď }γ}S1,1 ď

q and }T pγq}Y ď }γ}Y . Then, from (2.32),

}T pγq}X ď
1´ κpα, cq

1` κpα, cq
}γ}X .

Therefore, T pγq P Γďq. We are going to prove that T maps UR into UR. For γ P UR, we have

›

›T pγq|Dc|1{2
›

›

S1,1
ď

›

›γ|Dc|1{2
›

›

S1,1
`

1

c
}γ ´ T pγq}Xc . (5.5)

As Mpα, cq ě 1`Apα,cq q`

2 , (5.2) implies

}T 2pγq ´ T pγq}Xc ď Lpα, cq }T pγq ´ γ}Xc (5.6)

with Lpα, cq “ 2Apα, cqR and

1

c
}T pγq}Y ď

1

c
}γ}Y `

1

c2
}T pγq ´ γ}Yc . (5.7)

Moreover, as Mpα, cq ě 1
1´2Apα,cqR , we have 1`Mpα, cqLpα, cq ďM . Then, from Eqs. (5.5)-

(5.7) and the fact that γ P UR,

1

c
max

!

›

›T pγq|Dc|1{2
›

›

S1,1
; }T pγq}Y

)

`
Mpα, cq

c2
}T 2pγq ´ T pγq}XcXYc
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ď
1

c
max

!

›

›γ|Dc|1{2
›

›

S1,1
; }γ}Y

(

`
1`Mpα, cqLpα, cq

c2
}γ ´ T pγq}XcXYc ă R.

Therefore, T pγq P UR. Thus, T maps UR into UR, and so does Tn for any n P N.
Next, we prove the existence of θ. From (5.2), we know

}Tnpγq ´ Tn´1pγq}XcXYc ď Lpα, cq }Tn´1pγq ´ Tn´2pγq}XcXYc (5.8)

and

}Tnpγq}XcXYc ď
n
ÿ

i“1

}T ipγq´T i´1pγq}XcXYc`}γ}X ď
1

1´ Lpα, cq
}T pγq´γ}XcXYc`}γ}XcXYc .

This implies that }Tnpγq}XcXYc is uniformly bounded with respect to n P N, and pTnpγqqn is
a Cauchy sequence in Xc X Yc. Thus, for any γ P UR, the retraction θpγq :“ limnÑ`8 T

npγq
exists in Xc X Yc. Furthermore, we have

}θpγq ´ Tnpγq}XcXYc ď
Lpα, cqn

1´ Lpα, cq
}T pγq ´ γ}XcXYc .

It can be deduced directly from (5.1) that T is continuous on UR. Finally, the fact that
θpγq P Γ`ďq for any γ P UR follows from the fact that

}T pθpγqq ´ θpγq}XcXYc “ lim
nÑ`8

}Tn`1pγq ´ Tnpγq}XcXYc “ 0.

This ends the proof.

6 Second-order expansion of Epγq

This section is devoted to the proof of Theorem 3.3. We fix α and c. To simplify the notation,
we denote L :“ Lpα, cq, κ :“ κpα, cq and λ0 :“ λ0pα, cq throughout this section. The main
ingredient is the following proposition, which is essentially the same as in [20], but with a more
delicate study.

Proposition 6.1. Let R ą 1 be fixed, and let κ ă 1 and L ă 1 be given as in Lemma 3.2.
For any γ P UR and any g P Γďq, if P`g γP`g “ γ, we have

ˇ

ˇ

ˇ
Epγq ´

`

Epγq ´ εPĂTrL2rγs
˘

ˇ

ˇ

ˇ
ď

`

2`
εP
c2

˘ α2

c2
Nγpγ ´ gq, (6.1)

where Nγphq is given in Eq. (3.11).

Remark 6.2. Actually, for atoms and molecules, using a finer version of this estimate, it is
shown in [20] that the DF model is an approximation of the electron-positron Hartree–Fock
model (see, e.g., [5] for this model).

We first use Proposition 6.1 to prove Theorem 3.3.

Proof of Theorem 3.3. Let

Errpt, γ, hq :“
c2

α2t2

´

Epγ ` thq ´
`

Epγ ` thq ´ εPĂTrL2rγs
˘

¯

.

Since γ P Γ`ďq, we have

Epγ ` thq “ Epγq ` Epγ ` thq ´
`

Epγq ´ εPĂTrL2pγq
˘

` t2
α2

c2
Errpt, γ, hq.

This is precisely Eq. (3.10). Then, by replacing g by γ and γ by γ ` th in Proposition 6.1, we
finally get

ˇ

ˇErrpt, γ, hq
ˇ

ˇ ď

´

2`
εP
c2

¯

t´2 Nγ`thpthq “
´

2`
εP
c2

¯

Nγ`thphq. (6.2)
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6.1 Proof of Proposition 6.1

We first consider the error bound between Epγq and Epγq for any γ P UR.

Lemma 6.3. Let R ě 1 be fixed. Assume that κ ă 1 and L ă 1 as in Lemma 3.2. Let
Cκ,L :“

5C2
EE

p1´κq2λ
3{2
0 p1´Lq2

. Then, for any γ P UR,

ˇ

ˇ

ˇ
Epγq ´

`

Epγq ´ εPĂTrL2rγs
˘

ˇ

ˇ

ˇ

ď
2 c2 ` εP

c2

”

Cκ,L

´

R
α

c
` q

α

c
` 1

¯ α

c3
}T pγq ´ γ}2XcXYc ` }P

´
γ γP

´
γ }Xc

ı

. (6.3)

This is an immediate result of the following.

Lemma 6.4. Let κ ď 1 and L ă 1. For any γ P UR,

}P`γ pθpγq ´ T pγqqP
`
γ }XcXYc ď Cκ,LR

α2

c4
}T pγq ´ γ}2XcXYc (6.4)

and

}P´γ θpγqP
´
γ }XcXYc ď Cκ,L q

α2

c4
}T pγq ´ γ}2XcXYc . (6.5)

We first use it to prove Lemma 6.3 and we postpone the proof of 6.4 until Section 6.2.

Proof of Lemma 6.3. Notice that

Epγq ´ pEpγq ´ εPĂTrL2rγsq

“ĂTrL2

“

Dc
γpθpγq ´ γq

‰

`
α

2
ĂTrL2

“

Vθpγq´γpθpγq ´ γq
‰

´ εPĂTrL2rθpγq ´ γs. (6.6)

We calculate each term on the right-hand side of Eq. (6.6) separately.
Estimate on ĂTrL2

“

Dc
γpθpγq ´ γq

‰

. We consider the first term on the right-hand side of
(6.6). Notice that T pγq “ P`γ γP

`
γ . We have

ĂTrL2

“

Dc
γpθpγq ´ γq

‰

“ĂTrL2

“

Dc
γpP

`
γ ` P

´
γ qpθpγq ´ γqpP

`
γ ` P

´
γ q

‰

“ĂTrL2

“

|Dc
γ |P

`
γ pθpγq ´ T pγqqP

`
γ

‰

´ĂTrL2

“

|Dc
γ |P

´
γ pθpγq ´ γqP

´
γ

‰

.

Thanks to (2.31), (6.4) and since κ ă 1, we have
ˇ

ˇ

ˇ

ĂTrL2

“

|Dc
γ |P

`
γ pθpγq ´ T pγqqP

`
γ

‰

ˇ

ˇ

ˇ
ď

›

›|Dc
γ |

1{2P`γ pθpγq ´ T pγqqP
`
γ |Dc

γ |
1{2

›

›

S1,1

ď 2
›

›P`γ pθpγq ´ T pγqqP
`
γ

›

›

Xc
ď 2Cκ,LR

α2

c4

›

›T pγq ´ γ
›

›

2

XcXYc .

On the other hand, from (2.31) and (6.5), we infer
ˇ

ˇ

ˇ

ĂTrL2

“

|Dc
γ |P

´
γ pθpγq ´ γqP

´
γ

‰

ˇ

ˇ

ˇ
ď

›

›|Dc
γ |

1{2P´γ θpγqP
´
γ |Dc

γ |
1{2

›

›

S1,1
`
›

›|Dc
γ |

1{2P´γ γP
´
γ |Dc

γ |
1{2

›

›

S1,1

ď 2
´

›

›P´γ θpγqP
´
γ

›

›

Xc
`
›

›P´γ γP
´
γ

›

›

Xc

¯

ď 2Cκ,Lq
α2

c4

›

›T pγq ´ γ
›

›

2

XcXYc ` 2
›

›P´γ γP
´
γ

›

›

Xc
.

Then we conclude that
ˇ

ˇ

ˇ

ĂTrL2

“

Dc
γpθpγq ´ γq

‰

ˇ

ˇ

ˇ
ď 2Cκ,LpR` qq

α2

c4

›

›T pγq ´ γ
›

›

2

XcXYc ` 2
›

›P´γ γP
´
γ

›

›

XcXYc .
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Estimate on εPĂTrL2rθpγq ´ γs. This term can be treated analogously. Actually, as
c2 ď |Dc|, we have

εP
ˇ

ˇĂTrL2rθpγq ´ γs
ˇ

ˇ ď εP

ˇ

ˇ

ˇ

ĂTrL2rP`γ pθpγq ´ γqP
`
γ s `

ĂTrL2rP´γ pθpγq ´ γqP
´
γ s

ˇ

ˇ

ˇ

ď
εP
c2

´

›

›P`γ pθpγq ´ T pγqqP
`
γ

›

›

Xc
`
›

›P´γ θpγqP
´
γ

›

›

Xc
`
›

›P´γ γP
´
γ

›

›

Xc

¯

.

Then proceeding as for the term Tr
“

Dc
γpθpγq ´ γq

‰

, we obtain

εP

ˇ

ˇ

ˇ

ĂTrL2

“

θpγq ´ γ
‰

ˇ

ˇ

ˇ
ď
εP
c2
Cκ,L q

α2

c4

›

›T pγq ´ γ
›

›

2

XcXYc `
εP
c2

›

›P´γ γP
´
γ

›

›

XcXYc .

Estimate on α
2
ĂTrL2

“

Vθpγq´γpθpγq ´ γq
‰

. Using (2.26) and (3.9), we infer

α
ˇ

ˇ

ˇ

ĂTrL2

“

Vθpγq´γpθpγq ´ γq
‰

ˇ

ˇ

ˇ

ď
CEE

p1` CYq

α

c

›

›θpγq ´ γ
›

›

XcXYc

›

›θpγq ´ γ
›

›

S1,1

ď
CEE

p1` CYq

α

c3

›

›θpγq ´ γ
›

›

XcXYc

›

›θpγq ´ γ
›

›

Xc

ď
CEE

p1` CYqp1´ Lq2
α

c3

›

›T pγq ´ γ
›

›

2

XcXYc ď Cκ,L
α

c3

›

›T pγq ´ γ
›

›

XcXYc .

Conclusion. We then deduce the following estimate :
ˇ

ˇ

ˇ
Epγq ´

`

Epγq ´ εPĂTrL2rγs
˘

ˇ

ˇ

ˇ

ď
2c2 ` εP

c2

”

Cκ,L

´

R
α

c
` q

α

c2
` 1

¯ α

c2

›

›T pγq ´ γ
›

›

2

XcXYc `
›

›P´γ γP
´
γ

›

›

XcXYc

ı

.

We now consider the term T pγq ´ γ and P´γ γP´γ under the condition γ “ P`g γP
´
g .

Lemma 6.5. Let 0 ă κ ă 1 and g, γ P Γďq. If P`g γP`g “ γ, we have

›

›T pγq ´ γ
›

›

Xc
ď

?
2CEE

λ
1{2
0 p1´ κq

α

c

 
Q˚`

}γ ´ g}XXYpξq
›

›γξ|Dc
ξ|

1{2
›

›

S1pξq
dξ,

›

›T pγq ´ γ
›

›

Yc ď

?
2CEE

λ
1{2
0 p1´ κq

α

c
sup
ξPQ˚`

 
Q˚`

}γ ´ g}XXYpξ1q

|ξ ´ ξ1|2
dξ1

and

›

›P´γ γP
´
γ

›

›

Xc
ď

C2
EE

2p1´ κq2λ0

α2

c2

 
Q˚`

}g ´ γ}2XXYpξq}γξ}S1pξq dξ.

Proof. Indeed, we have

T pγq ´ γ “ pP`γ ´ P
`
g qγP

`
γ ` P

`
g γpP

`
γ ´ P

`
g q.

Then, according to (5.1) and (2.32) and as 0 ă κ ă 1,

›

›Tξpγq ´ γξ
›

›

Xcpξq
ď

2 p1` κq1{2

p1´ κq1{2

›

›|Dc
ξ|

1{2pP`γ,ξ ´ P
`
g,ξq

›

›

BpL2
ξq

›

›γξ|Dc
ξ|

1{2
›

›

S1pξq
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ď

?
2CEE

p1` CYqλ
1{2
0 p1´ κq

α

c

›

›γ ´ g
›

›

XXYpξq
›

›γξ|Dc
ξ|

1{2
›

›

S1pξq
.

Thus,
›

›T pγq ´ γ
›

›

Xc
ď

?
2CEE

λ
1{2
0 p1´ κq

α

c

 
Q˚`

}γ ´ g}XXYpξq
›

›γξ|Dc
ξ|

1{2
›

›

S1pξq
dξ.

Analogously for the second estimate, the bounds }γξ}BpL2
ξq
ď 1, c2 ď |Dc| together with (2.14)

yield

}T pγq ´ γ}Yc ď sup
ξPQ˚`

sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

2

|ξ ´ ξ1|2
}|Dc

ξ1 |
1{2pP`γ,ξ1 ´ P

`
g,ξ1q}BpL2

ξ1
q}γξ1}BpL2

ξ1
qdξ

1

ď

?
2CEE

λ
1{2
0 p1´ κq

α

c
sup
ξPQ˚`

sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

}γ ´ g}XXYpξ1q

|ξ ´ ξ1|2
dξ1.

We now turn to the last estimate. Obviously,

P´γ γP
´
γ “ P´γ pP

`
g ´ P

`
γ qγpP

`
g ´ P

`
γ qP

´
γ .

Then using Eqs. (5.1) and (2.32) twice, we get
›

›P´γ,ξγξP
´
γ,ξ

›

›

Xcpξq
“

›

›|Dc
ξ|P

´
γ,ξpP

`
g,ξ ´ P

`
γ,ξqγξpP

`
g,ξ ´ P

`
γ,ξqP

´
γ,ξ|D

c
ξ|
›

›

S1pξq

ď
1` κpα, cq

1´ κpα, cq

›

›|Dc
ξ|

1{2pP`g,ξ ´ P
`
γ,ξq}

2
BpL2

ξq
}γξ

›

›

S1pξq

ď
C2
EE

2 p1´ κq2λ0

α2

c2
}g ´ γ}2XXYpξq}γξ}S1pξq.

Thus,
›

›P´γ γP
´
γ

›

›

Xc
ď

C2
EE

2 p1´ κq2λ0

α2

c2

 
Q˚`

}g ´ γ}2XXYpξq}γξ}S1pξqdξ.

This ends the proof.

Inserting Lemma 6.5 into Eq. (6.3), we get immediately

ˇ

ˇ

ˇ
Epγq ´

`

Epγq ´ εPĂTrL2rγs
˘

ˇ

ˇ

ˇ
ď

`

2`
εP
c2

˘α2

c2
Nγpγ ´ gq,

where Nγphq is given by (3.11); namely,

Nγphq “
C2
EE

2p1´ κq2λ0

 
Q˚`

}h}2XXYpξq}γξ}S1pξqdξ

`

ˆ

q
α2

c2
`R

α2

c2
`
α

c

˙

10C4
EE

p1´ κq4λ
5{2
0 p1´ Lq2

ˆ

¨

˚

˝

1

c

 
Q˚`

}h}XXYpξq}γξ|Dc
ξ|

1{2}S1pξqdξ `
1

c
sup
ξPQ˚`

sup
kPZ3

|k|8ď1

 
Q˚` `

2πk
`

}h}XXYpξ1q

|ξ ´ ξ1|2
dξ1

˛

‹

‚

2

.
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6.2 Proof of Lemma 6.4

To complete the proof of Proposition 6.1, Lemma 6.4 remains to be proved. Before going
further, we need the following.

Proposition 6.6. Let κ ă 1. For any γ, γ1 P Γďq and h P X,

P`γ pdP
`
γ hqP

`
γ “ 0 (6.7)

where dP`γ h is the Gateaux derivative of P`γ at γ P Γďq in the direction h. In addition, we
have

›

›

›
|Dc|1{2

“

P`γ ´ P
`
γ1 ´ dP

`
γ1 pγ ´ γ

1q
‰

›

›

›

Y
ď

C2
EE

2p1´ κq1{2p1` CYq2λ
3{2
0

α2

c5

›

›γ ´ γ1
›

›

2

XcXYc . (6.8)

Proof. The proof is essentially the same as in [20]. As P`γ`th “ pP
`
γ`thq

2 for any h P X, we
have

dP`γ h “ P`γ pdP
`
γ hq ` pdP

`
γ hqP

`
γ .

Thus,
P`γ pdP

`
γ hqP

`
γ “ 2P`γ pdP

`
γ hqP

`
γ ,

hence (6.7). Recall that

P`γ ´ P
`
γ1 “

α

2π

ˆ `8

´8

pDc
γ ´ izq

´1Vγ1´γpDc
γ1 ´ izq

´1dz

and

dP`γ pγ ´ γ
1q “

α

2π

ˆ `8

´8

pDc
γ ´ izq

´1Vγ1´γpDc
γ ´ izq

´1dz.

Thus,

P`γ ´ P
`
γ1 ´ dP

`
γ pγ ´ γ

1q “ ´
α2

2π

ˆ `8

´8

pDc
γ ´ izq

´1Vγ1´γpDc
γ1 ´ izq

´1Vγ1´γpDc
γ ´ izq

´1dz.

Analogously to (5.1), using (2.26), (2.31), (5.4) and (2.33) again, for any φξ, ψξ P L2
ξ ,

ˇ

ˇ

ˇ

´

φξ, |Dc
ξ|

1{2rP`γ,ξ ´ P
`
γ1,ξ ´ pdP

`
γ pγ ´ γ

1qqξsψξ

¯
ˇ

ˇ

ˇ

ď
α2

2π

›

›Vγ1´γ
›

›

2

Y

›

›|Dc
γ1 |
´1
›

›

Y

ˆ

ˆˆ `8

´8

›

›pDc
γ,ξ ´ izq

´1|Dc
ξ|

1{2φξ
›

›

L2
ξ

˙1{2 ˆˆ `8

´8

›

›pDc
γ,ξ ´ izq

´1ψξ
›

›

L2
ξ

˙1{2

ď
C2
EE

2 p1´ κq1{2p1` CYq2λ
3{2
0

α2

c5

›

›γ ´ γ1
›

›

2

XcXYc}φξ}L2
ξ
}ψξ}L2

ξ
.

This gives (6.8). Hence the proposition.

Proof of Lemma 6.4. We first prove (6.4). Indeed, it suffices to prove
›

›P`γ pT
npγq ´ Tn´1pγqqP`γ

›

›

XcXYc

ď Cκ,Lp1´ LqR
α2

c4

›

›T pγq ´ γ
›

›

XcXYc

›

›Tn´1pγq ´ Tn´2pγq
›

›

XcXYc .
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Then, by Lemma 3.2,

›

›P`γ pθpγq ´ T pγqqP
`
γ

›

›

XcXYc ď
`8
ÿ

n“2

›

›P`γ pT
npγq ´ Tn´1pγqqP`γ

›

›

XcXYc

ď Cκ,Lp1´ LqR
α2

c4

›

›T pγq ´ γ
›

›

XcXYc

`8
ÿ

n“2

›

›Tn´1pγq ´ Tn´2pγq
›

›

XcXYc

ď Cκ,LR
α2

c4

›

›T pγq ´ γ
›

›

2

XcXYc .

Let γn :“ Tnpγq and γ0 :“ γ. Then for n ě 2, γn “ P`γn´1
γn´1P

`
γn´1

and γn´1 “ P`γn´2
γn´1P

`
γn´2

.
Hence, for n ě 2

P`γ pγn ´ γn´1qP
`
γ “ P`γ pP

`
γn´1

´ P`γn´2
qP`γn´2

γn´1P
`
γn´1

P`γ

` P`γ γn´1P
`
γn´2

pP`γn´1
´ P`γn´2

qP`γ . (6.9)

We only need to consider the first term on the right-hand side ; the second term can be treated
in the same manner. According to (6.7), we have

P`γ pP
`
γn´1

´ P`γn´2
qP`γn´2

γn´1P
`
γn´1

P`γ

“ P`γn´2

`

P`γn´1
´ P`γn´2

´ dP`γn´2
pγn´1 ´ γn´2q

˘

P`γn´2
γn´1P

`
γn´1

P`γ

` pP`γ ´ P
`
γn´2

qpP`γn´1
´ P`γn´2

qP`γn´2
γn´1P

`
γn´1

P`γ . (6.10)

Thus, according to (6.8) and (2.32), for the first term on the right-hand side
›

›P`γn´2
pP`γn´1

´ P`γn´2
´ dP`γn´2

pγn´1 ´ γn´2qqP
`
γn´2

γn´1P
`
γn´1

P`γ
›

›

XcXYc

ď
p1` κq1{2

p1´ κq1{2

›

›|Dc|1{2pP`γn´1
´ P`γn´2

´ dP`γn´2
pγn´1 ´ γn´2qq

›

›

Y

ˆmax
 

}γn´1P
`
γn´1

P`γ |Dc|1{2}S1 ; }γn´1}Y
(

ď
C2
EEp1` κq

3{2

2 p1´ κq2p1` CYq2λ
3{2
0

α2

c5
}γn´1 ´ γn´2}

2
XcXYc max

 

}γn´1|Dc|1{2}S1,1 ; }γn´1}Y
(

.

As γ P UR and according to Lemma 3.2, we get, for any n ě 2,

}γn´1 ´ γn´2}XcXYc ď }γ ´ T pγq}XcXYc ,
1

c
max

 

}γn´1|Dc|1{2}S1,1 ; }γn´1}Y
(

ď R.

Then, as κ ď 1 and CY ě 0, we have
›

›P`γn´2
pP`γn´1

´ P`γn´2
´ dP`γn´2

pγn´1 ´ γn´2qqP
`
γn´2

γn´1P
`
γn´1

P`γ
›

›

XcXYc

ď C 1κ,LR
α2

c4

›

›T pγq ´ γ
›

›

XcXYc

›

›γn´1 ´ γn´2

›

›

XcXYc ,

with C 1κ,L :“
2C2

EE

p1´κq2λ
3{2
0

.

We now consider the second term in the right-hand side of (6.10). By (3.8) we have
}γn ´ γ}XcXYc ď

1
1´L}T pγq ´ γ}XcXYc . Thus, by (5.1),

›

›pP`γ ´ P
`
γn´2

qpP`γn´1
´ P`γn´2

qP`γn´2
γn´1P

`
γn´1

P`γ
›

›

XcXYc

ď
p1` κq

p1´ κq

›

›|Dc|1{2pP`γ ´ P
`
γn´2

q
›

›

Y

›

›|Dc|´1{2
›

›

Y

›

›|Dc|1{2pP`γn´1
´ P`γn´2

q
›

›

Y

32



ˆmax
 

}γn´1|Dc|1{2}S1 ; }γn´1}Y
(

ď
C2
EEp1` κq

4 p1´ κq2p1` CYq2λ
3{2
0

R
α2

c4

›

›γn´2 ´ γ
›

›

XcXYc

›

›γn´1 ´ γn´2

›

›

XcXYc

ď C2κ,LR
α2

c4

›

›T pγq ´ γ
›

›

XcXYc

›

›γn´1 ´ γn´2

›

›

XcXYc ,

with C2κ,L :“
C2
EE

2p1´κq2λ
3{2
0 p1´Lq

. Thus by (6.10),

›

›P`γ pP
`
γn´1

´ P`γn´2
qP`γn´2

γn´1P
`
γn´1

P`γ
›

›

XcXYc

ď pC 1κ,L ` C
2
κ,LqR

α2

c4

›

›T pγq ´ γ
›

›

XcXYc

›

›Tn´1pγq ´ Tn´2pγq
›

›

XcXYc .

The second term in the right-hand side of (6.9) can be treated analogously, thus

›

›P`γ pγn ´ γn´1qP
`
γ

›

›

XcXYc ď Cκ,Lp1´ LqR
α2

c4

›

›T pγq ´ γ
›

›

XcXYc

›

›Tn´1pγq ´ Tn´2pγq
›

›

XcXYc ,

where Cκ,L :“
5C2

EE

p1´κq2λ
3{2
0 p1´Lq2

ě 2p1´ Lq´1pC 1κ,L ` C
2
κ,Lq. Hence (6.4).

Finally, we consider the term P´γ θpγqP
´
γ . As θpγq “ P`θpγqθpγqP

`

θpγq, we have

P´γ θpγqP
´
γ “ P´γ pP

`

θpγq ´ P
`
γ qθpγqpP

`

θpγq ´ P
`
γ qP

´
γ ,

from which we deduce
›

›P´γ θpγqP
´
γ

›

›

XcXYc ď
1` κ

1´ κ

›

›|Dc|1{2pP`θpγq ´ P
`
γ q

›

›

2

Y
max

 

}θpγq}S1,1 ; }θpγq}Y
(

ď
C2
EEp1` κq

4 p1´ κq2p1` CYq2λ0p1´ Lq2
pq ` CYq

α2

c4

›

›T pγq ´ γ
›

›

2

XcXYc

ď Cκ,L q
α2

c4

›

›T pγq ´ γ
›

›

2

XcXYc .

In the last inequality, we use p1`CYq
´2pq`CYq ď qp1`CYq

´1 ď 1. This ends the proof.

A Proof of Lemma 2.4

Before going further, we introduce the following technical lemma which will be used in the
proof of Lemma 2.4

Lemma A.1. Let c ě 1 and A ą 0 such that maxt1; 2Au ď c. Let f : r0,`8q Ñ R be defined
by fpxq :“ c2

?
1` c´2x2 ´A

?
1` x2. Then

1. We define x0,c P r0,`8q by

x0,c :“

c

maxtA2 ´ 1; 0u

1´ c´2A2
.

Then, the function f is decreasing for x P r0, x0,cq and is increasing for x P rx0,c,8q with

In addition, fpxq Ñ `8 as xÑ `8.

2. For any x1, x2 ě 0, if x1 ą

b

18A2 ` 21
2 ` 10x2

2, then

fpx1q ą c2
b

1` c´2x2
2 `A

b

1` x2
2.
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Proof. Claim 1 follows directly from an easy calculation. Then we focus on Claim 2.
We first assume that x1 ą x2. Then it suffices to show that

c2

ˆ

b

1` c´2x2
1 ´

b

1` c´2x2
2

˙

ą A

ˆ

b

1` x2
1 `

b

1` x2
2

˙

.

Note that
b

1` c´2x2
1 ´

b

1` c´2x2
2 “ c´2 x2

1 ´ x
2
2

a

1` c´2x2
1 `

a

1` c´2x2
2

.

Thus, it suffices to show that

x2
1 ´ x

2
2 ą A

ˆ

b

1` c´2x2
1 `

b

1` c´2x2
2

˙ˆ

b

1` x2
1 `

b

1` x2
2

˙

“ A
ÿ

j,k“1,2

b

1` c´2x2
j

b

1` x2
k.

Before going further, we first estimate A
b

1` c´2x2
j

b

1` x2
k. Note that if j “ k,

A
b

1` x2
j

b

1` c´2x2
j ď

b

1` x2
j

c

A2 `
1

4
x2
j

“

c

A2 `
4A2 ` 1

4
x2
j `

1

4
x4
j ď 1`A2 `

1

2
x2
j ;

if j “ 1 and k “ 2, by the Young inequality

A
b

1` c´2x2
1

b

1` x2
2 ď

A2

2

`

1` c´2x2
1

˘

`
1

2

`

1` x2
2

˘

ď
A2 ` 1

2
`

1

8
x2

1 `
1

2
x2

2;

and if j “ 2 and k “ 1, by the Young inequality

A
b

1` c´2x2
2

b

1` x2
1 ď 2A2

`

1` c´2x2
2

˘

`
1

8

`

1` x2
1

˘

ď
16A2 ` 1

8
`

1

8
x2

1 `
1

2
x2

2.

Thus,

A

ˆ

b

1` c´2x2
1 `

b

1` c´2x2
2

˙ˆ

b

1` x2
1 `

b

1` x2
2

˙

ď
36A2 ` 21

8
`

3

4
x2

1 `
3

2
x2

2.

Now it suffices to show that

x2
1 ´ x

2
2 ą

36A2 ` 21

8
`

3

4
x2

1 `
3

2
x2

2,

from which we get

x1 ą

c

18A2 `
21

2
` 10x2

2.

This also implies that x1 ą x2. This proves Claim 2.

We are now able to prove Lemma 2.4.
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Proof of Lemma 2.4. The proof is in the very same spirit as in [9, Lemma 4.12]. Additionally,
we show here that there exists Σn independent of α, c, ξ and γ such that (2.35) holds. We
also establish the existence of Nn. We adapt the proof of Lemma 4.12 in [9] by using the
Hardy-type inequalities involving the operator p1´∆ξq

1{2 in Lemma 2.2. We split the proof
into three steps.

Step 1. Construction of Λnpα, cq and Λnpα, cq. By monotonicity, from Eqs. (2.24) and
(2.27), we have

|G`| ď CG p1´∆q1{2 and |Vγ | ď CEE q
`p1´∆q1{2.

Then, by the Courant–Fisher formulas, for every ξ P Q˚` ,

λcnpξq ě σ`n
`

|Dc
ξ| ´ pCG z ` αCEE q

`qp1´∆ξq
1{2

˘

,

where σ`n pAq is the n-th positive eigenvalue (counted with multiplicity) of the operator A.
Hence, by the Courant–Fisher formulas, we have

Λnpα, cq :“ inf
ξPQ˚`

σ`n
`

|Dc
ξ| ´ pCG z ` αCEE q

`qp1´∆ξq
1{2

˘

“ min
ξPQ˚`

σ`n
`

|Dc
ξ| ´ pCG z ` αCEE q

`qp1´∆ξq
1{2

˘

(A.1)

ě c
`

1´ κpα, cq
˘

,

thanks to (2.15). Obviously, Λnpα, cq Ñ `8 when n Ñ `8, since σ`j pp1 ´ ∆ξq
1{2q goes to

infinity with j. We recall that d`c,npξq is the n-th positive value of Dc
ξ introduced in Section 2.

A similar argument yields to

λcnpξq ď σ`n
`

Dc
ξ ` pCG z ` αCEE q

`qp1´∆ξq
1{2

˘

ď d`c,npξq `
`

CG z ` αCEE q
`qσ`n

`

p1´∆ξq
1{2

˘

,

where the second inequality holds by using the Courant–Fisher formula. We may then set

Λnpα, cq :“ max
ξPQ˚`

´

d`c,npξq ` pCG z ` αCEE q
`qσ`n

`

p1´∆ξq
1{2

˘

¯

(A.2)

Step 2. Independence of Σn in (2.35). Let Mnpξq be the n-th eigenvalue of the
operator p´∆ξq

1{2 (counted with multiplicity) with M1pξq ď M2pξq ď ¨ ¨ ¨ for every ξ P Q˚` .
Since pDc

ξq
2 “ c4 ´ c2∆ξ, we have

d`c,npξq “ c2

c

1`
1

c2
M2

npξq ď c2 `
1

2
M2

npξq, (A.3)

whereas

σ`n
`

p1´∆ξq
1{2

˘

“
a

1`M2
npξq. (A.4)

Therefore, since α ď 1, (2.35) holds with

Σn :“ max
ξPQ˚`

ˆ

1

2
M2

npξq `
`

CG z ` CEE q
`
˘

a

1`M2
npξq

˙

. (A.5)

Step 3. Estimates on Nn. Now we set A :“ c κp1, cq “ CG z ` CEE q
`. According to

(2.35) and since Λnpα, cq Ñ `8 when n Ñ `8, Jnpα, cq :“ mintj P N˚|Λjpα, cq ą Λnpα, cqu
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exists, and Dc
γ,ξ has at most Jnpα, cq positive eigenvalues in p0,Λnpα, cqs. To end the proof, it

suffices to find a bound on Jnpα, cq that is independent on α, c, γ and ξ.
According to (A.1) and (A.2), it suffices to find some integer Nn ě n independent of α, c, γ

and ξ such that for any j ě Nn and any ξ1, ξ2 P Q˚` ,

min
ξ1PQ

˚
`

σ`j
`

|Dc
ξ1 | ´Ap1´∆ξ1q

1{2
˘

ą max
ξ2PQ

˚
`

´

d`c,npξ2q `Aσ
`
n

`

p1´∆ξ2q
1{2

˘

¯

“ max
ξ2PQ

˚
`

´

c2
a

1` c´2M2
npξ2q `A

a

1`M2
npξ2q

¯

. (A.6)

where the last identity follows from (A.3)-(A.4). Indeed, for any j ě Nn and α ď 1, Eq.(A.6)
implies

Λjpα, cq ě Λjp1, cq “ min
ξ1PQ

˚
`

σ`j
`

|Dc
ξ1 | ´Ap1´∆ξ1q

1{2
˘

ą max
ξ2PQ

˚
`

´

d`c,npξ2q `Aσ
`
n

`

p1´∆ξ2q
1{2

˘

¯

“ Λnp1, cq ě Λnpα, cq.

This shows that Jnpα, cq ď Nn is independent of α, c, γ and ξ.
Let ξ P Q˚` . We first study the eigenvalues σ`j

`

|Dc
ξ| ´ Ap1´∆ξq

1{2
˘

. By definition of the
function f defined in Lemma A.1,

σ`
`

|Dc
ξ| ´Ap1´∆ξq

1{2
˘

“ tfpMjpξqq|j P N˚u .

According to Lemma A.1, f is a not monotone function. So there may exist j P N˚ such that
σ`j

`

|Dc
ξ| ´ Ap1 ´∆ξq

1{2
˘

“ fpMjpξqq. Nevertheless, we claim that there exists j˚ P N˚ large
enough such that for any j ě j˚, σ`j

`

|Dc
ξ|´Ap1´∆ξq

1{2
˘

“ fpMjpξqq. We first apply Claim 2
in Lemma A.1 with x2 “ 0. We define

j˚ :“ min

#

j P N˚
ˇ

ˇ

ˇ
min
ξPQ˚`

Mjpξq ą

c

21

2
` 18A2

+

.

The integer j˚ is well-defined because min
ξPQ˚`

Mjpξq is increasing and goes to infinity with

respect to j. For any ξ P Q˚` , from Lemma A.1, we have

fpMj˚pξqq ą c2 `A ą c2 ´A “ fp0q “ max
xPr0,x0,cs

fpxq (A.7)

with x0,c being defined in Lemma A.1. This also implies that

min
ξPQ˚`

Mj˚pξq P rx0,c,8q.

As fpxq is non-decreasing in rx0,c,8q, for any ξ P Q˚` , we have, using also (A.7) and the fact
that j ÞÑMjp¨q is non-decreasing,

fpMj˚pξqq ě max
xPr0,Mj˚ pξqs

fpxq ě max
jďj˚

fpMjpξqq.

Next, according to the monotonicity of f in rx0,c,8q, we know that for any j ě j˚,

σ`j
`

|Dc
ξ| ´Ap1´∆ξq

1{2
˘

“ fpMjpξqq.
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Let ξ2 P Q
˚
` . With Claim 2 in Lemma A.1 again, applied this time with x2 “ max

ξ2PQ
˚
`
Mnpξ2q,

we know that if j ě j˚ satisfies

min
ξ1PQ

˚
`

Mjpξ1q ą max
ξ2PQ

˚
`

c

21

2
` 18A2 ` 10M2

npξ2q, (A.8)

then Eq. (A.6) holds. In other words, Eq. (A.6) holds for any j ě Nn, with Nn being defined
by

Nn :“ inf

#

j ě j˚

ˇ

ˇ

ˇ

ˇ

ˇ

inf
ξ1PQ

˚
`

Mjpξ1q ą sup
ξ2PQ

˚
`

c

21

2
` 18pCGz ` CEEq`q2 ` 10M2

npξ2q

+

. (A.9)

Obviously Nn ě n and is independent of α, c, γ and ξ. The proof is complete.
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