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A B S T R A C T

A specific method, combining some ingredients of the well-known DDA and PDI approaches, has been devel-
oped in our group since many years to calculate the absorption cross-sections of carbonaceous nanoparticles
based on their atomistic details. This method, here named the Dynamic Atomic Dipole Interaction (DADI)
model, requires the knowledge of the position and frequency-dependent polarizability of each atom constituting
the nanoparticles. While the atomic positions can be quite easily obtained, for example as the results of
molecular dynamics simulations, obtaining the frequency-dependent atomic polarizabilities is a trickier task.
Here, a fitting procedure, named the reverse-DADI method, has been applied to calculate the frequency-
dependent atomic polarizability values for carbon and hydrogen atoms involved in aromatic cycles or in
aliphatic chains, on the basis of frequency-dependent molecular polarizabilities of various PAH and alkane
molecules, calculated with the TD-DFT theory, in the UV–Visible range. Then, using these frequency-dependent
atomic polarizabilities as input parameters in the DADI model has been shown to lead to an accurate
representation of the absorption cross-sections of various PAH and alkane molecules with respect to the
corresponding values obtained at the TD-DFT level, with however the great advantage of a much shorter time
of calculations. Furthermore, these results are indications of a good transferability of the frequency-dependent
atomic polarizability values obtained here to any C or H atom of any PAH or alkane molecule. This opens the
way for building large databases of optical properties for carbonaceous species of atmospheric or astrophysical

interests.
1. Introduction

Massive amounts of carbonaceous matter, originating from incom-
plete combustion of fossil fuel and biomass burning, are emitted into
the atmosphere every year, mainly in the form of black carbon (BC)
aerosols [1]. These aerosols are suspected to have a significant impact
on radiation forcing of Earth’s atmosphere, thus contributing to climate
warming [2–5]. BC aerosols may also impact on the quality of ambient
air [6], making their emissions a public health concern [7,8]. However,
quantifying the influence on climate and on health of BC aerosols
remains challenging, and numerous research projects are still devoted
to elucidate the physico-chemical characteristics and properties of the
corresponding nanoparticles, as well as their ageing processes. From
the climate point of view, not only BC particles directly interact with
incoming solar radiation (absorption/diffusion processes) driving their
direct impact on radiative forcing [9], but they also interact with
the surrounding water molecules to act, more or less efficiently, as
cloud condensation nuclei. This may then lead to the subsequent for-
mation of clouds [10], which influence themselves the climate (BC
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thus contributes to what is usually called the indirect effects of atmo-
spheric particles) [4]. Besides, the impact on health and environment
is certainly closely related to the ability of these particles to carry
harmful chemical compounds such as polycyclic aromatic hydrocarbons
(PAHs) or heavy metals [11,12]. Thus, a thorough understanding of the
behavior of BC nanoparticles requires as precise as possible knowledge
of, e.g., their morphology, their surface chemistry and their interactions
with the surrounding atmospheric species and, more generally, a better
characterization of their sources and scavenging processes.

It is worth noting that combustion particles are essentially made of
carbon aggregates [13–15], the units of which having certain similari-
ties with various forms of carbonaceous material observed in the inter-
stellar medium (ISM) [16,17] and also likely present in the atmospheres
of exoplanets [18–21].

Indeed, astronomical observations highlight broad infrared emission
features called “Aromatic Infrared Bands” (AIBs) [22–24], as well as
“Diffuse Interstellar Bands” (DIBs), representing more than 300 absorp-
tion features observed in the near-UV, visible and near-infrared ranges
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along interstellar sightlines reddened by interstellar dust [25,26]. The
observations also reveal a broad ultraviolet absorption bump on the
ISM extinction curve from the Milky Way to high-redshift galaxies,
with a stable position centered at 217.5 nm [27–29]. The presence of
molecular structures containing numerous carbon–carbon and carbon–
hydrogen bonds appears as a natural interpretation of these data [30],
thus suggesting complex carbon chemistry at work, involving large
carbonaceous species, ranging from tens to thousands of atoms, on
the boundary between big molecules (such as PAHs, fullerene, slabs
of graphite, etc.) and solid grains [31–34].

Thus, in addition to being mainly made of carbon atoms, carbona-
ceous interstellar particles and BC aerosols have in common the need
for a better characterization of their interaction with radiation in the
UV–Visible-IR range, aiming at usefully interpret the results of remote
sensing observations from Earth or satellites, and also their climate
impact, in the case of BC. Moreover, it is also worth noting that
observations of the interaction of these various carbonaceous particles
with light is the only way to characterize their structure in situ, as the
optical properties of the nanoparticles themselves may strongly depend
on their morphology [35,36].

From a theoretical point of view, absorption and scattering proper-
ties can be computed analytically for particles whose dielectric constant
or refractive index is known [37]. Thus, by assuming the shape, the
size and even the internal composition (i.e., the organic carbon over
total carbon - OC/TC - ratio) of the particles, the Lorenz–Mie theory
and/or the Rayleigh–Debye–Gans theory can reproduce quite well the
measured optical properties of combustion-emitted particles [38–40].
Moreover, powerful numerical approaches such as the T-matrix [41–
43] or the Discrete Dipole Approximation (DDA) [44–48] methods are
now largely used for quantifying absorption and scattering of radiation
by particles of arbitrary shape and by periodic structures (see, for
instance, the recent review on these modeling approaches by Kahnert
and Kanngießer [35]). Nevertheless, the underlying assumptions of all
these methods usually prevent considering the atomistic details of the
carbonaceous particles, such as the presence of numerous structural
point defects at their surface, [49] or the local changes of atomic
hybridization due to overlapping and necking phenomena observed
when these particles form aggregates [50,51]. These features have,
however, been proven to have a non-negligible impact on the optical
properties of the particles [52–55], and, as a consequence, they should
not be ignored, whether we are interested in a better quantification
of the radiative forcing due to combustion-generated particles, or in
the identification of interplanetary dust, on which, in addition, organic
compounds can be adsorbed [56–58].

Another way for characterizing the optical properties which ac-
counts for the atomistic details of the system under consideration is the
point dipole interaction (PDI) method (initially called Atom Dipole In-
teraction (ADI) method) [59,60], in which the molecular polarizability
is obtained from solving linear equations for a set of atomic polarizabil-
ities, coupled all together due to the interaction of each induced atomic
dipole moment with both the external electric field and the electric field
due to the other induced atomic dipole moments. Once extended to
incorporate possible charge transfers between atoms, this PDI model
has been extensively used for the calculations of polarizabilities of
various carbonaceous systems such as large aliphatic and aromatic
molecules [61–63], fullerenes [63–66], carbon nanotubes [66–68], ole-
phinic molecules [69], and even large molecular clusters formed by
linear chains of up to 300 urea molecules and one- and two-dimensional
clusters of C60 with up to 25 molecules [70]. The PDI method has
lso been extended to the case of complex frequency-dependent atom
olarizabilities allowing the computation of, e.g., absorption cross-
ections. This has been first done by using simple models such as a
istribution of oscillators with Lorentzian band-shape on each atom
f the investigated systems [71,72] and, later, by considering more
ophisticated descriptions based on frequency-dependent quasi-static

nteraction models with electric charge transfer between atoms and

2 
atom dipole moments (the so-called CT-PDI model) [73–75]. Note
that these calculations used the non-retarded form of the interaction
tensors to compute the electric field created by an electric dipole
or an effective charge. Hence the parametrizations obtained or used
in those papers cannot be safely used with the retarded interaction
tensor of vacuum used in DDA. Since our mid-term goal is to com-
pute optical properties of soot grains with a least one characteristic
length of the order of the characteristic wavelength of the incoming
wave, it is necessary to obtain new parametrized atomic polarizabilities
compatible with the retarded interaction tensor. Besides, our long-
term goal being the creation of large databases of optical properties to
help at interpreting visible-UV measurements, it is necessary to have
environment-dependent parametrizations of the atomic polarizabilities
to take correctly into account subtle differences that might be used for
the experimental differentiation between various chemical functions. In
this context, we have developed in Besançon a numerical method aim-
ing at computing optical properties of soot nanoparticles, that directly
depends on their atomistic details, i.e., all the atomic positions and the
frequency-dependent polarizabilities of each type of atoms constituting
the particles [76,77]. This atomistic approach is directly inspired by
both DDA and PDI methods, because it uses classical equations of DDA,
but directly works with the cartesian coordinates and the frequency-
dependent polarizability tensor of each atom, as in PDI, instead of
using positions defined on a discretized cartesian grid and effective
polarizabilities calculated from macroscopic dielectric permittivity, as
in DDA. This method has proven to be suitable for calculating the mass
absorption coefficient of elementary carbon nanoparticles modeled at
the atomic scale [78,79]. To be more explicit, this method simply
named the PDI-like method in a previous paper [79] will here be
referenced as the Dynamic Atomic Dipole Interaction (DADI) model.

While the atomic positions can be modeled in a sufficiently realistic
way from the increasingly accurate results coming from experiments
such as, for instance, high-resolution electron microscopy studies [49,
80–82], obtaining precise values of frequency-dependent atomic polar-
izabilities is a much trickier task, especially because the value of the
polarizability is likely to change not only with the type of the atoms but
also with their hybridization. In our previous works, we made use of
atomic polarizability values either coming from available experimental
data obtained on graphite [76–78], or directly fitted on the results of
quantum calculations performed on fullerene molecules, to mimick also
curvature effects [79]. However, graphitic-like or fullerenic-like carbon
atoms cannot be fully representative of the diversity of carbon atom
types present in real soot nanoparticles nor in carbonaceous grains of
the ISM. It is indeed now clearly established that carbonaceous grains
contain not only aromatic but also aliphatic carbons as well as carbon
atoms with fewer than 3 neighbors when they are located, e.g., at the
edges or at defective sites of the nanoparticles [49,83–85]. Of course,
these grains may also contain hydrogen atoms attached to the carbons.

Thus, to complement our previous studies, here we have com-
puted the frequency-dependent atomic polarizabilities for carbon and
hydrogen atoms, depending on their vicinity, in PAH and aliphatic
molecules. This has been done by using a fitting procedure similar to
that previously used when considering fullerene [79], but based here on
the frequency-dependent molecular polarizabilities of a set of PAHs and
alkanes computed with the time dependent density functional theory
(TD-DFT) method [86]. Then, the frequency-dependent atomic polar-
izabilities resulting from the various fits have been used to calculate,
with the DADI method, absorption cross sections for molecules of,
e.g., astrophysical interest that were not initially included in the fitting
procedure. The comparison of the resulting values with those obtained
from TD-DFT calculations performed on the same molecules has then
been used as a benchmark of the transferability of the frequency-
dependent atomic polarizability of the carbon and hydrogen atoms
coming from the fits.

In Section 2, we briefly recall the details of the DADI model that has

been used to compute optical properties from atomistic information. In
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this Section, we also give the principles of the reverse-DADI method,
that has allowed the computation of frequency-dependent atomic polar-
izabilities from fitting the results of TD-DFT calculations. In Section 3,
we describe the computational method used to get the frequency-
dependent molecular polarizabilities of various aromatic and aliphatic
molecules with TD-DFT calculations. The results of the reverse-DADI
method are then given in Section 4, together with the absorption cross
sections calculated by the DADI model when using the fitted frequency-
dependent atomic polarizabilities. Finally, the main conclusions of
this study are summarized and future developments are outlined in
Section 5.

2. The DADI model and the reverse-DADI method

2.1. The DADI model

Due to the very large number of electrons to be taken into account,
an ab initio study based on the direct resolution of the many-electron
Schrödinger equation would currently have prohibitive computational
cost to get accurate values of the optical properties of carbonaceous
grains made of thousands of atoms. This is why the DADI parametrized
semi-empirical model has been developed and successively improved in
Besançon for many years [76–79]. The main ingredients of this DADI
model are briefly recalled below. Thus, by considering 𝑟𝑖 the position
of the atom 𝑖 and 𝜔 the excitation circular frequency, the dipole 𝑝𝑖(𝜔)
induced by the local electric field �⃗�l𝑜𝑐 (𝑟𝑖, 𝜔) at the location of the atom 𝑖
an be computed by solving the following equations, for 𝑖 running from
to 𝑁 , the total number of atoms in the particle under investigation:

𝑝𝑖(𝜔) = ̄̄𝛼𝑖(𝜔)�⃗�l𝑜𝑐 (𝑟𝑖, 𝜔) (1)

here ̄̄𝛼𝑖(𝜔) is the frequency-dependent atomic polarizability tensor of
tom 𝑖.

Taking into account that the local field �⃗�l𝑜𝑐 (𝑟𝑖, 𝜔) is the sum of the
ncident field �⃗�0(𝑟𝑖, 𝜔) applied to the particle and of the electric field
reated at the position 𝑟𝑖 (∀𝑖 = 1,… , 𝑁) by the dipoles induced on all
he other atoms, Eq. (1) can be rewritten as

𝑝𝑖(𝜔) = ̄̄𝛼𝑖(𝜔)�⃗�0(𝑟𝑖, 𝜔) +
𝑁
∑

𝑗=1

̄̄𝛼𝑖(𝜔) ̄̄𝑇 (𝑟𝑖, 𝑟𝑗 , 𝜔)𝑝𝑗 (𝜔) (2)

here ̄̄𝑇 can be computed with the double gradient of the generalized
acuum Green’s function for the Helmholtz equation as

̄̄ (𝑟𝑖, 𝑟𝑗≠𝑖, 𝜔) = − 1
𝜖0

(∇𝑟𝑖 ⊗ ∇𝑟𝑗 +
𝜔2

𝑐2
̄̄𝐼)(− 𝑒𝑖

𝜔
𝑐 ∣𝑟𝑖−𝑟𝑗 ∣

4𝜋 ∣ 𝑟𝑖 − 𝑟𝑗 ∣
) (3)

with 𝑐 the speed of light, 𝜖0 the vacuum permittivity and ̄̄𝐼 the identity
tensor.

Because in the DADI model the point dipoles are in fact atoms, that
is they are much smaller than the discretization volumes used in the
DDA [44,45], the 𝑖 = 𝑗 terms of the interaction tensor ̄̄𝑇 are assumed
to simplify as

̄̄𝑇 (𝑟𝑖, 𝑟𝑖, 𝜔) = 𝑖2
3
𝜔3

𝑐3
1

4𝜋𝜖0
̄̄𝐼 . (4)

Eq. (2) is thus a 3𝑁 × 3𝑁 matrix system whose resolution gives
a 3 × 3𝑁 vector containing the dipoles 𝑝𝑖(𝜔) on each carbon atom,
corresponding to three values of �⃗�0 successively applied along the three
(cartesian) coordinate axes. Once the values of the dipoles are self-
consistently computed, they can be used to calculate various optical
quantities of interest, such as the Mueller matrix, or the extinction,

diffusion and absorption cross sections, as in DDA [44,45].

3 
2.2. The reverse-DADI method

In the DADI model, the knowledge of frequency-dependent atomic
polarizabilities ̄̄𝛼𝑖(𝜔) for each atom type is needed to compute the
molecular polarizability tensor ̄̄𝛼(𝜔) and the optical properties of the
system under consideration [79]. Because we aim at characterizing
optical properties of carbonaceous grains, possibly coated with PAHs, it
is necessary to have relevant values of the frequency-dependent atomic
polarizabilities of carbon (with various degrees of hybridizations) and
of hydrogen atoms. Therefore, in our previous studies [76–78], carbon
anisotropic atomic polarizabilities computed from the graphite dielec-
tric constant tabulated by Draine [87–89] together with the generalized
Clausius–Mossotti relation proposed by Senet et al. [90] have been used
to calculate the molecular polarizability tensor of various carbonaceous
nanoparticles modeling nascent soot. More recently, data coming from
fullerenic systems have also been introduced in our approach, to take
into account curvature effects of the soot structure [79].

Here, thanks to an improved version of the home-made Python code
used in Ref. [79], anisotropic frequency-dependent atomic polarizabil-
ity of carbon sp2, isotropic frequency-dependent atomic polarizability
of carbon sp3 and isotropic frequency-dependent atomic polarizability
of hydrogen have been fitted on the frequency-dependent molecu-
lar polarizabilities of a set of PAH and alkane molecules, obtained
by performing TD-DFT calculations. This fitting procedure has thus
been called the reverse-DADI method, because it aims to fit the atomic
polarizabilities from molecular spectra, while the DADI model uses
atomic polarizabilities to find optical spectra of molecules and molec-
ular aggregates. Indeed, fits have been achieved by finding the best
set of frequency-dependent atomic polarizabilities that, when used
as input in the DADI model, have given in turn the best match be-
tween the frequency-dependent molecular polarizabilities of the dataset
and the ones computed with the DADI model. Because frequency-
dependent atomic and molecular polarizabilities are complex numbers,
it is worth mentioning that being able to fit the real and imaginary
parts of frequency-dependent atomic polarizabilities of one atom type,
requires at least one frequency-dependent complex molecular polar-
izability tensors (together with the file containing the corresponding
atomic coordinates). Hence, our fitting procedure has been based on
the least-square method which is used to minimize the square of the
modulus of the differences between molecular polarizabilities com-
puted at the TD-DFT level and those computed by the DADI model as
a function of the fitted atomic polarizabilities, in a given energy range.
This procedure is similar to that developed by Jensen et al. [62,70] who
also used quantum chemical calculations of molecular polarizabilities
for the parametrization of atomic or bond polarizabilities on the basis
of a trial set of molecules, in the framework of the dipole interaction
model. In addition, note that the least-square procedure we used has
been coupled to the L-BFGS-B (Limited Broyden–Fletcher–Goldfarb–
Shanno) minimization method to ensure the convergence of the fitted
parameters. The truncated Newton conjugate algorithm has also been
tested, without however significant improvements.

3. Computation of UV–visible absorption cross sections and of
frequency-dependent molecular polarizabilities with TD-DFT

3.1. Principles of the method

To get the values of the frequency-dependent molecular polarizabil-
ities that are requested in the fitting procedure of the reverse-DADI
method described above, we have made use of the density functional
theory and its time-dependent extension (TD-DFT) [86], as imple-
mented in the Octopus code [91,92], which is a method of choice for
the study of the excited-state properties of large molecules such as PAHs
or alkanes. Indeed, a large enough number of such molecular species
has been needed to supply the database of frequency-dependent molec-
ular polarizability values that are required in the fitting procedure of
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the frequency-dependent atomic polarizability of carbon and hydrogen
atoms.

The calculation of the real and imaginary parts of these frequency-
dependent molecular polarizabilities is divided in three steps [86,91,
92]. First, Octopus performs a calculation of the electronic wave func-
tions of a given molecule in its ground state. The Kohn–Sham method
of DFT, on which Octopus is based, assumes that, for each interacting
ground-state density 𝜂(𝑟), a non-interacting electron system exists with
the same ground-state density. The non-interacting ground state is thus
obtainable through the solution of the Kohn–Sham equations. Because
of the functional dependence on the density, these equations form a set
of nonlinear coupled equations, and the standard procedure to solve
them is iterated until self-consistency is achieved.

The second step aims to carry out the time-propagation of the
ground-state electronic orbitals when the molecule is subjected to
electromagnetic excitation: this is the ‘‘time-dependent’’ calculation.
For simulating the excitation of the molecule by an electromagnetic
wave, the scheme proposed by Yabana and Bertsch [93] is used,
exciting all frequencies of the system by giving a small momentum
𝐾 to the electrons, thus transforming the wave functions computed
in the ground-state. Then, Octopus proceeds to the time-propagation
of these wave functions. The result of this calculation, which must
be done independently for the 3 cartesian directions of the incident
perturbation, is stored in 3 files (one per direction) containing the
values of the dipolar moments of the system in the 3 directions of
cartesian space, for all the excitation frequencies considered.

Note that, to get the real and imaginary parts of the frequency-
dependent molecular polarizability for a given molecule, we have first
directly computed the real and imaginary parts of the cross sections 𝜎
using the utility of Octopus called oct-propagation_spectrum. Thus, two
tensors have been calculated, that are directly related to the real and
imaginary parts of the molecular polarizability as

𝜎I𝑚
𝑖𝑗 (𝜔) =

4𝜋𝜔
𝑐

Im(𝛼𝑖𝑗 (𝜔)), (5)

nd
R𝑒
𝑖𝑗 (𝜔) =

4𝜋𝜔
𝑐

Re(𝛼𝑖𝑗 (𝜔)). (6)

Then, inversion of Eqs. (5) and (6) has been performed, writing
frequency-dependent molecular polarizabilities as a function of the
cross sections tensors. This method is much faster than the Stern-
heimer calculation mode [94], allowing also to use a PBE hybrid
exchange–correlation functional in the TD-DFT calculations.

A thorough description of the OCTOPUS code and the different nu-
merical implementations it uses can be found in original Refs. [91,92]
(see also the dedicated web site, https://octopus-code.org/documentat
ion/main).

3.2. Computational details

3.2.1. Ground state computation
The number of molecules constituting the database used to fit

the frequency-dependent atomic polarizabilities with the reverse-DADI
method should necessarily be limited because of the computation time
which is required to calculate the frequency-dependent molecular po-
larizabilites with the TD-DFT calculations. Here, we will show that
even a limited set of molecules may lead to accurate results, which
thus represents one of the great advantage of our approach to calculate
absorption cross sections.

Indeed, we have used the TD-DFT method to compute absorption
cross sections between 1.5 and 20 eV for 12 molecules (7 PAHs and 5
alkanes), namely: anthanthrene (C22H12), benzo[a,e]pyrene (C20H12),
benzoanthracene (C18H12), benzocoronene (C28H14), benzoperylene
(C22H12), circumanthracene (C40H16), ethane (C2H6), propane (C3H8),
butane (C4H10), pentane (C5H12), and hexane (C6H14).

These molecules have been chosen for their medium size and their
atomic composition. Indeed, in this series of molecules, PAHs only
4 
contain 2 types of atoms, namely hydrogen atoms and carbon atoms
with sp2 hybridization (which will be called carbon C3 in the following,
because these carbon atoms have 3 bonds with neighbors), whereas
the alkanes are formed by a large number of hydrogen atoms and
by carbon atoms with sp3 hybridization (hereafter called carbons C4
because they have four neighbors). Note that the absorption cross
sections for the selected PAHs have also been previously computed
by Malloci et al. [95–97], so that the relevance of our results can be
ensured by comparison.

For the TD-DFT calculations performed with Octopus, the carte-
sian coordinates of all the atoms forming the aromatic molecule have
been directly taken from the PAH database made available by G.
Malloci et al. [96,97], which contains optimized geometries obtained
through the Gaussian-based DFT module of the NWChem code [98,
99]. Note that, following the works of Langhoff [100], Bauschlicher
& Langhoff [101], and Hudgins et al. [102], the hybrid exchange–
correlation functional B3LYP [103,104] and the 6-31+G∗ [105] Gaus-
sian basis sets have been used to expand the molecular orbitals in
these calculations. For the alcanes, the initial geometries have been
taken from the NIST CCCBDB [106], and optimized by DFT calculations
performed with the B3LYP functional and the aug-cc-pVTZ basis set.

Unlike other common quantum chemistry softwares, Octopus uses
an uniform grid in real space of a finite volume to solve the Kohn–
Sham equations, that replaces the basis set in the calculation. That is,
wavefunctions are represented by their value over a set of points in
the real space. Two parameters are therefore needed to define the real-
space discretization: the volume of the box and the spacing (which is
the distance between two points of the mesh on which the functions
will be evaluated). This spacing is a critical value. Indeed, as this
parameter increases, the representation of functions degrades, and as
it becomes smaller, the number of points increases, which in turn
increases memory needs and computation time. Choosing an adequate
box size is also crucial. In a too small box, the wavefunctions will be
forced to go to zero unnaturally. By contrast, if the box is too large,
a larger number of points is needed, increasing calculation time and
memory requirements.

Here, because our own preliminary tests have shown that it is more
economical in terms of computation time to use a cylindrical box rather
than a spherical one, for the same radius (a saving of around 10% for
the calculation of the Naphthalene and Anthracene spectra has been
indeed obtained), all the subsequent calculations have been performed
using also a cylindrical box, in which the molecule of interest stands.
This has raised the question of choosing a radius and box height large
enough for the simulation to provide accurate results. Octopus uses zero
boundary conditions, i.e., wavefunctions and electron density are zero
on the domain boundary. As the molecules are flat, we have considered
it was sufficient to choose a height such that the molecule is placed
at the center of the cylinder and the top and bottom edges are 4 Å
apart above and below the molecule. On the other hand, the radius
of the cylinder has been determined as a function of the radius of the
molecule under consideration to obtain a converged spectrum within
a reasonable calculation time. This has been done by selecting the
minimum radius for which the total energy of the system converges. We
have proceeded in the same way to determine the spacing. The results
of this study show that it is sufficient to consider 6 Å between the lateral
surface of the cylinder and the ends of the molecule. In other words,
the convergence of the total energy is achieved for a cylinder with a
radius equal to half the largest distance between two carbon atoms in
the molecule under consideration, plus 6 Å. For the spacing, the same
convergence study has been performed, showing a convergence of the
spectra is reached for a value of 0.22 Å. For the two calculations steps,
the Perdew, Burke & Ernzerhof (PBE0) exchange–correlation functional

has been used [107].
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3.2.2. Time dependent computation
In this step, the strength 𝑘 of the delta (in time) perturbation applied

to the molecule is defined. The electric field is modified, which causes
the wavefunctions instantaneously to acquire a phase 𝑒𝑖𝑘𝑥. To keep
the response linear and to avoid numerical problems, a value of 𝑘 =
0.01 Å−1 has been chosen.

The problem to solve is therefore a set of Schrödinger-like equations
for the electronic orbitals 𝜓𝑗 (𝑡), written as

𝑖ℏ
𝜕𝜓𝑗 (𝑡)
𝜕𝑡

= 𝐻(𝑡)𝜓𝑗 (𝑡), (7)

and

𝜓𝑗 (𝑡 = 0) = 𝜓 (0)
𝑗 . (8)

Because Eq. (7) is linear (the time derivative and the Hamiltonian
are both linear operators), one may formally define a linear ‘‘evolution’’
operator, 𝑈 (𝑡), which transforms the initial vector into the solution at
time t as

𝜓𝑗 (𝑡) = 𝑈 (𝑡)𝜓 (0)
𝑗 . (9)

When the system is exposed to external time-dependent perturba-
tions like electric and magnetic fields, the Hamiltonian does not com-
mute with itself at different times anymore. To address this problem,
Octopus discretizes the time-evolution operator and makes a discretized
time-propagation of the orbital until self-consistency is reached. Here,
the propagators defined as Approximated Enforced Time-Reversal Sym-
metry (AETRS) [108,109], that performs a second-order polynomial
extrapolation of the discretized Hamiltonian, have been chosen to
approximate the evolution operator.

A maximum propagation time of 10 ℏ/eV has been chosen and the
time evolution has been performed using a time step of 0.0023 ℏ/eV,
which ensured energy conservation with extremely good numerical
accuracy. After repeating this calculation independently for the 3 Carte-
sian directions of the incident perturbation, the post-processing utility
oct-propagation_spectrum has been used to compute the cross sections,
using the variable PropagationSpectrumTransform = sine to produce
spectrum of Eq. (5) and PropagationSpectrumTransform = cosine to pro-
duce spectrum of Eq. (6) which allow us to compute the imaginary and
the real parts of the frequency-dependent molecular polarizabilities,
respectively.

4. Results

4.1. Results of the reverse-DADI fitting procedure for carbon and hydrogen
atoms

4.1.1. Fit on the PAH data
Considering first the 7 PAHs for which frequency-dependent molec-

ular polarizabilities have been computed, the fitting procedure in the
reverse-DADI method has been dedicated on getting values of hydrogen
(isotropic) polarizability between 1.5 and 20 eV, i.e., a range of energy
which corresponds to a range of wavelengths (going from 62 to 826 nm)
of interest for atmospheric and interstellar sciences. To focus the fit
on the hydrogen atoms only, atomic polarizability values coming from
the set of parameters calculated from Draine’s data [87–89] have been
imposed for the carbon atoms. Thus, for each excitation energy, atomic
polarizability values for hydrogens have been iteratively adjusted until
the best match with the molecular polarizabilities previously calculated
at the TD-DFT level has been obtained. The fitting procedure has been
initialized using an isotropic polarizability value for hydrogen equal to
0.1 + 𝑖0.01 Å3. Then, for each given energy value, the starting point for
the hydrogen polarizability has been chosen to be the value found for
the previous energy.

Then, a second fitting procedure has been performed to get the
frequency-dependent atomic polarizability values for carbon atoms in
aromatic structures (C3), still between 1.5 and 20 eV, taking into
5 
Fig. 1. Values (in Å3) of the real (blue dashed curve) and imaginary (red curve) parts of
the frequency-dependent atomic polarizability of H atoms in PAH molecules, calculated
as a function of the energy, between 1.5 and 20 eV.

account the presence of hydrogen bonds on the edges of the 7 PAH
molecules considered in the TD-DFT calculations. In this procedure,
the parameters for the hydrogen atoms have been imposed with values
coming from the fit mentioned above. Focusing thus on the carbon
atoms only, the fit has been initialized by using anisotropic carbon
polarizabilities derived from Draine’s graphite parametrization [87].
Then, the polarizability value obtained at a given energy has been
chosen as a starting point for calculations at the next energy value.

These successive fits have constituted one full step of our fitting
procedure. Then, this step has been iteratively repeated (using the
preceding values of the carbon polarizability rather than Draine’s pa-
rameters) up to the convergence of the atomic polarizability values
both for hydrogen and carbon atoms, which has been in fact quickly
obtained, because only two full iterations have been necessary, as
shown on Fig. S1 given in the Supplementary Information.

The results obtained for the frequency-dependent atomic polariz-
ability (real and imaginary parts) of the H atoms are given in Fig. 1.
Consistently with the physical intuition, these values are close to zero
except around a resonance, observed between 7 and 8 eV.

The results of the reverse-DADI procedure for the C3 atoms are
given on Fig. 2, where values of real and imaginary parts of the parallel
and perpendicular components of the anisotropic frequency-dependent
atomic polarizability tensor obtained here are also compared with those
coming from Draine’s parametrization of graphite [87].

This Figure clearly shows that, for the atomic polarizability tensor
of C3 atoms, the values of the component parallel to the local carbon
plane obtained with the reverse-DADI method are very similar to
those calculated from Draine’s data [87]. Much larger differences are
evidenced when considering the component perpendicular to this local
plane, a feature that could come from the fact that, in our calculations,
the carbon atoms located at the edges of the PAH molecules are bound
to hydrogen atoms, which is, of course, not the case in graphite.
Moreover, this perpendicular component of the polarizability may be
influenced by the stacking of the carbon sheets in graphite, a situation
strongly different from that of isolated PAH, as in our work. In addition,
as discussed by Draine and Lee [87], the experimental measurements
of the dielectric function for the electric field perpendicular to the
basal plane of graphite are not all mutually consistent and less reliable
information is thus available regarding the perpendicular component
of the polarizability tensor.

Finally, the atomic polarizabilities fitted for hydrogen and carbon
(C3) atoms have been used to calculate, with the DADI model, the
absorption cross sections of the 7 PAH molecules in the database, for
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Fig. 2. Values (in Å3) of the real (blue dashed curves in panels (a) and (c)) and imaginary (red curves in panels (b) and (d)) parts of the frequency-dependent atomic polarizability
of carbon atoms (of C3 type) in PAH molecules, calculated as a function of the energy, between 1.5 and 20 eV. Parallel and perpendicular components of the polarizability tensor
are given in the upper ((a) and (b)) and lower ((c) and (d)) panels, respectively. Note that on each graph, the data coming from the graphite parametrization [87] have also been
given (green dotted curves), for comparison.
comparison with the TD-DFT reference data. The corresponding results
are given in Fig. 3, which shows that the amplitude and position of
the peaks computed with the DADI model (using the fitted atomic
polarizability values as input) are very similar to the ones obtained by
using the Octopus code (as evidenced by the correlation curve given
on the vertical left panel). This is particularly true for the first peak of
these curves, between 5 and 7 eV, for which the correspondence with
the reference data is very good, a very important feature because this
energy range corresponds to that of the 𝜋 − 𝜋⋆ transitions due to sp2

hybridization in carbonaceous structures [110] and to the prominent
ultraviolet absorption feature (UV bump) observed in some galaxies
[27,28,111].

To assess the convergence of our method, we have performed
TD-DFT calculations for 5 more (larger) molecules, namely the dibenzo-
coronene (C30H14), the ovalene (C32H14), the circumpyrene (C42H16),
the hexabenzocoronene (C42H18), and the dicoronylene (C48H20)
molecules, which have thus been added to our initial set of 7 PAHs.
Then, we have considered different numbers 𝑁0 = 5, 7, 12 of PAH
molecules in the database on which the atomic polarizabilities have
been fitted, and we have evaluated the resulting mean deviation
between the results of the absorption cross sections calculated with
DADI and those obtained at the TD-DFT level with Octopus. This mean
deviation 𝛿 has been defined as [61,70]:

𝛿 =

[

1
𝑛

𝑛𝑚𝑎𝑥
∑ 1

𝑁

𝑁0
∑

(

𝜎D𝐴𝐷𝐼
𝑗 (𝜔𝑖) − 𝜎T𝐷−𝐷𝐹𝑇

𝑗 (𝜔𝑖)
)2

]1∕2

(10)

𝑚𝑎𝑥 𝑖=1 0 𝑗=1

6 
where 𝑛𝑚𝑎𝑥 is the maximum number of energy values considered in the
calculations, within the range [1.5–20] eV.

The calculated values are 𝛿 = 0.93 Å2, 𝛿 = 0.43 Å2 and 𝛿 = 0.48 Å2,
when considering 5, 7 and 12 HAPs in the database, respectively. This
shows that increasing the database does not significantly improve the
global results. For comparison, 𝛿 = 0.78 Å2 when using the Draine’s pa-
rameters to calculate the absorption cross sections. More interestingly,
we have obtained a value of 𝛿 = 0.45 Å2 between our own TD-DFT
values and those calculated by Malloci et al. [97] with the B3LYP
functional instead of the PBE0 one. We can thus conclude that using
a relatively small database of 7 PAH molecules leads to differences
in absorption cross sections between DADI and TD-DFT results that
are, in average, no larger than the corresponding deviations obtained
by using two different functionals in TD-DFT. Consequently, it may
be reasonably thought that the 7 PAH molecules defining our initial
database represent a sufficiently large set of molecules for relatively
accurate fitting.

4.1.2. Fit on the alkane data
Another fitting procedure has been performed using the five alkane

molecules in our database. These molecules contain carbon of type
C4 (aliphatic carbons) and many hydrogen atoms. Using the same
procedure as above, frequency-dependent atomic polarizabilities have
been fitted for carbon (C4), imposing the above fitted values for the
polarizability of the hydrogen atoms. An isotropic polarizability tensor
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Fig. 3. Comparison between the absorption cross sections (in Å2) of the initial set of
7 PAH molecules considered here (see text), as calculated with the DADI model using
the atomic H and C polarizability values fitted in the present work as inputs (vertical
panel, 𝑦1) or with the TD-DFT method (horizontal panel, 𝑦2), between 1.5 and 20 eV.
The vertical left panel shows the correlation between DADI and TD-DFT results (where
the straight line indicates the strict equality 𝑦1 = 𝑦2 between the DADI and TD-DFT
values, at any given value of the energy).

Fig. 4. Values (in Å3) of the real (blue dashed curve) and imaginary (red curve)
parts of the frequency-dependent atomic polarizability of aliphatic carbon (C4) atoms,
calculated as a function of the energy, between 1.5 and 20 eV.

has thus been calculated for the C4 atoms, with an initialization of the
values arbitrarily chosen to be 0.1 + 𝑖0.01 Å3. Again, at a given energy,
the polarizability value obtained at the previous energy has been used
as a starting point of the fitting procedure. The corresponding results
for the isotropic polarizability of C4 atoms are shown Fig. 4.

As can be seen in this Figure, the imaginary part of the polarizabil-
ity, which is mainly responsible for the absorption features, remains
always close to zero, except around 8 eV where a small peak is
evidenced, and above 15.5 eV, a region which thus could correspond
to stronger absorption.

Unfortunately, as for the hydrogen atoms, we are not aware of any
experimental data for the frequency-dependent atomic polarizability of
aliphatic carbons that can be used as reference for comparison.
7 
Fig. 5. Comparison between the absorption cross sections (in Å2) of a set of 5 alkane
molecules (see text) as calculated with the DADI model using the atomic H (aromatic)
and C (C4) polarizability values fitted in the present work as inputs (vertical panel, 𝑦1)
or with the TD-DFT method (horizontal panel, 𝑦2), between 1.5 and 20 eV. The vertical
left panel shows the correlation between DADI and TD-DFT results (the straight line
indicates the strict equality 𝑦1 = 𝑦2 between the two sets of values).

In a second step, the atomic polarizabilities given in Fig. 4 have been
used together with those previously obtained for the hydrogen atoms
(see Fig. 1) in the DADI model to compute the absorption cross sections
of the five alkane molecules of our database and to compare the
corresponding results with those coming from the TD-DFT calculations
(see Fig. 5).

As it can be seen on the left vertical panel of Fig. 5, the corre-
lation between the results obtained with the DADI model and with
the TD-DFT is not very satisfactory (at least, it is less good than the
correlation exhibited on Fig. 3 for the PAH molecules). However, it
should be recalled that, at this stage of our calculations, the atomic
polarizability values for hydrogen have been taken from the results of
the fit based on the PAH molecules. Thus, the present results indicate
that the atomic polarizability of the hydrogens actually depends on
the electron reservoir of their environment, which is clearly different
between an aromatic cycle and an aliphatic chain. Then, it appeared
more relevant to fit another isotropic atomic polarizability for hydrogen
atoms, specifically suitable for aliphatic chains. Thus, a new fitting
procedure has been performed, based on the alkane molecules, in which
the atomic polarizability values of the carbons have been chosen as
being those calculated for the C4 atoms, the only fitted parameters
being those of the aliphatic hydrogens. The corresponding results are
given in Fig. 6.

A quick comparison of these results with those given in Fig. 1 imme-
diately shows that, indeed, the atomic polarizability values of aliphatic
hydrogens are very different from those of aromatic hydrogens.

Considering these new parameters, the absorption cross sections
for alkane molecules have been recalculated, and the results obtained
with the DADI method and with the TD-DFT approach are compared in
Fig. 7.

As it can be seen, the results are now clearly closer than before (see
Fig. 5), as shown by the much better correlation, especially for energy
values below 10 eV. This is also evidenced by the calculated values of
the mean deviation with respect to TD-DFT absorption cross sections
for this set of 5 alkane molecules, which are 𝛿 = 0.51 Å2 and 𝛿 =
0.28 Å2, when considering the atomic polarizability values of C4 atoms
combined with those of either aromatic or aliphatic hydrogen atoms,
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Fig. 6. Values (in Å3) of the real (blue dashed curve) and imaginary (red curve)
parts of the frequency-dependent atomic polarizability of H atoms in alkane molecules,
calculated as a function of the energy, between 1.5 and 20 eV.

Fig. 7. Comparison between the absorption cross sections (in Å2) of a set of 5 alkane
molecules as calculated with the DADI model using the atomic H (aliphatic) and C
(C4) polarizability values fitted in the present work as inputs (vertical panel, 𝑦1) or
with the TD-DFT method (horizontal panel, 𝑦2), between 1.5 and 20 eV. The vertical
left panel shows the correlation between DADI and TD-DFT results (the straight line
indicates the strict equality 𝑦1 = 𝑦2 between the two sets of values).

respectively. This led us to consider that the frequency-dependent
atomic polarizabilities obtained for aliphatic hydrogens and aliphatic
carbons (C4) are accurate enough for not going further in improving
their fitted values.

At this stage of our study, thanks to the reverse-DADI method, we
now have at our disposal frequency-dependent atomic polarizability
values, in the energy range between 1.5 and 20 eV, for four types
of atoms that are usually involved in carbonaceous nanostructures
of atmospheric or instellar environments, namely aromatic-like and
aliphatic carbon (i.e., C3 and C4) and hydrogen (bound to C3 and C4)
atoms.

4.2. Transferability of the fitted parameters

To test the transferability of the frequency-dependent atomic po-
larizabilities calculated above, the DADI method has been applied to
8 
compute the absorption cross sections of two large PAH molecules (ova-
lene (C32H14) and circumcoronene (C54H18)) that were not included in
the fitting procedure performed in the reverse-DADI method with the
initial database containing 7 PAHs. The corresponding results are given
on Fig. 8, together with the absorption cross sections computed with the
TD-DFT method, for comparison.

As it can be seen, results from DADI are in fair agreement with the
TD-DFT ones on the whole range of energy considered here (that is
between 1.5 and 20 eV), thus validating our fitted frequency-dependent
atomic polarizabilities for aromatic molecules.

Moreover, we have also compared DADI calculations of the ab-
sorption cross sections performed with the frequency-dependent atomic
polarizability values fitted on a database containing either 5, or 7, or 12
PAH molecules, as already explained above. The corresponding results
are given in the Supplementary Information for the coronene molecule,
which has been chosen as an illustration because it has not been
included in any of the initial databases (see Fig. S2). In each case, the
DADI results fairly agree with the absorption cross section calculated
at the TD-DFT level, illustrating that all the 3 sets of PAH molecules
may lead to acceptable results, although the calculations of the mean
deviation 𝛿 appear to show that the initial database including 7 PAH
molecules gives the best results, as indicated above. In addition, by
considering the position of the first absorption peak calculated around
6 eV, a shift no larger than 0.5 eV is obtained between the three sets of
calculations. This could be seen as rough estimate of the uncertainties
inherent in the size of the initial base of PAH molecules on the DADI
calculations.

In a similar way, the DADI model has also been used to compute
the absorption cross sections of octane (C8H18), a molecule that was
not involved in the fit of the atomic polarizability of aliphatic carbon
(C4) and hydrogen atoms. Calculations have been performed by consid-
ering the atomic polarizability fitted for aromatic (see Fig. 1) and for
aliphatic (see Fig. 6) hydrogens, for comparison, and the corresponding
results are shown on Fig. 9, together with the results obtained by using
the TD-DFT method.

As exhibited on Fig. 9, differences between the two DADI computa-
tions (i.e., by considering the atomic polarizability of either aromatic
or aliphatic hydrogen) are observed over all spectral range. In ad-
dition, it should be noted that when using the atomic polarizability
of the aromatic hydrogen, a peak at 7 eV appears in the spectrum,
which is not at all evidenced when considering the polarizability of
aliphatic hydrogens nor with the TD-DFT computations. By contrast,
the atomic polarizability values obtained in our fitting procedure when
considering hydrogen atoms involved in aliphatic chains give much
more consistent results, especially below 12.5 eV. At higher energy,
the global behavior of the calculations performed with the DADI model
are also in a better agreement with the one of the TD-DFT results
when using the atomic polarizabilities of aliphatic rather than those
of aromatic hydrogen atoms, although the results obtained with the
DADI model appear blue-shifted with respect to those obtained with
the TD-DFT method.

Of course, this nice agreement between the absorption cross sec-
tions calculated with the DADI model and those coming from TD-DFT
calculations for the circumcoronene, ovalene and octane molecules,
allows to especially assess the accuracy of the imaginary part of the
frequency-dependent polarizability. However, it is worth mentioning
that similar fair agreement is also observed when considering the real
parts of the molecular polarizability tensors, as shown in Fig. S3 given
as Supplementary Information.

Finally, to complete our study, we have also applied our model to
the computation of the absorption cross-sections of the 1-methylpyrene
(C17H12) molecule, which contains both aromatic and aliphatic atoms.
Calculations with the DADI model have thus been performed by using
the frequency-dependent polarizabilities fitted for aliphatic and for
aromatic atoms (and assigned to each of them depending on its neigh-
borhood in the molecule). The results of these calculations are given in
Fig. 10 together with those obtained by TD-DFT, for comparison.
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Fig. 8. Values of the absorption cross sections (in Å2) of circumcoronene (left panel) and ovalene (right panel), calculated as a function of the energy, between 1.5 and 20 eV, with
the DADI model (red curves) or with the TD-DFT method (blue dashed curves). A representation of the molecule (circumcoronene and ovalene) is also shown in the corresponding
panel, for information.
Fig. 9. Values of the absorption cross sections (in Å2) of octane, calculated as a function of the energy, between 1.5 and 20 eV, with the DADI model (red curve) or with the
TD-DFT method (blue dashed curve). Notice that, in the DADI calculations, the atomic polarizability of either (a) aromatic (left hand side of the Figure) or (b) aliphatic (right
hand side) hydrogen atoms have been considered, for comparison. A representation of the octane molecule is also shown in panel (b), for information.
As it can be seen, a nice proper match is found between the TD-
DFT cross-section and the one computed with our DADI model, over
the whole spectral range with, however, an apparent global shift of
about 0.4 eV between the two curves. This fair agreement, obtained
for a large molecule which contains 4 different types of atoms (C3
and C4 carbon atoms, and aromatic and aliphatic hydrogen atoms),
combined to the previous conclusions based on the results presented
above for ovalene, circumcoronene and octane, emphasizes the ro-
bustness and transferability of the fitted frequency-dependent atomic
polarizabilities resulting from the reverse-DADI method. Of course,
these values of the polarizabilities are certainly not rigorously exact
because the fitting method, the size of the learning set, and even the
intrinsic (not known!) uncertainties of the TD-DFT results on which the
parameters of the fits have been tuned may lead to uncertainties on the
fitted parameters. However, as shown by the calculations of the mean
deviations, differences between the absorption cross sections obtained
within the DADI scheme and those coming from TD-DFT calculations
are of the same order of magnitude as the deviations between TD-
DFT calculations performed with different functionals and basis sets.
Moreover, increasing the number of molecules that are included in
the database on which the reverse-DADI calculations is based does not
significantly change this conclusion, giving us confidence on the results
given here.

It is worth noting, however, that the above results are all the more
interesting as the total computation time for getting the polarizabil-
ities and the absorption cross sections with reverse-DADI and DADI
9 
is very much shorter than with any quantum chemistry computation.
Typically, with Octopus, the order of magnitude for TD-DFT compu-
tations of the absorption cross section for such large molecules is the
day, whereas it is about one minute with the DADI method ! As a
consequence, considering the consistency of our results, one can see
the benefit of using the present fitted parameters to calculate, with
the DADI method, the absorption spectrum of large molecules whose
size prevents using any quantum-based method such as TD-DFT. This
opens the perspective of creating a database of absorption spectra for
carbonaceous species containing thousands of atoms of different types,
which could be useful for identification of, e.g., relevant molecules in
astrophysical environments.

5. Conclusion

Here, thanks to the reverse-DADI method, the frequency-dependent
atomic polarizabilities of carbon and hydrogen atoms involved in aro-
matic cycles or in aliphatic chains, have been calculated for the first
time. Using this fitted polarizabilities and the DADI model, absorp-
tion cross-sections have then been computed for PAHs and alkanes
that were involved in the fitting procedure, in order to check self-
consistency by comparing these results with those obtained by TD-DFT
approach (using Octopus). In addition, to confirm the transferability
of our approach, such a comparison has also been done for PAH
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Fig. 10. Values of the absorption cross sections (in Å2) of 1-methylpyrene, calculated
as a function of the energy, between 1.5 and 20 eV, either with the DADI model
(red curve) or with the TD-DFT method (blue dashed curve) for comparison. A
representation of the 1-methylpyrene molecule is also shown in the figure, for
information.

and alkane molecules that were not included in the fit, and by con-
sidering a molecule which contains all the types of atoms involved
here (i.e., aliphatic and aromatic C and H). In each situation, a nice
agreement has been evidenced between absorption cross-sections com-
ing from the DADI model and from the TD-DFT computations. This
agreement is all the more emphasizable as it has been obtained even
starting from a very limited number of molecules in the initial database
coming from the quantum calculations, thus needing a very limited
computational cost.

We can therefore reasonably conclude that the values of the
frequency-dependent atomic polarizabilities determined here, for the
different atom types, may actually be used to compute optical proper-
ties of larger carbonaceous compounds of atmospheric and interstellar
interests such as large PAHs, on the basis of their atomistic details,
through the DADI model. Although results obtained with this approach
are certainly not rigorously exact, we have shown that the differences
between results obtained with the DADI approach and those coming
from TD-DFT calculations are no larger than those obtained with TD-
DFT performed with different functionals and basis sets, but with the
great advantage of a much smaller computer cost. At this stage, the
results presented here can thus be viewed as a nice first approach
which, however, will require further calculations to include other
molecules in the initial database that contain, for instance, other
carbon hybridization or environments. Also, it is worth mentioning
that the frequency-dependent atomic polarizability values fitted here
for aromatic carbon atoms have been calculated for flat structures
(PAHs), only. Thus, curvature effects may prevent using the present
values to compute the optical properties of fullerene-like species. More
specifically, it is known that resonances are visible before the first
absorption peak for fullerene, that do not exist for planar structures.
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