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Abstract 

This study evaluates the temperature variation observed in quasi-static uniaxial tensile 

tests, due to the heat generated by plastic deformation. The AA6016-T4 aluminium alloy was 

the material selected, considering different values of crosshead velocity (from 0.01 mm/s up 

to 1 mm/s). The temperature variation was also evaluated during the stress relaxation test. A 

finite element model of the uniaxial tensile test is presented, which takes into account the heat 

generated by plastic deformation, as well as the effect of the heat losses to the environment 

(convective heat transfer coefficient) and to the grips (interfacial heat transfer coefficient). 

The numerical results show that the predicted temperature variation is almost independent of 

the selected heat transfer coefficients. On the other hand, the temperature rise is influenced by 

the Taylor–Quinney coefficient. The comparison between experimental and numerical 

temperatures shows that the Zehnder model (increasing Taylor–Quinney coefficient) provides 

more accurate results than the Aravas model (decreasing Taylor–Quinney coefficient). 

Nevertheless, the evolution of the Taylor–Quinney coefficient defined by the Zehnder model 

assumes a constant value for the hardening coefficient, which does not fit the hardening 

behaviour observed for this aluminium alloy.  
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1. Introduction 

In sheet metal forming processes, the blank temperature increases during the forming 

operation due to the heat generated by plastic deformation and by friction between the blank 

and the forming tools [1]. This is particularly relevant in mass production lines due to the 

periodic input of heat into the forming tools. In fact, the temperature variation produces 

changes both in the mechanical behaviour of the blank and particularly in the lubrication 

conditions, contributing to process variability [2]. Therefore, this phenomenon should be 

considered during the optimization of the process parameters, mainly in case of high strength 

steels and for high speed forming operations. Hence, the accurate numerical modelling of 

these forming processes requires a thermo-mechanical analysis, to account for the influence of 

the heat generated by plastic deformation. 

Since the deformation process of metallic materials in the elastic regime leads to 

insignificant volume changes (lower than 1%), the temperature variation defined by the 

Joule–Thomson effect for solids is always slight [3]. In contrast, the plastic deformation 

generates a significant amount of heat [4], which can lead to substantial temperature increases 

if the deformation process is fast (no time for heat exchange). Indeed, during plastic 

deformation, the mechanical energy is predominantly dissipated as heat, while the stored or 

latent energy remains in the material after removing the external loads [5]. The first attempts 

to determine experimentally the fraction of plastic work converted into heat was carried by 

Taylor and Quinney [6], using calorimetric methods. They found that the fraction of 

dissipated energy (also known as Taylor–Quinney coefficient) is about 90% for different 

metallic materials. 

Some experimental studies show that the Taylor–Quinney coefficient may depend on 

the plastic strain and on the plastic strain rate. The study performed by Macdougall [7] on an 

aluminium alloy shows that the Taylor–Quinney coefficient increases with the plastic strain, 

ranging roughly from 0.5 to 0.9, which is in agreement with the model developed by Zehnder 

[8]. An identical tendency was found by Rusinek and Klepaczko [9] for TRIP steels, taking 

into account the phase transformation of austenite into martensite during plastic deformation. 

On the other hand, the influence of the plastic strain rate on the Taylor–Quinney coefficient 

was experimentally studied by Zhang et al. [10], using the Kolsky bar with an infrared 

temperature measurement system. For the 7075-T651 aluminium alloy, they found that the 

Taylor–Quinney coefficient increases from 0.4 to 0.9 as the strain rate increases from 1100 to 

4200 s
−1

. Nonetheless, a different conclusion was obtained by Hodowany et al. [5] for the 
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2024-T3 aluminium alloy, showing that the fraction of plastic work dissipated as heat is not 

sensitive to the strain rate over a range from 1 s
−1

 to 3000 s
−1

. Recently, the dependence of the 

Taylor–Quinney coefficient on the dynamic loading mode (tension, compression and shear) 

was experimentally studied by Rittel et al. [11]. The results show that identical coefficients 

are measured in tension, compression and shear, except for the commercially pure titanium, 

which is known to exhibit tension−compression asymmetry in its mechanical properties [12]. 

In order to take advantage of the adiabatic conditions, high strain rate techniques (e.g. 

the Kolsky pressure bar) are commonly adopted to calculate the fraction of plastic work 

converted into heat, where the amount of heat generated is captured by infrared temperature 

measurements [13]. Alternatively, hybrid approaches have been developed, combining 

experimental measurements with numerical analysis through inverse analysis [14]. These 

approaches are particularly attractive in mechanical tests involving low and intermediate 

strain rates, i.e. loading under non-adiabatic conditions. The hybrid method developed by 

Pottier et al. [15] combines full field measurements (strains and temperature) on 

heterogeneous tensile tests with numerical results of the thermo-mechanical finite element 

analysis. They use a Levenberg–Marquardt algorithm to optimize sequentially the mechanical 

parameters and the Taylor–Quinney coefficient.  

The experimental techniques used for temperature measurement can be categorized into 

two groups: (i) contact and (ii) non-contact techniques. The temperature variations induced by 

plastic deformation are commonly measured using thermocouples (contact technique) or 

infrared thermography (non-contact technique) [16]. Compared to thermocouples, infrared 

thermography has the advantage of providing the thermal image of the surface under 

investigation, while thermocouples measure the temperature on a single point. Therefore, 

infrared thermography is commonly used to study local temperature variations, such as the 

ones associated with the Portevin–Le Chatelier effect of Al–Mg alloys [16,17]. On the other 

hand, thermocouples can be inserted in the specimen, allowing the temperature measurement 

in hidden regions, which is very useful for some experimental studies [1]. Thermocouples 

spot welded on the specimen surface were reported to present a response time of about 10 

milliseconds [18], but response times of 10 microseconds can be attained in case of 

thermocouples embedded in the specimen [19]. Infrared thermography cameras have a 

response time between milliseconds and microseconds, for cameras based on thermal 

detectors and on quantum detectors, respectively [20]. Finally, although the temperature 

measurement with both systems depends on the working conditions, infrared thermography 

also requires the calibration of the surface emissivity, which can change during plastic 
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deformation [5]. In order to minimize emissivity problems, the specimen surface is often 

painted with a high-emissivity graphic-black coating [16,17]. 

The purpose of this paper is to use temperature variation measurements from quasi-

static uniaxial tensile tests to quantify the fraction of plastic work converted into heat. The 

accuracy of the numerical models that take into account the Taylor–Quinney coefficient as a 

function of plastic strain is evaluated. The material and the experimental setup of the quasi-

static uniaxial tensile tests used are described in Section 2, while the experimental results are 

presented in Section 3. The proposed thermo-mechanical finite element model is presented in 

Section 4 including, both the heat generation and the heat losses that occur during the test. 

The comparison between numerical and experimental temperature results is performed in 

Section 5, highlighting the influence of the Taylor–Quinney coefficient on the predicted 

temperature. Section 6 contains the main conclusions of this study. 

2. Experimental methods and apparatus  

2.1. Material  

The age-hardenable aluminium alloy AA6016-T4 was adopted for this study, in sheet 

format with a thickness of 1.05 mm. The chemical composition of the alloy AA6016-T4 is 

presented in Table 1. The designation T4 is associated with the following sequence: solution 

heat treatment (SHT), rapid quenching and natural aging to a substantially stable condition. 

The mechanical behaviour of the alloy was evaluated after 1, 7 and 18 months of natural 

aging by Simões et al. [21]. The results show that the mechanical strength increased with the 

storage time at room temperature, phenomenon known as natural aging effect. The 

mechanical properties are presented in Table 2, as a function of the natural aging time, 

highlighting the fact that they remain stable after a storage time of 7 months. Concerning the 

anisotropy coefficients, their evolution with natural aging was negligible [21]. The normal 

anisotropy coefficient (𝑟𝑛) is equal to 0.615 and the planar anisotropy coefficient (𝛥𝑟) is equal 

to 0.030, which indicates that the in-plane variation of the anisotropy coefficient is negligible.  
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The microstructural characterization of the as-received material, after 18 months of 

natural aging, was performed by SEM – Scanning Electron Microscopy (FEI Quanta 200 

ESEM-FEG) coupled to Electron Back Scatter Diffraction (EBSD EDAX/TSL OIM system). 

An accelerating voltage of 20 kV was chosen to obtain optimum diffraction condition. 

Automatic beam scanning and the TSL OIM Data Collection 5 software were used to map the 

crystal orientations on planar sections. The samples surface for the EBSD analyses was 

prepared by grinding to 1000, 2400 and 4000 grit silicon carbide papers, followed by cloth 

polishing in 1 and ¼ µm diamond suspension. Finally, a surface finishing was carried out by 

vibrating polishing using colloidal silica (particle size ~ 0.02 µm) for 2 hours. These steps of 

the surface preparation procedure allow to obtain Kikuchi patterns with high resolution. Each 

EBSD map typically consists of 200–400 grains. The EBSD analyses were performed 

considering a minimum step size of 1 µm. 

The EBSD measurements shown in Figure 1 were performed on the plane of the sheet, 

i.e. in the RD-TD plane (RD: rolling direction; TD: transverse direction) which is 

perpendicular to the normal direction (ND). As shown in Figure 1 (a), the material presents 

equiaxed grains, which have an average grain size diameter of around 32 µm, with a standard 

deviation of 12 µm. The direct pole figures show a slight preferential crystallographic texture 

{001} <100> (see Figure 1 (b)). These results are in agreement with a previous study for the 

A6016-T4 alloy, which confirms that after the SHT the material presents a fully recrystallised 

microstructure, composed of grains with an average grain size of about 30 µm, slightly 

elongated along the RD. Moreover, its texture is dominated by a characteristic cube 

orientation {001} <100> at (0°,0°,90°) with pronounced scatter about the RD towards Goss 

{011} <100> at (0°,45°,90°) [22].  

 

 

The physical and thermal properties are given in Table 3. The mass density and the 

specific heat are the values globally accepted for aluminium alloys, which were obtained from 

the literature [23]. On the other hand, the thermal conductivity was determined by the 

Wiedemann–Franz law using the experimental measurement of the electrical conductivity 

(25.75×10
6
 Ωm

-1
). The electrical conductivity was measured at room temperature by four-

point probe technique [24], using the device FISCHERSCOPE MMS PC2. 
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2.2. Uniaxial tensile tests 

The bone shaped specimen was adopted to perform the uniaxial tensile tests, 

considering the dimensions presented in Figure 2 (a). The width and the nominal length of the 

parallel gauge section are 10 mm and 40 mm, respectively. All the specimens were cut from 

the received sheets using a wire-cut EDM machine, ensuring the dimensional accuracy and 

the surface finish.  

 

 

The tensile tests were performed on a thermo-mechanical testing machine Gleeble 3500, 

which is equipped with input temperature channels for thermocouples. More details about 

both the control system and the mechanical drive system of this machine can be found in [25]. 

This machine is classically used to perform tensile tests with control of temperature as 

presented in [26], in which the temperature influence on the mechanical behaviour was 

studied for the alloys AA6016-T4 and AA6061-T6. The same equipment was used to 

characterize the mechanical behaviour of the AA6016-T4 alloy through uniaxial tensile tests, 

performed at room temperature, under monotonic load until rupture. These tests were carried 

out using displacement control with prescribed crosshead velocities of 0.01 mm/s, 0.1 mm/s 

and 1 mm/s. Consequently, three different average values of strain rates are obtained 

depending on the prescribed crosshead velocity, which corresponds to the strain rates of 

2×10
−4

 s
−1

, 2×10
−3

 s
−1

 and 2×10
−2

 s
−1

. Additionally, for the crosshead velocity of 0.1 mm/s, 

tensile tests were performed at 0º, 45º, and 90º to the sheet RD. All these tests were performed 

for 1 and 18 months of natural aging. The strain rate arising in the sheet forming processes is 

mainly defined by the part geometry and the punch speed. Considering the cylindrical cup test 

proposed by [26], numerical results indicate that for 5 mm/s of punch speed the maximum 

strain rate value is about 0.1 s
−1

 [27]. Besides, assuming a strain rate insensitive material, the 

increase (decrease) of the punch speed leads to a proportional increase (decrease) of the strain 

rate values.  

The same experimental apparatus and specimen geometry were used to perform uniaxial 

tensile tests with stress relaxation stages, restricted to the aluminium alloy with 18 months of 

natural aging. In this tensile stress relaxation test, the specimen is stretched with a crosshead 

velocity of 0.1 mm/s during 30 seconds, followed by a stress relaxation time of 60 seconds. 

This loading cycle followed by a relaxation period is performed 3 times, i.e. the total testing 

time is 270 seconds. For each test condition previously described, at least two tensile tests 
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were performed. The average scatter of the stress was less than ±1MPa for the same strain 

value, which confirms the reproducibility. 

2.3. Measurement techniques 

The layout of the experimental apparatus used to perform the tests is presented in Figure 

2 (b), highlighting the specimen mounted in the copper grips. The temperature evolution was 

measured using thermocouples, while the strain evolution was measured by an optical Digital 

Image Correlation (DIC) system synchronized with the Gleeble system. The cameras of DIC 

system were placed above the specimen gauge area, while the thermocouples were welded on 

its backside surface (see Figure 2 (b)). 

The DIC system used was Aramis-4M (GOM mbH) that, based on triangulation, 

provides precise 3D coordinates for full-field and point-based measurements, which allows 

the measurement of 3D surface strain with an accuracy up to 0.01% [28]. Two video cameras 

with a resolution of approximately 30 pixels/mm
2
 (2358×1728 pixels in the measurement area 

of 80×55mm
2
) recorded the motion of the specimen surface at the maximum frequency of 60 

Hz. The Hencky strain tensor components were calculated by averaging the full field 

measurements of a rectangular shape with 35 mm length and 8 mm width, centred in the 

specimen gauge zone. The selected dimensions were slightly lower than the gauge area in 

order to minimize the influence of border effects. Finally, the frequency of acquisition used in 

the Aramis-4M system was selected according to the crosshead velocity. Hence, the selected 

frequencies were 1 Hz, 5 Hz and 50 Hz, for 0.01 mm/s, 0.1 mm/s and 1 mm/s of crosshead 

velocity, respectively. 

The temperature evolution was measured using type-K thermocouples (wire diameter of 

250 μm) which were welded on the specimen surface (exposed). As shown in Figure 2 (a), the 

thermocouples were welded at the specimen middle (TC1), 6 mm from mid-length (TC2), 12 

mm from mid-length (TC3) and 18 mm from mid-length (TC4). However, in the tests 

performed with 1 month of natural aging only one thermocouple (TC1) was used. The 

selected frequency of acquisition for the temperature was 5 Hz, 50 Hz and 100 Hz, for 0.01 

mm/s, 0.1 mm/s and 1 mm/s of crosshead velocity, respectively. It should be mentioned that, 

whenever the temperature is plotted as a function of strain, the results are plotted considering 

the lower acquisition frequency of the DIC system. 

The entire welding procedure of the thermocouples is shown in Figure 3, which can be 

divided into three steps. First, the two thermocouple cables are welded together (see Figure 3 

(a)). Second, the oxidation of the surfaces of the thermocouple and of the sheet was removed 
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by local sandblasting (see Figure 3 (b)). Third, the thermocouple was welded on the specimen 

using a 35200 Thermocouple Welder, from Dynamic System Inc (Gleeble Systems), using a 

welding voltage of 45V-DC (see Figure 3 (c)). After welding each thermocouple on the 

specimen surface, its temperature measurement was controlled and validated before 

performing the test. The local influence of the thermocouple and the weld spot can be 

considered irrelevant in the mechanical properties of the specimen, as shown in Figure 3 (d). 

Indeed, the rupture of the specimen never occurs in the weld zone. Figure 3 (e) shows that 

after removing the thermocouple from the sample, the material of the thermocouple stays in 

the sheet and vice versa, showing the good adhesion of the thermocouple to the sheet.  

The thermocouples were connected to the acquisition system of the Gleeble device, 

which measures the temperature with a resolution of about 1×10
-5

 ºC. Thermocouples of type-

K have a standard accuracy of 2.2ºC [29]. In order to minimize the impact of the accuracy in 

the results analysis, the values presented throughout this work correspond to the variation of 

the temperature relatively to the temperature measured by each thermocouple at the beginning 

of the tensile test, i.e. temperature variation. 

The precision of the temperature variation was evaluated based on experiments carried 

out with two specimens tested under the same conditions. This evaluation was based on the 

difference of the temperature variation during the tests, for thermocouples located in the same 

position along the specimen length. The precision determined for the temperature variation 

was evaluated as inferior to ± 0.1ºC. The temperature variation measured by different 

thermocouples in the same specimen, while it is kept undeformed, was used to evaluate the 

noise amplitude. The noise amplitude in the temperature variation is inferior to 0.2ºC, and 

approximately constant during time interval used in the analysis. More details concerning the 

uncertainty in temperature measurements are given in Appendix A: Temperature 

measurements. 

 

3. Experimental results  

3.1. Uniaxial tensile tests  

The stress–strain curves obtained from the uniaxial tensile tests performed at crosshead 

velocities of 0.01, 0.1 and 1 mm/s, with the specimens oriented along the RD and aging times 

of 1 month and 18 months, are presented in Figure 4. The increase of the natural aging time 

leads to an increase in the alloy strength [21]. Moreover, the increase of the crosshead 
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velocity leads to negligible differences in the flow stress curves. Therefore, this aluminium 

alloy can be assumed strain rate insensitive at room temperature [30].  

 

 

 

Figure 5 shows the temperature variation in the specimen middle (TC1) as a function of 

strain, for the tests presented in Figure 4. As shown in Figure 5, when the tensile specimen is 

loaded, the temperature decreases during the elastic regime and then increases during the 

elastoplastic one. The temperature drop occurs due to volume changes caused by elastic 

deformation (Joule–Thomson effect) and is approximately 0.25ºC for this aluminium alloy, as 

highlighted in the zoom in Figure 5. The temperature increase occurs due to heat generated by 

plastic deformation, and its increase depends of the crosshead velocity used. In fact, although 

the heat generated by plastic deformation is not influenced by the crosshead velocity (strain 

rate insensitive material as shown in Figure 4), both the heat losses and the thermal 

conduction are time dependent. Thus, increasing the crosshead velocity leads to a global 

increase in the temperature due to the lower time to dissipate the heat generated by plastic 

deformation [31]. Considering the material with 18 months of natural aging, the temperature 

rise was around 0.2, 2 and 10ºC for the crosshead velocities of 0.01, 0.1 and 1 mm/s, 

respectively. Especially at a crosshead velocity of 1 mm/s, the natural aging time leads to an 

increase of the temperature rise due to the higher flow stress (see Figure 4), which increases 

the amount of heat generated by plastic deformation in the same proportion of the stress 

increase. Finally, the temperature increase observed due to plastic strain is similar to the one 

reported by Bernard et al. [17], under quasi-static uniaxial tensile tests at strain rates of 

2×10
−3

 s
−1

 and 1×10
−2

 s
−1

, for the AA5754-O aluminium alloy, which has a similar hardening 

behaviour. 

The evolution of the experimental temperature variation with time for the four 

thermocouples is shown in Figure 6, for specimens aged for 18 months. The results are 

presented for the grip velocities of 0.01, 0.1 and 1 mm/s, prior to the onset of necking, which 

is attained at approximately 1000, 100 and 10 seconds of the test time, respectively. Since the 

four thermocouples are positioned along the specimen length (see Figure 2), it is possible to 

evaluate the temperature gradient. Globally, the temperature variation is always higher in the 

thermocouple placed at the specimen centre (TC1), which highlights the effect of heat 

conduction from the specimen to the grips. Indeed, the gradient of the temperature variation 

along the specimen length is dictated by the equilibrium between the heat generated by plastic 
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deformation and the heat losses. The heat is generated mainly in the gauge section of the 

specimen (zone with plastic deformation), while the heat loss is prevalent at the contact 

interface with the copper grips. Therefore, comparing the four thermocouples, the temperature 

variation decreases from TC1 to TC4. For 10 mm of grip displacement (corresponding to a 

strain of 0.172), the difference in temperature variation between TC1 to TC4 is about 0.17ºC, 

0.70ºC, and 4.14ºC for the grip velocity of 0.01 mm/s, 0.1 mm/s and 1 mm/s, respectively. 

 

 

The experimental stress–strain curves obtained from uniaxial tensile tests performed at 

0º, 45º and 90º to RD are presented in Figure 7, for the material with 18 months of natural 

aging. The flow stress is slightly higher for RD but, globally, the in-plane variation of the 

flow stress is negligible. As previously mentioned in Section 2.1, the planar anisotropy 

coefficient is also very low (0.03). Thus, the plastic behaviour of this aluminium alloy can be 

modelled assuming planar isotropy. 

The temperature variation measured in the midpoint of the specimen (TC1) is also 

presented in Figure 7, for the same three uniaxial tensile tests. The influence of the loading 

direction used in the uniaxial tensile tests (0º, 45º and 90º) on the measured temperature is 

negligible, which is coherent with the planar isotropy assumption. The temperature variation 

is slightly higher for the test performed with the specimen aligned along the RD, since the 

flow stress is also higher in the RD, particularly for large values of strain. Although these 

uniaxial tensile tests were not performed under the same conditions (three different in-plane 

directions), this analysis allows highlighting the high reproducibility of both the temperature 

variation and the stress evolutions. 

 

 

3.2. Stress relaxation tests 

In the context of this work, the main goal of the stress relaxation test is the analysis of 

the temperature variation and its connection with the mechanical response of the material. 

Figure 8 (a) presents the grip displacement imposed during the test, as well as the evolution of 

the stress as a function of time (18 months of natural aging). The stress increases during the 

stretching periods and decreases during the relaxation stages. The amount of stress decay, 

which occurs under a constant value of strain in the relaxation stage, increases in each stress 

relaxation stage, i.e. as the specimen is stretched. Despite the stress relaxation behaviour, the 
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stress–strain curve obtained from the uniaxial stress relaxation test is identical to the 

monotonic stress–strain curve, as shown by Simões et al. [30] for the same aluminium alloy (1 

month of natural aging). However, after each stress relaxation stage, the stress value suddenly 

increases attaining a local maximum and then stabilizes into a plateau ending up by 

recovering the monotonic behaviour and without significant change of the material behaviour 

(see Figure 8 (a)). The stress jump occurs associated with the presence of Lüders bands, 

which also justify the plateau, as shown by Simões et al. [30] for the same aluminium alloy (1 

month of natural aging).  

The temperature variation of the four thermocouples during the tensile stress relaxation 

test is presented in Figure 8 (b). Globally, in each load stage the temperature rises due to the 

plastic deformation of the material, while in each relaxation stage the temperature drops due 

to heat losses (conduction to the grips and natural convection with the surrounding 

environment). In the relaxation stages, the temperature drops to the room temperature since 

the relaxation period of 60 seconds allows the specimen to attain the thermal equilibrium. 

Therefore, each load stage starts at a similar initial temperature. The temperature rise 

increases at each load cycle when compared with the previous one, due to the material strain 

hardening. 

 

 

4. Finite element model  

Despite the uniaxial tensile tests are carried out at room temperature, the specimen 

temperature increases due to the heat generated by plastic deformation. Therefore, numerical 

simulation should address the thermo-mechanical analysis of the process [32]. The numerical 

simulations were carried out with the in-house finite element code DD3IMP [33], which has 

been developed to simulate sheet metal forming processes [34]. Only an eighth of the tensile 

test is simulated due to geometric and material symmetry conditions (see Figure 2 (a)). The 

specimen geometry (1/8) was discretized with eight-node hexahedral finite elements using a 

structured mesh composed by 1600 elements. The thermal problem considers full integration, 

while the mechanical problem uses selective reduced integration [35] to avoid volumetric 

locking. 
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4.1. Constitutive modelling   

The effect of the temperature on the material mechanical behaviour is not taken into 

account in the present model. Indeed, the thermo-mechanical coupling is assumed 

unidirectional, i.e. the predicted temperature field is affected by the mechanical solution, but 

the mechanical behaviour is not affected by the temperature. This assumption results from the 

fact that the maximum temperature rise is about 10ºC for the highest strain rate considered. 

Since this alloy is strain rate insensitive at room temperature (see Figure 4), a rate-

independent elastoplastic model is used to describe the specimen deformation. Besides, the 

elastic behaviour is considered isotropic and modelled by the generalized Hooke’s law with 

69 GPaE  and 0.33  . Regarding the plastic behaviour of this aluminium alloy, it is 

assumed non-linear with transverse isotropy.  

The flow stress of the AA6016-T4 aluminium alloy is defined by the phenomenological 

Voce hardening law. Thus, the isotropic work hardening is described by: 

p

sat sat 0( )exp( ),   Y Y Y Y C  (1) 

where 
p  represents the equivalent plastic strain, 

0Y  denotes the initial yield stress, 
satY  and 

C are material parameters of the Voce law. Since the uniaxial tensile tests are monotonic, the 

kinematic hardening is not considered in the model. The parameters of the Voce law were 

obtained from the stress–strain curves (experimental uniaxial tensile tests at 0.1 mm/s of 

crosshead velocity), which are presented in Figure 4. The optimization procedure minimizes 

the difference between predicted and experimental stress–strain curves [36], leading to the 

material parameters listed in Table 4, considering the two different values of natural aging 

time. Figure 9 presents the stress–strain curve obtained for both values of natural aging time 

(1 month and 18 months). The comparison between experimental and numerical curves 

highlights the good agreement between them, with a maximum difference lower than 4%. 

 

 

The anisotropic behaviour of this aluminium alloy is modelled by the classical Hill’48 

yield criterion, with anisotropy parameters F, G, H, N, L and M [37]. The yield surface is 

considered temperature independent, such as the hardening law. Since the in-plane variation 

of the flow stress is minor (see Figure 7) and the planar anisotropy coefficient is negligible 

(about 0.030) [21], planar isotropy is assumed in the yield criterion. Based on the anisotropy 

coefficients determined by Simões et al. [21], the normal anisotropy coefficient r, is assumed 

constant with a value of 0.615. Since the parameters for the Voce law (Table 4) were 
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evaluated from the stress–strain curves obtained in the rolling direction, the conditions 

G+H=1 is prescribed. Therefore, the anisotropy parameters are calculated using the relations: 

F=G=H/r and N=(2r+1)/(r+1). Moreover, the sheet is generally assumed isotropic in the 

thickness direction due to the difficulties in evaluating the out-of-plane parameters, leading to 

L=M=1.5, F=G=0.625, H=0.375 and N=1.375. The experimental study of Simões et al. [21] 

shows that the impact of the aging time on the anisotropy coefficients is negligible. Thus, the 

set of parameters defining the planar isotropy is identical for both aging times. 

Although the hardening law is strain rate independent, different values of strain rate can 

be attained in the uniform region of the tensile specimen, depending on the crosshead 

velocity. The evolution of the predicted strain rate in the midpoint of the tensile specimen is 

presented in Figure 10 for the three values of crosshead velocity. The strain rate is 

approximately constant during the test, i.e. the strain rate is approximately 2×10
−4

 s
−1

, 2×10
−3

 

s
−1

 and 2×10
−2

 s
−1

 assuming 0.01 mm/s, 0.1 mm/s and 1 mm/s for the crosshead velocity, 

respectively. However, since the onset of necking occurs slightly before the 10 mm of grip 

displacement, there is a slight increase of the strain rate at the end of the tests, particularly for 

the 18 months of storage time. 

4.2. Transient thermal modelling  

The numerical modelling of thermal effects within a solid body requires the solution of 

a transient heat transfer problem. The variation of the temperature field is defined by the first 

and second laws of thermodynamics. The differential equation governing the heat transfer 

within an isotropic and homogeneous body with volume V bounded by a closed surface S 

assumes the following form:  

2 2 2
p

p 2 2 2

T T T T
c k k k w

t x y z


   
   

   
, (2) 

where   is the mass density, pc  represent the specific heat capacity and k denotes the 

thermal conductivity, which is assumed isotropic. The thermal properties of the aluminium 

alloy are listed in Table 3. The plastic heat generation rate is denoted by 
pw , which is 

commonly expressed as a fraction of the plastic work rate, given by:  

p p( : )w  σ ε  (3) 

where σ  is the Cauchy stress tensor, 
p
ε  is the plastic strain rate tensor and   is called the 

Taylor–Quinney coefficient [6], defined in the differential form according to [38]. This factor 
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is usually assumed constant, ranging between 0.85 and 0.95 for metals [1]. However, some 

models have been developed in order to define the Taylor–Quinney coefficient as a function 

of the plastic strain (cf. Section 4.3).  

Adiabatic conditions can be assumed in mechanical tests performed under high strain 

rates conditions (very low loading time), which simplifies the thermo-mechanical analysis of 

the specimen deformation. Accordingly, the heat conduction term disappears in Eq. (2), 

leading to: 

p

p ( : )
T

c
t

 





σ ε , (4) 

from which   can be experimentally evaluated based on the evolution of the temperature, 

stress and plastic strain as a function of the time. However, since the strain rate is relatively 

low in the quasi-static uniaxial tensile tests, it is necessary to model the heat losses and the 

transient heat conduction. Therefore, the process cannot be modelled as adiabatic and the 

convection heat loss must be taken into account, in addition to the general heat conduction 

equation. The convection term, specified on the boundary surface, is defined by: 

( )q h T T  , (5) 

where h denotes the convective heat transfer coefficient while T  is the environment 

temperature. The effect of radiation can be neglected at near room temperature. On the other 

hand, the heat flow across the contact surface between solids is important in the temperature 

distribution. The thermal contact between two solids is always imperfect due to the existence 

of impurities, roughness, etc. Thus, in order to avoid the simulation of an assembly, this heat 

loss is usually modelled as convection on the contact interface:  

c c grip(T )q h T  , (6) 

where ch  is the interfacial heat transfer coefficient (also called thermal contact conductance), 

while gripT  is the temperatures of the grip surface. 

During the uniaxial tensile test, the outer surface of the specimen located in the gauge 

section is exposed to the surrounding air, while the specimen shoulders (enlarged ends) are 

compressed by the copper grips (see Figure 2). Therefore, in the proposed model, the in-plane 

specimen surface is divided into two regions, as illustrated in Figure 11, allowing the 

application of distinct thermal boundary conditions. Since the tests are carried at room 

temperature ( 22 ºC)T   in a closed chamber, the specimen surface exposed to air is subjected 

to natural convection. The convective heat transfer coefficient involved in Eq. (5) is assumed 
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constant and identical for the top and bottom surfaces of the specimen since any difference in 

the buoyancy force, moving the air around each surface, can be neglected. Regarding the heat 

loss to the grips, experimental studies show that the interfacial heat transfer coefficient, 

involved in Eq. (6), depends on several factors, such as surface roughness, material properties, 

contact pressure, among others [39,40]. However, in the present study, the interfacial heat 

transfer coefficient is assumed constant on the specimen surface covered by the grips (see 

Figure 11), as suggested by Kardoulaki et al. [41]. The grips temperature is assumed constant 

and equal to the environment temperature grip( 22 ºC)T  .  

 

4.3. Taylor–Quinney coefficient  

Although the Taylor–Quinney coefficient (β) is generally assumed constant and close to 

0.9, the review performed by Macdougall [7] shows that it can range between 0.12 and 1.0, 

for different materials. The influence of the plastic strain on the Taylor–Quinney coefficient 

has been modelled mainly by two theories, describing distinct mechanisms to store the energy 

in the material. The model developed by Zehnder [8] takes into account the dislocation 

density, which increases with the strain evolution (rise rate proportional to the work hardening 

exponent). Then, the fraction of energy dissipated as heat increases with the strain rise, i.e. the 

β coefficient increases with the plastic strain. The second model, proposed by Aravas et al. 

[42], assumes that the energy stored in the material is associated with residual stresses 

generated in the metal after plastic deformation. Therefore, the fraction of energy dissipated 

as heat, given by the β coefficient decreases with the strain rise. 

Considering the commercially pure titanium, the comparison between numerical and 

experimental temperature evolutions carried out by Pottier et al. [15] shows that the best fit is 

obtained when the β coefficient increases with the plastic strain, which is in accordance with 

the Zehnder model. An identical solution was obtained by Fekete and Szekeres [25] for two 

different steels. On the other hand, using the uniaxial tension test of a slender rod, Knysh and 

Korkolis [43] reported that the β coefficient decreases as the plastic deformation accumulates 

(for two stainless steels and two different titanium alloys), which is consistent with the Aravas 

model. In order to compare different evolutions for the Taylor–Quinney coefficient used in 

the present numerical model, both the Zehnder model and the Aravas model are considered, in 

addition to constant values of β. 

The variation of β with the plastic strain, proposed by Zehnder [8], is expressed as: 
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 
1

p

01
n

n  


  , (7) 

where n is the strain hardening exponent according to the isotropic hardening law 

p

0 0( )n     for the plastic regime, where 0  and 0  denote the yield stress and the yield 

strain, respectively. Therefore, materials with low strain hardening (lower n) exhibit globally 

high values of β. Regarding the Aravas model [42], the evolution of the β coefficient with the 

plastic strain is given by: 

1
1

1

An n

A n


 
 

 
, (8) 

where  

 

 
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0

2

0
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2

1

n

n
A

 

 







, (9) 

where   is the true strain and the other parameters involved are identical to the ones used in 

the Zehnder model. Adopting this model, materials with low strain hardening (lower n) 

exhibit globally high values of β, behaviour also provided by the Zehnder model. 

Since the hardening law adopted in this study to describe the mechanical behaviour of 

the AA6016-T4 aluminium alloy differs from the one considered in the development of the 

Zehnder and the Aravas models, the parameters involved in (7)-(9) are evaluated by curve 

fitting. The experimental data from the aluminium alloy with 18 months of natural aging is 

used in the fitting procedure, resulting in the parameters n=0.260 and 0 0.0066  . Considering 

the aluminium alloy under analysis, Figure 12 presents the evolution of the β coefficient 

defined by the Zehnder model (increasing) and by the Aravas model (decreasing). Note that 

the maximum value of true strain attained in the uniaxial tensile test is approximately 18%, as 

shown in Figure 4. 

 

5. Modelling results and analysis  

5.1. Uniaxial tensile tests  

The temperature in the specimen volume is defined by the balance between the amount 

of heat generated, the heat conduction and the heat losses. The heat losses are first analysed in 

this section, namely the ones due to natural convection and due to contact conductance with 

the grips, which are defined by the natural convective heat transfer coefficient (hair) and the 
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interfacial heat transfer coefficient (hgrip), respectively. Regarding the natural convective heat 

transfer coefficient, the review carried out by Khalifa [44] highlights that large discrepancies 

can occur in the experimental values determined by different authors. The study performed by 

Awbi [45] uses a chamber to experimentally evaluate the natural convection heat transfer 

coefficients of a heated wall, a heated floor and a heated ceiling. Since the uniaxial tensile 

tests are carried in a closed chamber (see Section 2), the values reported in that study will be 

adopted in the present model, ranging between 1 W/(m
2
K) and 5 W/(m

2
K). 

It is difficult to evaluate experimentally the interfacial heat transfer coefficient, which 

dictates the heat exchange between the tensile specimen and the grips [46]. On the other hand, 

the range of values reported in the literature is very wide and typically defined as a function of 

temperature and contact pressure [47]. The interfacial heat transfer coefficient was recently 

characterized by Omer et al [48] for the 6xxx series aluminium alloys. The values exhibited 

significant variation with the contact pressure, ranging from 800 W/(m
2
K) at 2 MPa to 2700 

W/(m
2
K) at 80 MPa. Therefore, such as for the natural convective heat transfer coefficient 

(hair), different values of interfacial heat transfer coefficient (hgrip) are adopted in the 

numerical simulation, ranging between 800 W/(m
2
K) and 2700 W/(m

2
K). 

Figure 13 shows the predicted temperature rise at the midpoint of the specimen during 

the uniaxial tensile test, performed at three different values of crosshead velocity, comparing 

1 month and 18 months of natural aging. The Taylor–Quinney coefficient is assumed constant 

in this analysis, β=0.9, which is the value used by default in several commercial finite element 

code packages [49]. On the other hand, different values of convective heat transfer and 

interfacial heat transfer coefficients are adopted in the numerical model. Whatever the values 

considered for the heat transfer coefficients (hair and hgrip), the same global trend for the 

temperature rise is predicted by the numerical model, which is dictated mainly by the 

crosshead velocity. Adopting different values for the heat transfer coefficients (hair and hgrip), 

the difference in the predicted temperature at the midpoint of the specimen increases during 

the stretching, but it is always lower than 0.1ºC (see Figure 13). On the other hand, since the 

natural aging leads to an increase of the material strength (see Figure 9), the predicted 

temperature variation is higher for the 18 months of storage time, as shown in Figure 13. 

Moreover, the predicted temperature variation increases slightly at the end of the tensile test, 

when considering 18 months of storage time, since the strain rate also increases at the same 

instant (Figure 10). The impact of the natural aging time on the predicted temperature 

variation after 10 mm of grip displacement, at the midpoint of the specimen, is 0.026ºC, 

0.23ºC and 1.4ºC, for 0.01 mm/s, 0.1 mm/s and 1 mm/s of crosshead velocity, respectively. 
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This represents an increase of 15% in the temperature variation (the difference between actual 

and initial temperature), comparing 1 month and 18 months of natural aging. Note that, for the 

numerical results, the increase of the storage time from 1 month to 18 months leads to an 

increase of the flow stress curve (Figure 9) between 10% and 25%, depending on the plastic 

strain value. 

 

The numerical distribution of the temperature variation along the length of the specimen 

for a grip displacement of 10 mm is presented in Figure 14, for three values of crosshead 

velocity and comparing 1 month and 18 months of natural aging. Since the plastic strain 

occurs predominantly in the uniform section of the specimen, the heat is generated mainly in 

this zone. However, the heat losses occur predominantly in the contact interface with the 

grips, leading to a temperature distribution that follows a Gaussian profile (see Figure 14). 

The temperature gradient along the specimen gauge section is mainly dictated by the 

crosshead velocity because the heat losses are directly proportional to the stretching time. 

Indeed, considering the lowest crosshead velocity, the temperature gradient along the 

specimen is lower than 0.2ºC (see Figure 14 (a)) due to the long stretching time (1000 s). 

Considering a specific value for the crosshead velocity, the influence of the heat transfer 

coefficients (hair and hgrip) on the predicted temperature distribution is lower than 0.1ºC in the 

gauge section, as shown in Figure 14. In fact, for all crosshead velocities considered, the 

impact of the heat transfer coefficients on the predicted temperature is within the noise range 

observed in the experimental data (see Section 3.1). Therefore, considering realistic values for 

the heat transfer coefficients (hair and hgrip), the predicted temperature is roughly independent 

of the selected values, as highlighted in Figure 13 and Figure 14. Therefore, both the natural 

convective heat transfer coefficient (hair=3 W/(m
2
K)) and the interfacial heat transfer 

coefficient (hgrip=1750 W/(m
2
K)) are assumed constant henceforward. 

 

 

Figure 15 presents the comparison between the experimental and predicted temperature 

rise measured in three locations (TC1, TC3 and TC4) during the uniaxial tensile test with 0.1 

mm/s of crosshead velocity, considering four different conditions for the β coefficient (see 

Figure 12). Besides, the presented experimental temperature variation is the smoothed average 

curve of the raw data shown in Figure 6 (b), which is a procedure commonly adopted [11]. 

Since the Joule–Thomson effect (temperature variations due to elastic deformation) is 

neglected in the present model, the numerical simulation is unable to predict the temperature 
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decrease observed experimentally in the elastic state (0.25ºC). On the other hand, the 

predicted temperature growth is significantly influenced by the evolution of β coefficient with 

the plastic strain, as highlighted in Figure 15.  

 

 

In order to quantify the discrepancy between numerical and experimental temperature 

variation, the absolute error of the numerical solution in each time instant can be defined by: 

num exp elastic( ) ( ) ( )T t T t T t T     , (10) 

where num( )T t  and exp ( )T t  denote the numerical and experimental temperature variation at 

instant t, respectively. Since the focus of this study is the analysis of the heat generated by 

plastic deformation, the error defined by Eq. (10) includes a term related with the thermo-

elastic cooling, i.e. the temperature deviation (decrease) from room temperature denoted by 

elasticT .  

The error between experimental and predicted temperature variation is presented in 

Figure 16, comparing different values of β coefficient, for 0.1 mm/s of crosshead velocity. 

The error is evaluated in two locations (TC1 and TC4), corresponding to the thermocouples 

with maximum and minimum values of temperature variation (see Figure 6 (b)). Globally, the 

error in the temperature variation is lower when considering the Zehnder model, which is 

always inferior to 0.2ºC for both locations (see Figure 16). Besides, since the error value is 

roughly constant during the stretching, then the trend (slope) of the experimental temperature 

variation is accurately predicted by the numerical simulation performed with the Zehnder 

model. On the other hand, β =0.7 yields the maximum temperature variation error, which is 

around 0.7ºC in TC1 (see Figure 16 (a)), as well as the largest range during the test (from -

0.7ºC up to 0.2ºC). Therefore, the accurate prediction of the heat generated by plastic 

deformation requires an increasing evolution of the β coefficient with the plastic strain. 

Although the temperature variation error is slightly lower for β =0.9, the results show that 

considering a constant value for the β coefficient it is impossible to obtain numerically the 

experimental trend of the temperature rise, even taking into account the Joule–Thomson 

effect. Comparing the Zehnder and the Aravas model, the difference between numerical and 

experimental temperature is lower using the Zehnder model, if the temperature is adjusted to 

take into account the Joule–Thomson effect. This conclusion is valid for the three locations 

where the temperature is compared (TC1, TC3 and TC4, as shown in Figure 15). 
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The comparison between experimental and predicted temperature variation, measured in 

three different locations (TC1, TC3 and TC4) during the uniaxial tensile test is presented in 

Figure 17, for 1 mm/s of crosshead velocity and considering four different conditions for the β 

coefficient (see Figure 12). The experimental temperature variation is the smoothed average 

curve of the raw data shown in Figure 6 (c). The temperature is globally overestimated for the 

three locations, except when the β coefficient is 0.7, which provides a solution that 

overestimates the temperature at the beginning and underestimates it at the end of the tensile 

test (see Figure 17).  

The error between experimental and predicted temperature variations, defined by Eq. 

(10), is presented in Figure 18 for 1 mm/s of crosshead velocity, comparing different values of 

β coefficient. The error evaluated in the two locations (TC1 and TC4) presents a similar 

behaviour, i.e. regardless of the model adopted to define the β coefficient, the evolution of the 

temperature variation error is similar in TC1 (Figure 18 (a)) and TC4 (Figure 18 (b)). 

However, since the temperature rise is lower in TC4 in comparison with TC1 (see Figure 17), 

the error is slightly lower in TC4 in comparison with TC1, as shown in Figure 18. Globally, 

the Zehnder model leads to the highest overestimation of the temperature variation, with an 

error lower than 1.3ºC in TC1 and lower than 1.0ºC in TC4. Moreover, the absolute error of 

the numerical solution increased up to 5 times when the crosshead velocity increased from 0.1 

mm/s to 1 mm/s (compare Figure 16 and Figure 18). This increase of the absolute error is the 

consequence of the predicted temperature variation, which increases approximately 5 times 

when the crosshead velocity changes from 0.1 mm/s to 1 mm/s. Thus, for the higher 

crosshead velocity, the influence of the Taylor–Quinney coefficient on the predicted 

temperature variation is significant, reaching 3ºC. Despite the temperature is globally 

overestimated in the elastoplastic regime, when assuming β=0.9 and by the Zehnder model, 

the experimental trend for the temperature variation is accurately predicted (almost constant 

error in the temperature variation), particularly for the last half period of the test. 

 

 

Based on the preceding comparative analysis, the accurate prediction of the temperature 

rise requires an increasing evolution of the β coefficient with the plastic strain, which is the 

basis of the Zehnder model. Taking into account the evolution of the error in the temperature 

variation presented in Figure 18, the fraction of plastic work converted into heat should be 

small for small values of plastic strain and large for large values of plastic strain. However, 

the evolution of the β coefficient defined by the Zehnder model, using the parameters 
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calibrated from the material hardening law, leads to an overestimation of the β coefficient for 

small values of plastic strain. Thus, the accuracy of the numerical solution can be improved 

by reducing the strain hardening exponent involved in Eq. (7), which would generate a slower 

increase of the β coefficient with the plastic strain compared with the one presented in Figure 

12. Indeed, the experimental strain hardening exponent (n4-6=0.29) of this aluminium alloy is 

larger for reduced values of plastic strain (4−6 %) than for higher values (10-15 %; n4-6=0.25), 

as shown in Table 2. However, this behaviour is not accurately described by the hardening 

law that is behind the Zehnder model, which uses a constant value of strain hardening 

exponent (n). Therefore, the definition of the β coefficient evolution should take into account 

a more accurate description of the work hardening. 

The distribution of the temperature variation along the specimen length is presented in 

Figure 19 for the instant corresponding to 10 mm of grip displacement, using different values 

of the Taylor−Quinney coefficient. The numerical solutions are compared with the 

experimental one for the tests performed at 0.1 and 1 mm/s of crosshead velocity, which was 

evaluated only in the four locations (TC1, TC2, TC3 and TC4). The temperature variation 

profile obtained numerically presents the maximum at the midpoint of the specimen and the 

minimum in the region in contact with the grips. Although the minimum is identical for all 

models (dictated by the grips temperature), the maximum value of the temperature variation is 

influenced by the model adopted to define the β coefficient, because the heat is generated 

mainly in the uniform section of the specimen. It should be mentioned that the temperature 

profile evaluated at the end of the tensile test is the result of the entire evolution of the 

temperature variation, previously shown in Figure 15 and Figure 17. Thus, using only these 

results to assess the accuracy of the model can lead to improper conclusions. Nevertheless, the 

predicted profile for the temperature variation is globally in good agreement with the 

experimental one. The error bars shown in Figure 19 denote the noise amplitude of the 

experimental temperature measurements, which were corrected considering the thermo-elastic 

cooling. 

 

 

Although the temperature variation during the test is accurately predicted using the 

Zehnder model for 0.1 mm/s of crosshead velocity (Figure 16), the temperature is globally 

overestimated for 1 mm/s of crosshead velocity (Figure 18). The strain rate in the uniform 

region of the specimen is approximately 2×10
−3

 s
−1

 for 0.1 mm/s of crosshead velocity and 
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about 2×10
−2

 s
−1

 for 1 mm/s of crosshead velocity (see Figure 10). Therefore, the 

improvement of the numerical solution seems to require an evolution of the β coefficient with 

the strain rate, in addition to its evolution with the plastic strain (increasing). Indeed, the 

analysis of the evolution of the error in the temperature variation (Figure 16 and Figure 18) 

suggests a negative strain rate sensitivity of the β coefficient, i.e. the β coefficient decreases 

with the increase of the strain rate. This behaviour is in agreement with the results reported by 

Knysh and Korkolis [43] for the stainless steel 316, for which the β coefficient drops as the 

strain rate increases over a range from 1×10
−3

 s
−1

 to 1×10
−2

 s
−1

. The strain rate sensitivity of 

the β coefficient is commonly related to the mechanical behaviour of the material. However, 

as shown in Figure 4, the aluminium alloy under analysis presents no strain rate sensitivity of 

the flow stress at room temperature.  

Recently, some authors showed that the fraction of plastic work converted to heat 

depends on the deformation mechanisms: twinning and dislocation slip [50]. They show that 

specimens where twinning is highly active during plastic deformation exhibited a lower β 

coefficient, in comparison with specimens where dislocation slip is the primary source of 

plastic deformation. Nevertheless, Face Cubic Centred materials with medium‐to‐high 

Stacking Fault Energy, such as Aluminium, usually do not deform by twinning, except when 

the grain size decreases to nanoscale [51]. Thus, considering the average grain size diameter 

of the material under study (around 32 µm in Figure 1), it can be assumed that the 

predominant deformation mechanism is dislocation slip, whatever the test conditions. In that 

context, any sensitivity of the Taylor-Quinney coefficient to the strain rate seems to be related 

to the evolution of the dislocation density. Thus, although the mechanical behaviour observed 

during the test presents a negligible influence of the strain rate and of the temperature 

increase, it seems that the strain rate can somewhat affect the proportionality constant of the 

Zehnder model (assumed equal to one in Eq. (7)).  

5.2. Stress relaxation tests  

The tensile stress relaxation test was selected to validate the presented finite element 

model. The numerical simulations were performed considering the same four different 

conditions for the β coefficient (see Figure 12). Regarding the heat losses, both the natural 

convective heat transfer coefficient (hair=3 W/(m
2
K)) and the interfacial heat transfer 

coefficient (hgrip=1750 W/(m
2
K)) are assumed constant. Figure 20 presents the comparison 

between the numerical and the experimental values of elongation measured in three different 

regions of the specimen (gauge section). The imposed crosshead displacement was adjusted to 
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fit the experimental elongation values measured during the whole relaxation test, as shown in 

Figure 20. Accordingly, the real crosshead velocity used in the finite element model is 0.097 

mm/s, which is assumed constant during each stretching period. During the stretching, the 

experimental elongation presents a slight deviation in relation to the linear increase 

(particularly in the third loading stage), which is a consequence of the Lüders bands that occur 

on this material at room temperature [30]. 

 

 

The comparison between experimental and numerical temperature variation during the 

tensile stress relaxation test is presented in Figure 21, evaluated in four locations (TC1, TC2, 

TC3 and TC4). The temperature increases during the stretching since the heat generated by 

plastic deformation is higher than the heat losses to the environment and grips. On the other 

hand, temperature decreases during the stress relaxation period due to the heat losses to the 

environment and to the grips, converging to the room temperature, as shown in Figure 21. 

Since the strain hardening leads to an increase of the yield stress with the plastic strain (see 

Figure 4), the temperature rise is largest in the last loading cycle. The temperature evolution 

(rise and decrease) is properly predicted by all numerical models, including the temperature 

gradient along the specimen length. Globally, the Zehnder model and the constant value of 

Taylor–Quinney coefficient β=0.9 predict the highest temperature variation. The maximum 

difference in the temperature variation obtained by the different models occurs in the last 

loading cycle, which is approximately 0.5ºC in TC1 and 0.3ºC in TC4, as shown in Figure 21. 

Considering the thermo-elastic cooling (0.25ºC), i.e. imposing a shift down of the numerical 

curves, the error in the temperature variation is lower for the Zehnder model. However, when 

comparing the Zehnder model with the constant value of Taylor–Quinney coefficient β=0.9, 

the highest difference in the predicted temperature variation is about 0.1ºC. Thus, it is not 

possible to state that the Zehnder model leads to better results. The results also highlight that 

most of the plastic work is converted into heat. Since the heat generation mechanisms are 

identical in stress relaxation and uniaxial tensile tests, the conclusions about the predicted 

temperature variation are also similar.  

6. Conclusions 

This study presents the analysis of the heat generated by plastic deformation in quasi-

static uniaxial tensile tests, comparing experimental and numerical results. The age-
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hardenable aluminium alloy AA6016-T4 is adopted in the present study, comparing two 

different values of natural aging time, namely 1 month and 18 months. Although the adopted 

alloy is strain rate insensitive at room temperature, three different values of crosshead velocity 

(0.01 mm/s, 0.1 mm/s and 1 mm/s) are used. This allows obtaining distinct values of 

stretching time and, consequently, different amounts of heat lost to the environment and grips.  

The experimental temperature is measured by four thermocouples welded on the 

specimen surface, recording both the evolution and the distribution. The thermo-elastic 

cooling of the specimen is observed during elastic straining, leading to a temperature decrease 

of about 0.25ºC (uniform in the gauge section). Considering 10 mm of grip displacement, the 

temperature rise at the specimen middle is nearly 2ºC and 10ºC for 0.1 mm/s and 1 mm/s of 

crosshead velocity, respectively. Besides, the natural aging time leads to an increase of the 

temperature rise due to the higher flow stress, particularly for 1 mm/s of crosshead velocity. 

The presented thermo-mechanical finite element model of the uniaxial tensile test 

neglects the elastic cooling effect, but takes into account the heat generated by plastic 

deformation, as well as the heat losses by natural convection and contact conductance. 

Adopting realistic values for both the natural convective heat transfer coefficient (hair) and the 

interfacial heat transfer coefficient (hgrip), the predicted temperature variation is almost 

independent of the values selected, i.e. the difference is always lower than 0.1ºC. However, 

the influence of the Taylor–Quinney coefficient on the predicted temperature is significant, 

which can reach up to 3ºC for 1 mm/s of crosshead velocity.  

Comparing the numerical and experimental evolutions of the temperature variation, the 

numerical solution is in good agreement with the experimental one, when it is assumed that 

the fraction of plastic work converted into heat increases as the plastic deformation 

accumulates. This behaviour is described by the Zehnder model, but the evolution of the 

Taylor–Quinney coefficient is defined assuming a constant value for the hardening 

coefficient, which does not fit the hardening behaviour observed for this aluminium alloy. 

Thus, since the numerical modelling of the stress–strain curves dictate the evolution of the 

Taylor–Quinney coefficient and, consequently, the obtained temperature prediction, improved 

relationships should be developed for materials presenting an evolution of the hardening 

coefficient with the plastic strain. Moreover, the accurate prediction of the temperature rise 

seems to require a negative strain rate sensitivity of the Taylor–Quinney coefficient, i.e. the 

Taylor–Quinney coefficient seems to drop when the strain rate increases from 2×10
−3

 s
−1

 up 

to 2×10
−2

 s
−1

.  
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Appendix A: Temperature measurements 

In order to evaluate the uncertainty of the temperature measurements, some of the 

tensile tests were performed using additional type-K thermocouples with wire diameters of 80 

μm. In these tests, four thermocouples of 250 μm and four thermocouples of 80 μm were 

welded on the specimen surface, side by side in a straight line along the length, according to 

the procedure shown in Figure 3. This experimental setup with a total of 8 thermocouples was 

performed only for the tensile specimens aged for 18 months, at the crosshead velocity of 0.1 

mm/s and 1 mm/s. Figure A.1 compares the evolution of the temperature variation with time, 

obtained by the thermocouples with different diameters.  

Globally, the results show that the temperature variation is only slightly affected by the 

wire size of the thermocouples. For the same position along the specimen length, the 

thermocouples with a wire of 80 μm measure a slightly higher temperature variation, for the 

same time instant. In fact, it is known that the response time of the thermocouples is a 

function of the wire diameter. The use of the Gleeble machine guarantees the synchronization 

between the stress-strain results and the temperature evolution. Therefore, it is possible to 

observe that thermocouples with different wire diameters respond to the beginning of the 

elastic regime (temperature drop), to the transition to the elastoplastic regime (temperature 

raise) and to the specimen fracture (temperature drop) at similar instants. This can be 

observed in Figure A.1 for both the beginning of the elastic regime and the transition to the 

elastoplastic one. Since the thermocouples are welded in the specimen surface (exposed), a 

fast response time was expected [29]. The difference in the temperature variation measured by 

thermocouples with different wire diameters can be a consequence of the response time and 

precision. Nonetheless, the maximum difference (at the maximal load) in terms of measured 

temperature variation between thermocouples of wire diameter of 80 μm and 250 μm is 

inferior to 0.07ºC and 0.4ºC for the crosshead velocity of 0.1 mm/s and 1 mm/s, respectively. 
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It equates to a maximal error of about 4% in the temperature variation. Such difference was 

considered not relevant to the results discussion, and therefore the authors decide to use 

thermocouples with a wire diameter of 250 μm since they are easier to apply. 
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(a) (b) 

 
Figure 1: EBSD analysis of the material, after 18 months of storage time: (a) grain microstructure 

(inverse pole figure maps); (b) direct pole figures. 
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(a) 

 

 
(b) 

Figure 2: Uniaxial tensile test, with or without stress relaxation stages, on the Gleeble 

machine: (a) specimen geometry and thermocouples position (dimensions in mm); (b) 

experimental setup. 
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Figure 3: Welding of the thermocouples on the tensile specimens: (a) welding thermocouple 

cables together; (b) sheet sandblasted zone; (c) thermocouple welded on the specimen; (d) 

specimen after tensile test; (e) sample and thermocouples after removal. 
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Figure 4: Experimental true stress–true strain curves obtained from uniaxial tensile tests, 

performed at three different values of crosshead velocity (1 month and 18 months of natural 

aging). 
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Figure 5: Experimental temperature variation at the midpoint (TC1) of the tensile specimen 

(prior to the onset of necking) for different values of crosshead velocity, comparing 1 month 

and 18 months of natural aging. A zoom is presented to highlight the elastic regime. 
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(a) 

 

 
(b) 

 

 
(c) 

Figure 6: Experimental temperature variation at 18 months of natural aging, measured by four 

thermocouples for crosshead velocity: (a) 0.01 mm/s; (b) 0.1 mm/s; (c) 1 mm/s. (Note: For 

crosshead velocity of 1 mm/s, the thermocouple TC3 broke up after 9 s of the tensile test). 
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Figure 7: Experimental true stress–true strain curves and temperature variation (measured in 

TC1) obtained from uniaxial tensile tests at 1 mm/s of crosshead velocity in three different 

directions with RD (18 months of natural aging). 
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(a) 

 

 
(b) 

 

Figure 8: Stress relaxation tensile tests carried out at 0.1 mm/s crosshead velocity on a sample 

with 18 months of natural aging: (a) true stress and grip displacement curves in the function 

of time; (b) temperature variation curves in the function of time. 
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Figure 9: Comparison between numerical and experimental true stress–true strain curves 

obtained from uniaxial tensile tests, for 1 month and 18 months of natural aging. 
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Figure 10: Predicted strain rate in the midpoint of the tensile specimen, assuming three 

different values of crosshead velocity, for 1 month and 18 months of natural aging. 
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Figure 11: Definition of the thermal/mechanical boundary conditions on the specimen (one 

eighth). Identification of the surface area exposed to natural convection and the area in contact 

with the grip.  
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Figure 12: Fraction of plastic work converted into heat as a function of plastic strain. 

Comparison of constant values of β with the Zehnder and the Aravas models, calibrated for 

the aluminium alloy under analysis (18 months of natural aging).  
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(a) 

 
(b) 

 
(c) 

Figure 13: Evolution of the temperature variation at the midpoint of the specimen for different 

values of hair and hgrip, assuming β=0.9: (a) 0.01 mm/s of crosshead velocity; (b) 0.1 mm/s of 

crosshead velocity; (c) 1 mm/s of crosshead velocity. 
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(a) 

 
(b) 

 
(c) 

Figure 14: Distribution of the temperature variation along the specimen length, predicted for a 

grip displacement of 10 mm using different values of hair and hgrip, assuming β=0.9: (a) 0.01 

mm/s of crosshead velocity; (b) 0.1 mm/s of crosshead velocity; (c) 1 mm/s of crosshead 

velocity. 
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(a) 

 
(b) 

 
(c) 

Figure 15: Experimental and predicted temperature variation for 0.1 mm/s of crosshead 

velocity, using different values of Taylor−Quinney coefficient and assuming hair=3 W/(m
2
K) 

and hgrip=1750 W/(m
2
K), evaluated in three locations: (a) TC1; (b) TC3; (c) TC4. 
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(a) 

 
(b) 

Figure 16: Error between experimental and predicted temperature variation for 0.1 mm/s of 

crosshead velocity, using different values of Taylor−Quinney coefficient and assuming hair=3 

W/(m
2
K) and hgrip=1750 W/(m

2
K), evaluated in two locations: (a) TC1; (b) TC4. The vertical 

dashed line marks the transition between the elastic and the elastoplastic regimes. 

  

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0 10 20 30 40 50 60 70 80 90 100

E
rr

o
r 

in
 t
e
m

p
e
ra

tu
re

 v
a
ri
a
ti
o
n
 [

ºC
]

Time [s]

β=0.9

β=0.7

Zehnder model

Aravas model

TC1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0 10 20 30 40 50 60 70 80 90 100

E
rr

o
r 

in
 t
e
m

p
e
ra

tu
re

 v
a
ri
a
ti
o
n
 [

ºC
]

Time [s]

β=0.9

β=0.7

Zehnder model

Aravas model

TC4

                  



52 

 
(a) 

 
(b) 

 
(c) 

Figure 17: Experimental and predicted temperature variation for 1 mm/s of crosshead 

velocity, using different values of Taylor−Quinney coefficient and assuming hair=3 W/(m
2
K) 

and hgrip=1750 W/(m
2
K), evaluated in three locations: (a) TC1; (b) TC3; (c) TC4. 

-1

0

1

2

3

4

5

6

7

8

9

10

11

0 1 2 3 4 5 6 7 8 9 10

T
e
m

p
e
ra

tu
re

 v
a
ri
a
ti
o
n
 [

ºC
]

Time [s]

Experimental (TC1)

β=0.9

β=0.7

Zehnder model

Aravas model

-1

0

1

2

3

4

5

6

7

8

9

10

11

0 1 2 3 4 5 6 7 8 9 10

T
e

m
p

e
ra

tu
re

 v
a

ri
a

ti
o

n
 [

ºC
]

Time [s]

Experimental (TC3)

β=0.9

β=0.7

Zehnder model

Aravas model

-1

0

1

2

3

4

5

6

7

8

9

10

11

0 1 2 3 4 5 6 7 8 9 10

T
e
m

p
e
ra

tu
re

 v
a
ri
a
ti
o
n
 [

ºC
]

Time [s]

Experimental (TC4)

β=0.9

β=0.7

Zehnder model

Aravas model

                  



53 

  

                  



54 

 
(a) 

 
(b) 

Figure 18: Error between experimental and predicted temperature variation for 1 mm/s of 

crosshead velocity, using different values of Taylor−Quinney coefficient and assuming hair=3 

W/(m
2
K) and hgrip=1750 W/(m

2
K), evaluated in two locations: (a) TC1; (b) TC4. The vertical 

dashed line marks the transition between the elastic and the elastoplastic regimes. 
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(a) 

 
(b) 

Figure 19: Distribution of the temperature variation along the specimen length (10 mm of grip 

displacement) using different values of Taylor−Quinney coefficient and assuming hair=3 

W/(m
2
K) and hgrip=1750 W/(m

2
K): (a) 0.1 mm/s of crosshead velocity; (b) 1 mm/s of 

crosshead velocity. The experimental values were corrected considering the thermo-elastic 

cooling, i.e. a 
elasticT =0.25ºC was added. 
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Figure 20: Experimental and numerical elongation measured in different regions of the 

specimen during the tensile stress relaxation test. 

  

0

1

2

3

4

5

6

7

8

0 30 60 90 120 150 180 210 240 270

E
lo

n
g

a
ti
o

n
 [

m
m

]

Time [s]

Experimental (L₀=10 mm)

Experimental (L₀=20 mm)

Experimental (L₀=40 mm)

Simulation (L₀=10 mm)

Simulation (L₀=20 mm)

Simulation (L₀=40 mm)

                  



57 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 21: Experimental and predicted temperature variation during the relaxation test, using 

different values of Taylor−Quinney coefficient and assuming hair=3 W/(m
2
K) and hgrip=1750 

W/(m
2
K), evaluated in four locations: (a) TC1; (b) TC2; (c) TC3; (d) TC4. 
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(a) (b) 

Figure A.1: Experimental temperature variation, measured by eight thermocouples of type-K, four 

with a wire diameter of 80 μm and other four with 250 μm in the same specimen:  

(a) 0.1 mm/s of crosshead velocity; (b) 1 mm/s of crosshead velocity.  
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Table 1: Chemical composition of the AA6016-T4, in percent composition by mass (wt.%), 

(supplier results). 

Si Mg Cu Fe Mn 

0.91 0.41 0.10 0.255 0.17 
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Table 2: Mechanical properties of the AA6016-T4 evaluated at different values of natural 

aging time [21]. 

Aging time Rp0.2 [MPa] Rm [MPa] Ag [%] n4-6 n10-15 

4 days* 88 198 25 0.32 0.27 

1 month 101 218 24 0.32 0.26 

7 months 126 237 23 0.29 0.25 

18 months 127 237 23 0.29 0.25 

*supplier results 

The terms and definitions used throughout this work are according to (ISO 6892-1: 2009) (i.e. 𝑅𝑚 

tensile strength; 𝑅𝑝0.2 proof strength at 0.2% of the extensometer gauge length; 𝐴𝑔 percentage of 

non-proportional elongation at maximum force) and the (ISO 10275:2007) (i.e. the strain hardening 

exponent (𝑛), which in this case was evaluated between 4 and 6 % of plastic deformation, 𝑛4−6, and 

10 and 15 %, 𝑛10−15). 
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Table 3: Physical and thermal properties of the AA6016-T4 alloy. 

Mass density (ρ) [kg/m
3
] Specific heat (cp) [J/kg·ºC] 

Thermal conductivity (k) 

[W/m·ºC] 

2800 850 184 
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Table 4: Parameters of the Voce law used to describe the isotropic hardening of the AA6016-

T4 aluminium alloy, considering two different values of natural aging time. 

Natural aging time Y0 [MPa] Y sat [MPa] C 

1 month 103.2 289.8 10.30 

18 months 129.3 319.3 9.83 

 

 

                  


