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A B S T R A C T

Solute cluster formation during service is the primary cause of embrittlement in reactor pressure vessel (RPV) 
steels. Atom probe tomography (APT) has consistently shown that the solute clusters are enriched in Cu, P, Mn, 
Ni, and Si compared to the matrix. However, there is pronounced disagreement within the literature as to the Fe 
content of the solute clusters in low-Cu RPV steels; some authors report Fe contents in excess of 80 at.% whilst 
others attribute all measured Fe in the clusters to aberrations from APT and report Fe-free features. This 
discrepancy has profound implications for determining whether cluster formation is radiation-induced or radi-
ation-enhanced.

In this article, we perform a systematic analysis of the published literature to demonstrate the variance present 
in the measured Fe content of solute clusters characterised by APT. We investigate potential explanatory vari-
ables for this variation and discuss the difficulties in performing statistical analyses on these data. To determine 
the impact of APT aberrations on the measured Fe content of solute clusters, we combine results from: simu-
lations that account for the limited spatial precision in APT; models that predict ion trajectories in the presence of 
non-uniform electrostatic fields; and experimental data.

Our results show that APT aberrations can introduce large amounts of artificial Fe into solute clusters, 
especially at the small sizes (radius <1.5 nm) typically observed in RPV steels. We also show, however, that some 
of the variance in Fe content in the literature may be explained by real differences in the clusters’ Fe contents.

1. Introduction

Reactor pressure vessel (RPV) steels are known to embrittle during 
service, primarily as a result of the formation of solute clusters. These 
features have been extensively characterised using a range of techniques 
including small angle neutron scattering (SANS), small angle X-ray 
scattering (SAXS), and transmission electron microscopy (TEM) [1–10]. 
However, due to its ability to directly provide compositional informa-
tion on small features, atom probe tomography (APT) has emerged as 
the leading method with which to study clusters in RPV steels [11–13].

Previous APT studies show that clusters in older, Cu-containing, RPV 
steels are comprised mainly of Cu [14] but also contain other solutes, 
particularly Mn, Ni, and Si [15,16]. The composition of these features 
has been shown to vary as a function of size [15] and as a function of 
distance from the interface between the cluster and the matrix [14,17]. 
In low-Cu alloys, features enriched in Mn, Ni, and Si are responsible for 

hardening [18,19]. The exact composition of these features is a matter of 
lively debate within the community; the primary source of disagreement 
being what the true iron content of the clusters is.

Some researchers state that the majority of the Fe measured within 
the clusters by APT is the result of experimental aberrations. As a result, 
Fe is excluded from size, volume fraction, and compositional analyses, 
and Fe contents of 0 at.% are reported [20–22]. Although infrequently 
communicated, these studies tend to experimentally measure Fe con-
tents of between 40 at. % and 60 at. % within the clusters [23–25]. 
Authors typically justify their decision to exclude Fe from their results by 
attributing the measured Fe within clusters to trajectory overlaps, which 
occur in APT as a result of the local magnification of ions due to the 
solute clusters having a lower evaporation field than the surrounding 
matrix [26]. The assumption that the solute clusters are lower field than 
the matrix and subject to appreciable local magnification is based upon 
the observation of increased measured atomic density within the 
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clusters [24] and due to the decreasing concentration of Fe towards the 
centre of the clusters [23]. Further evidence that the solute clusters 
contain limited amounts of Fe come from studies where complementary 
techniques, such as STEM-EDS (Scanning Transmission Electron Mi-
croscopy – Energy Dispersive X-ray Spectroscopy), were used to estimate 
that clusters contain around 6 at.% Fe [4].

In contrast, multiple other articles on RPV alloys report clusters 
containing up to 80 at.% and even 92 at.% Fe [27–30]. The authors of 
these studies believe that their experimental measurements of cluster 
composition are either not influenced by APT aberrations, such as local 
magnification and limited spatial precision [31,32], or they assume that 
their measurements are performed sufficiently far away from the 
interface between the matrix and cluster that these effects are consid-
ered negligible.

There is, therefore, a range of reported Fe contents between 0 at.% 
and 92 at. % in the RPV literature. This large discrepancy has profound 
effects on the interpretation of experimental data and on understanding 
the underlying mechanisms that control solute cluster formation in RPV 
steels. For example, authors often use the presence of Fe within the 
clusters to support the hypothesis that the clusters are non- 
thermodynamically stable phases and are therefore radiation induced 
[33], whilst others interpret the clusters to be thermodynamically stable 
phases that are formed by radiation enhanced diffusion and contain no 
Fe [18,34]. Additionally, the inclusion or exclusion of Fe within the 
clusters also impacts the determination of feature size and volume 
fraction within alloys. Since mechanical property shifts are known to be 
related to the volume fraction and size of dislocation barriers [35], the 
creation and validation of models that predict mechanical property 
shifts during service [36], particularly at extended lifetimes, will be 
adversely affected by erroneous measurements of these cluster 
characteristics.

There is, therefore, a pressing need to determine how accurately APT 
is capable of measuring the Fe content of the solute clusters that form in 
RPV steels. In turn, this will permit ascertainment as to whether the 
range of 0 at.% and 92 at. % in the literature is representative of the true 
range of cluster Fe contents, or if the range is likely to be smaller. 
Another outstanding question is what are the primary causes for such 
large differences in the reported Fe content of clusters. The use of 
different cluster search methodology is often cited as a potential source 
of divergence [37,38], but there are multiple other explanatory vari-
ables that change between published studies. Some examples include: 
alloys of different nominal compositions (e.g. very high solute contents 
[18,24] cf. much lower solute contents [27,39]); alloys that have been 
irradiated under very different conditions (e.g. [19] cf. [40]); charac-
terisation of clusters with very different sizes that are unlikely to expe-
rience the same level of APT experimental aberrations (e.g. [41] cf. 
[42]). In this article we attempt to address these pending uncertainties 
as to the nature of Mn-Ni-Si-rich features that form in RPV steels.

Firstly, we perform a systematic review of the published literature on 
neutron-irradiated RPV steels that have been characterised using APT. 
After extracting quantitative data from the literature, we demonstrate 
the degree of variation between studies and propose potential expla-
nations for the variance. By then applying different cluster search al-
gorithms to experimental data we show that this alone is unlikely to be 
responsible for the wide variation observed in the literature. We then 
investigate how accurately APT can be expected to characterise the Fe 
content of solute clusters in RPV steels by performing simulations to 
study the role of imperfect spatial precision on compositional mea-
surements. We also explore the possible role of trajectory aberrations by 
modelling the trajectories of ions after field evaporation in the presence 
of a variety of non-uniform evaporation fields.

Our results show that significant amounts of Fe can be introduced 
into solute cluster measurements as a result of APT aberrations, espe-
cially at the sizes typically observed in RPV steels, but that at least some 
of the deviation in Fe contents within the literature is likely to be due to 
the solute clusters themselves being different in nature and containing 

slightly different Fe contents. This work represents an important 
contribution to the understanding of the nature of solute clusters that 
form in RPV steels during service; this will have an impact on assess-
ments as to the clusters’ formation mechanisms and, hence, on models 
that predict changes in mechanical properties during service.

2. Experimental methods

2.1. Systematic review of literature

A systematic review of the literature was conducted. Identification of 
relevant articles was achieved by using Elsevier’s Scopus abstract and 
citation database in April 2024. The following search terms and Boolean 
operators were used: “atom probe” AND “neutron irradiation” AND 
“reactor pressure vessel steel”. A total of 51 documents were returned 
from this search of which five articles were inaccessible and one was 
unavailable in English. Therefore, 45 articles were screened to deter-
mine their suitability for inclusion; three of these were excluded as they 
either concentrated on ion irradiation studies or non-RPV materials.

Data were extracted from the remaining 42 articles. Of these 42 ar-
ticles, 31 reported the composition of solute clusters measured by APT. 
The nominal Fe, Mn, Ni, Si, and Cu contents in each alloy were recorded 
along with neutron irradiation fluence, flux, and temperature. The APT 
instrument used, the cluster search method employed, the measured 
cluster number density, volume fraction, and radius were also extracted. 
The measured cluster contents of Fe, Mn, Ni, Si, and Cu were also 
included, along with the Fe content that the authors believed was pre-
sent in the clusters (if this differed from the raw measured value).

2.2 APT experiments

2.2.1 Analysis of clusters in neutron-irradiated steels
APT data from two neutron-irradiated steels were analysed using 

both the Iso-Position and Maximum Separation cluster search algo-
rithms. One of the steels (HN) had a high solute content, whilst another 
had much lower Ni levels (LN). The compositions of the steels are pre-
sented in Table 1.

Alloy HN was irradiated to a fluence of 1.4 × 1024 n/m2 at a flux of 
3.6 × 1016 n/m2s at 290 ◦C in the Advanced Test Reactor (ATR-2) 
experiment. Further details on its manufacturing route can be found in 
Ref. [24]. It was analysed on a LEAP 4000X HR in voltage pulsing mode 
at 55 K with a pulse frequency of 200 kHz and a pulse fraction of 20 %.

Neutron irradiation to a total fluence of 9.34 × 1023 n/m2 was per-
formed on alloy LN, provided by SCK CEN (Belgium), in the BR2 reactor 
at 290 ◦C. This irradiation was conducted in two campaigns, the first 
campaign used a neutron flux of 2.45 × 1017 n/m2s to reach a fluence of 
5.99 × 1023 n/m2, whilst the second campaign attained an additional 
fluence of 3.35 × 1023 n/m2 at a flux of 1.18 × 1017 n/m2s. Further 
details on the irradiation conditions and manufacturing process for this 
alloy can be found in Ref. [43]. Alloy LN was analysed using a LEAP 
4000X HR in voltage pulsing mode at 60 K with a pulse frequency of 200 
kHz and a pulse fraction of 20 %.

Reconstructions for both alloys were performed using IVAS 3.8.0. 
Maximum Separation cluster searches [44] were conducted using IVAS 
3.8.16 whilst the Iso-Position method [45] was implemented through 
the GPM_3DSAT Software (CNRS IDDN: IDDN.FR.001.430017.000.S. 
P.2020.000.10000). Edge clusters were manually identified and were 
not included in the size or compositional calculations that follow. 
Cluster radii, both including and excluding measured Fe, were calcu-
lated using the equivalent radius, assuming the atomic density of BCC Fe 
and a detection efficiency of 0.37.

Maximum Separation parameters were individually selected for each 
dataset to ensure that the identified solute clusters were statistically 
unlikely to be identified in a mass-randomised dataset; the applied pa-
rameters are presented in Table 2. The justification for using a larger 
Dmax value for the LN dataset is that this alloy contained lower bulk 
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levels of core ions, and so these ions are likely to be separated by a 
greater distance in a mass-randomised dataset. The 29 Da peak (where 
Da represents the mass-to-charge ratio of an ion and is equivalent to 
atomic mass unit per Coulomb), which contains an overlap between 
58Fe2+ and 58Ni2+, was assigned as Ni for the cluster searches since, 
based on natural isotopic abundances, over 90 % of this peak is expected 
to be Ni in alloy LN and more than 98 % of this peak would be Ni in alloy 
HN.

For the Iso-Position method, Mn, Ni (including the 29 Da peak), Si, P, 
and Cu were considered as core atoms. After atom filtering was per-
formed using the concentration thresholds in Table 3; clusters were 
identified in the filtered volumes by linking any atoms spatially located 
within a specified atomic distance of one other. Equivalent cluster size 
was calculated after a “first erosion” step was performed and composi-
tional calculations were carried out after “double erosion” was per-
formed to leave only the cluster core.

An alternative measurement of cluster size was taken by performing 
a one-dimensional profile through the solute clusters; this profile was 
taken in the z-direction (parallel to the analysis direction) in each 
dataset. A compositional profile was then generated and the cluster 
diameter was determined to be the width at the half maximum of solute 
composition. The ratio of atomic density of the clusters was calculated 
by comparing the atomic density in the matrix to that within the clusters 
from the one-dimensional profile.

2.2.2. Estimation of lateral precision
As a microscopy technique, APT is defined by spatial metrological 

parameters. Note that we will not use the term “spatial resolution”, 
which is defined as the minimum feature that can be observed by a 
microscope, when referring to the reconstructed spatial location of in-
dividual ions/atoms and will instead refer to “spatial precision”. Readers 
should note that “spatial resolution” can, however, be used in APT when 
referring to composition maps or density maps. Spatial resolution in APT 
is valid when measuring features composed of a large number of atoms 
such as segregation thickness, an interface, or a precipitate for instance.

The rationale for this is that the position of each atom in APT is 
represented by three floating values (x, y, z) and there is no pixel size, 
whereas the spatial resolution of a classical microscope operating under 
ideal conditions is limited by the size of the pixels on the camera. In APT, 

each measured atom position is the result of a single experiment. It 
therefore makes sense to refer to its accuracy and precision, where the 
spatial precision of an experiment can be defined as the spatial disper-
sion corresponding to the measurement of a position in a single exper-
iment. It can be estimated by repeating a large number of experiments. 
The distribution of the values around the average value gives an esti-
mate of the precision. As a result, the use of “spatial resolution” to refer 
to a single atom’s position is awkward; we will refer to “spatial preci-
sion” instead.

Previously, multiple authors have demonstrated that worse lateral 
precision in APT experiments will increase the likelihood of matrix 
atoms being misidentified as belonging to solute clusters [46–48]. 
Therefore, precise knowledge of the spatial precision of APT measure-
ments on instruments typically used to analyse RPV steels is of para-
mount importance and experiments were performed on a range of 
instruments under a variety of analysis conditions. Where appropriate in 
the text, the specifics of each experiment are reported. The lateral pre-
cision was determined in the vicinity of crystallographic poles in each 
dataset using the method presented by Vurpillot et al. [49,50]. It is 
important to stress that the precision (σ) that is measured by this Fourier 
measurement method is indicative of the precision in one of the x or y 
co-ordinates. We assume that the precision in the orthogonal x or y 
co-ordinate is similar and, when performing simulations, it is therefore 
important to independently apply an uncertainty of σ to both the x and y 
co-ordinates of individual atom positions. In previous simulations 
within the literature it is not always clear if the uncertainty in atomic 
locations has been applied independently to the x and y co-ordinates. 
For example, in Ref. [48] the limited spatial precision of atomic loca-
tions in APT was attributed to the distance, L, between the exact and 
measured position (where L =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Δx2 + Δy2

√
). It is important to note that 

this is not representative of what is measured using the Fourier mea-
surement method; this would lead to much smaller displacements in the 
x and y co-ordinates of the atoms in the simulations in Ref. [48] and 
would result in a large underestimation of the degree of matrix mixing 
into the solute clusters.

3. Calculation/simulations

3.1. Simulations of limited spatial precision in APT

To investigate the relationship between cluster size, spatial preci-
sion, and the amount of matrix Fe that could be incorporated into the 
solute clusters and detected by different cluster search algorithms, a 
series of simulations were performed. These simulations permitted a 
wide-range of cluster sizes, spatial precisions, and original Fe contents to 
be explored. The simulations were conducted using R version 4.2.1 [51].

To represent α-Fe, a 16 nm x 16 nm x 16 nm volume was created with 
a body-centred cubic (BCC) structure and a lattice parameter of 0.2866 
nm. A cluster was then placed at the centre of this volume before 48% of 
the atoms were randomly removed from the entire volume to represent 
the imperfect detection efficiency of LEAP 5000 XR instruments. All 
remaining atoms were subjected to independent random perturbations 
in their x and y co-ordinates based on a Gaussian distribution with a 
mean (μ) = 0 and a standard deviation (σ) = Lateral Precision. This 
process is shown in Fig. 1 for a single simulation that contained a cluster 
of radius 1 nm and a spatial positioning accuracy of σ = 0.6 nm.

Cluster radii were varied between 0.5 nm and 3.0 nm in step sizes of 
0.05 nm, whilst lateral precision was investigated between 0 nm (perfect 

Table 1 
Nominal composition of the steels used in this study.

Alloy Cu 
(at.%)

Si 
(at.%)

Ni 
(at.%)

Mn 
(at.%)

P 
(at.%)

Cr 
(at.%)

Mo 
(at.%)

C 
(at.%)

Fe 
(at.%)

HN 0.04 0.37 3.11 1.90 0.01 0.10 0.27 0.87 Bal.
LN 0.04 0.49 0.67 1.77 0.02 0.00 0.30 0.94 Bal.

Table 2 
Parameters used for Maximum Separation cluster searches in both alloys.

Alloy Core Ions Dmax 

(nm)
Order 
(ions)

Nmin L 
(nm)

E 
(nm)

HN P, Si, Mn, Ni 0.55 6 20 0.40 0.40
LN P, Si, Mn, Ni 0.65 1 40 0.55 0.55

Table 3 
Parameters used for Iso-Position cluster searches in both alloys.

Alloy Concentration 
Threshold 
(at.%)

Atomic Distance 
(nm)

Nmin DEro1 

(nm)
DEro2 

(nm)

HN 12 0.40 10 0.45 - 
0.72

0.90 - 
1.56

LN 7 0.40 15 0.33 - 
0.45

0.63 - 
0.84
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precision) and 1.5 nm with a step size of 0.05 nm. A range of original Fe 
cluster contents, similar to those reported in the literature, were tested; 
original Fe contents of 0 at.% to 80 at.% were tested at step sizes of 20 at. 
%.

The Fe content of the clusters was then measured. Whilst it would 
have been desirable to use both the Maximum Separation and Iso- 
Position methods for this analysis, it was not possible due to the large 
number of simulated volumes (7,905). This, combined with the fact that 
both methods require decision making and parameter selection by the 
operator analysing the data, meant that analyses would have taken a 
prohibitively large amount of time. Whilst implementation of the 
maximum separation method can be scripted using software such as 
Ref. [52], the cluster search parameters (Dmax, Order, Nmin, L, and E) 
must be predefined by the user. Since appropriate values for these pa-
rameters, particularly Dmax, are likely to change as lateral precision and 
original Fe content of the cluster varies, they would have to be manually 
tuned/optimised for each simulation. Meanwhile, the Iso-Position 
method is not currently automated and requires significant user input, 
particularly during the erosion steps.

As a result, the composition of the clusters was determined in two 
ways that we believe approximate the Maximum Separation and Iso- 
Position methods. The first method, which we consider a surrogate for 
Maximum Separation, simply calculated the composition using all atoms 
located in the original cluster volume after the spatial blurring step. The 
second method, which is considered representative of the “double 
erosion” method commonly implemented to determine composition by 
users of the Iso-Position method, only considered atoms within 0.8 nm of 
the original cluster centre (unless the original cluster radius was less 
than 0.8 nm, where the whole original cluster volume was considered). 
Whilst there are limitations associated with this approach that may 
affect the accuracy of the absolute values reported, the authors believe 
that general trends will not be adversely impacted.

3.2. APT evaporation trajectory simulations

As well as non-perfect spatial positioning due to processes such as 

atomic roll up [53] or surface diffusion [54], atoms that are originally in 
the matrix of the material can be detected in solute clusters in APT data 
as a result of trajectory aberrations [26,55,56]. Whilst it is assumed in 
APT reconstruction algorithms that the tip is hemispherical in shape, the 
presence of phases with evaporation fields that are dissimilar to the 
matrix can lead to local changes in the curvature of the tip. These 
changes in curvature affect the electrostatic field distribution around the 
tip, which in turn impacts the trajectory of ions that evaporate from the 
surface. In the case of low-field phases there will be a local flattening of 
the surface and a decrease in the curvature of the specimen, meaning 
that ions from the matrix can be projected into the same area of the 
detector where only cluster atoms would expect to be detected in the 
case of uniform evaporation.

To investigate how this phenomenon, combined with limited preci-
sion in spatial positioning, may impact the accuracy of APT measure-
ments of the Fe content of solute clusters in RPV steels, computational 
simulations were performed. The simulations are based on the model 
described in [57,58].

In this model, a critical parameter is the selection of the assigned 
evaporation field of the secondary phase compared to the evaporation 
field of the matrix (FMatrix). Since the evaporation field of the Mn-Ni-Si- 
rich features that are characterised in the literature is unknown, esti-
mates were made using experimental data from alloy HN. The charge- 
state-ratio (CSR) of Cu+:Cu++ within the clusters was compared to 
that within the matrix. In the clusters the CSR of Cu+:Cu++ was around 
1:3, whilst in the matrix all detected Cu was in the Cu++ charge state. 
The use of Kingham curves [59] for Cu enabled the field within the 
clusters (FCluster) to be estimated as being between 0.45 x FMatrix and 0.93 
x FMatrix.

Initial simulations showed that clusters that had evaporation fields 
below 0.70 to 0.80 x FMatrix experienced two simultaneous phenomena. 
Firstly, atoms from the clusters preferentially field evaporated with 
respect to matrix atoms, which tended to reduce the reconstructed depth 
axis dimension of the particle; this has been shown previously in the case 
of very low evaporation field clusters [60]. Secondly, the negative cur-
vature of the surface in the vicinity of low-field clusters could induce 
negative magnification and ion crossing between the sample and the 
detector, which in-turn led to the low-field features appearing oblate in 
shape (dimensions elongated in the x-y plane), as also observed in [55,
61]. The FCluster value at which this cross-over occurs is dependent on the 
ratio of the cluster radius to the radius of the APT tip [61]; for the cluster 
radii and tip radius used in this study, this crossover was determined to 
occur below 0.80 x FMatrix. Since a pronounced oblate shape in the x-y 
plane is not usually observed experimentally for clusters in RPV steels, 
the authors assume that evaporation field of Mn-Ni-Si-rich features that 
are present in RPV steels have an evaporation field between 0.80 x 
FMatrix and 0.95 x FMatrix and these values were used in the ensuing 
simulations.

A tip with α-Fe crystal structure and a radius 26 nm underwent 
simulated field evaporation (Fig. 2(a)). The predicted trajectory for each 
ion and its impact position on a detector were calculated. The tip con-
tained 16 clusters, each with a composition representative of the Fex-

Solute100-x, where the solute was in the ratio 6Mn:17Ni:7Si; this solute 
ratio was chosen since it is reflects that which is expected for the G-Phase 
[62]. Four FCluster values were investigated in each simulation, with four 
clusters each having FCluster values of 0.80 x FMatrix, 0.85 x FMatrix, 0.90 x 
FMatrix, and 0.95 x FMatrix. Simulations were performed for clusters of 
initial radii of 1 nm and 2 nm. The tip radius and cluster radii were 
selected to be representative of those typically studied in the RPV 
literature, although the tip radius used in these simulations likely rep-
resents the lower end of the size of samples typically analysed experi-
mentally. The clusters were located at symmetrical positions in the tip 
such that they would experience equivalent local electrostatic field en-
vironments (Fig. 2(c)). Simulations were performed for clusters that 
contained 0 at.%, 25 at.%, 50 at.%, and 75 at.% Fe.

After the simulated field evaporation had taken place, the data were 

(a)

8 nm

Fe Atom
Cluster Atom

(b)

(c) (d)

Original 
Volume

Add 
Cluster

Detection 
Efficiency

Lateral 
Blurring

Fig. 1. Diagram demonstrating the workflow for the simulations to investigate 
the impact of the limited spatial precision of APT experiments. In this example, 
(b) the cluster originally contains 0 at.% Fe and has a radius of 1 nm. (c) A 
detection efficiency of 0.52 is accounted for, then (d) spatial blurring is applied 
to represent a lateral precision of σ = 0.6 nm.
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reconstructed using GPM_3DSAT Software and standard algorithms 
[63]. A detection efficiency of 0.52 was accounted for by random sam-
pling of the data to remove 48 % of the atoms. Random perturbations in 
the x and y co-ordinates of the atoms were then applied for reasons 
stated in Section 4.4 APT Simulations. The perturbations were applied as 
described in Section 3.1 Simulations of Limited Spatial Precision in APT, 
for σ values of 0.4 nm and 0.6 nm.

Cluster searches were conducted using the Maximum Separation and 
Iso-Position methods. The same procedures described in Section 2.2.1
Analysis of Clusters in Neutron-Irradiated Steels were followed, with the 
search parameters shown in Table 4. The Fe content of the clusters 
measured by each technique was then calculated.

4. Results

4.1. Literature search

The data extracted from the literature showed that the range of re-
ported Fe contents of clusters formed in RPVs under neutron irradiation 
is between 0 at.% and 92 at.%. As discussed in the introduction, the 
articles that report Fe contents of 0 at.% often do so despite their raw 
measured value of Fe being greater than 0 at.%. When only the raw 
measured Fe contents are considered, the range of Fe contents is reduced 
to between 38 at.% and 92 at.%. As previous round robin studies on 
model data have shown that the application of different cluster search 
algorithms or the application of same algorithm by different users can 
lead to large variations in quantitative results [47,64], this may explain 
some or all of the variation in the measured Fe contents reported in the 
literature.

Of the 145 individual datapoints that reported the raw measured Fe 
composition of the clusters, 63 used the maximum separation cluster 
search method, 39 used the Recursive Search method, 16 used Iso- 
Position method, 15 used the Composition Method, and 12 did not 
report which cluster search method was used. The distribution of 
measured Fe contents for each of these cluster search methods is pre-
sented in Fig. 3. It is apparent that datapoints that use the maximum 
separation search method appear to have the broadest range of 
measured Fe contents, but that their mean measured Fe content is below 
the mean for both the Iso-Position and Composition Method. Mean-
while, the Recursive Search algorithm, which was employed in two 
separate studies by the same group of researchers led to a very narrow 
range of measured Fe contents (54.7 at.% to 61.8 at.%.).

Whilst it appears from Fig. 3 that cluster search method may impact 
the measured levels of Fe within solute clusters in RPV steels, it is critical 
that we consider other potential explanatory variables. For example, one 
can imagine that alloys irradiated to low dose may have less developed 
solute clusters, which contain more Fe. Alternatively, alloys with high 
nominal solute levels may exceed the solubility limit of Mn + Ni + Si in 
Fe and therefore precipitate phases that contain little-to-no Fe in them.

Multiple linear regression is a statistical technique that permits 
determination of the influence of multiple explanatory variables, 

Fig. 2. (a) Initial tip shape and distribution of surface charge for APT evapo-
ration trajectory simulations. (b) Tip shape and surface charge after evapora-
tion and appearance of first layer of clusters with radius of 1 nm and (c) 
enlarged view of surface charge distribution in vicinity of clusters. N.B. the 0.80 
x FMatrix and 0.85 x FMatrix clusters are located in equivalent positions but 5.3 
nm below the 0.90 x FMatrix and 0.95 x FMatrix clusters and so are not visible in 
this image.

Table 4 
Parameters used for cluster searches in the simulated datasets using the Maximum Separation and Iso-Position methods.

σ 
(nm)

Original 
Cluster 
Fe 
Content 
(at. %)

Search Method Core 
Ions

Dmax 
(nm)

Order 
(ions)

Nmin L 
(nm)

E 
(nm)

Concentration 
Threshold (at.%)

Atomic 
Distance (nm)

Nmin DEro1 

(nm)
DEro2 

(nm)

0.4 0 Maximum 
Separation

Ni, 
Mn, Si

0.50 1 20 0.40 0.40
25 0.50 1 20 0.40 0.40
50 0.55 1 20 0.45 0.45
75 0.70 1 20 0.70 0.65
0 Iso-Position Ni, 

Mn, Si
4–6 0.40 10 0.69–0.90 0.93–1.26

25 4–6 0.40 10 0.66–0.93 0.99–1.11
50 4–6 0.40 10 0.69–0.84 0.96–1.08
75 2–6 0.40 10 0.42–0.69 0.78–1.02

0.6 0 Maximum 
Separation

Ni, 
Mn, Si

0.50 1 20 0.40 0.40
25 0.50 1 20 0.40 0.40
50 0.55 1 20 0.45 0.45
75 0.70 1 20 0.70 0.65
0 Iso-Position Ni, 

Mn, Si
6–8 0.40 10 0.42–0.60 0.84–0.93

25 6–8 0.40 10 0.45–0.54 0.69–0.81
50 6–8 0.40 10 0.42–0.60 0.57–0.87
75 2–6 0.40 10 0.33–0.57 0.69–1.08
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including both numeric and categorical types, on a response variable. 
Application to solute clusters in RPV steels could enable the role of: 
nominal Fe, Mn, Ni, Si, and Cu contents; neutron irradiation fluence, 
flux, and temperature; APT instrument used; the cluster search method 
employed; and measured cluster radius on the measured cluster contents 
of Fe to be investigated. We attempted to perform this analysis on the 
data generated from the systematic review of the literature. However, in 
order to perform this statistical analysis in a robust fashion, certain 
criteria must be met. These include that the data are normally distrib-
uted and that independent variables are not co-dependent with one 
another.

Fig. 4 shows that, whilst there appears to be a trend of decreasing 
measured Fe content with increasing nominal solute alloy content, there 
is co-dependency between the nominal solute content of alloys and the 
cluster search method applied to them, with the maximum separation 
method applied much more frequently than other search algorithms to 

alloys containing high solute levels. This co-dependency means it is not 
possible to determine whether the measured Fe content is changing as a 
result of varying nominal solute content or the application of different 
cluster search algorithms. Another issue is that inclusion of other po-
tential explanatory variables, such as measured cluster radius, is 
complicated by the fact that the reported values for these variables are 
often not directly comparable since they are obtained using different 
methods by different researchers (e.g. equivalent radius vs Guinier 
radius). Combined with the observation that independent variables such 
as fluence and flux were not normally distributed, it was concluded that 
performing regression analyses on the data would be erroneous and 
unlikely to lead to reliable outcomes.

4.2. APT experiments

4.2.1. Lateral precision measurements
To determine how significant a role the application of different 

cluster search algorithms has on the measured Fe content of solute 
clusters in APT data, the Maximum Separation and Iso-Position algo-
rithms were both applied to experimental data of two alloys that con-
tained different nominal levels of solute.

The lateral precision was determined on a range of LEAP instruments 
that are commonly used to characterise RPV steels. The measured pre-
cisions are shown in Table 5 and are consistent with previous observa-
tions, which estimate an effective precision in APT experiments of 
between 0.5 nm and 1.25 nm [46]. There is a trend for improved spatial 
precision at lower operating temperatures and in voltage-pulsing mode 
when compared to laser-pulsing mode [65]. It is also confirmed that 
straight flight path instruments have significantly better spatial preci-
sion than reflectron-fitted instruments [66]. It is important to stress that 
these measurements of spatial precision were conducted in the vicinity 
of crystallographic poles, where it is known the APT data has its highest 
precision [67]. The average lateral precision within each dataset is ex-
pected to be worse than these values, especially as the distance from 
crystallographic poles increases. The precision will also be negatively 
impacted in regions affected by trajectory aberrations (e.g. around so-
lute clusters that evaporate non-uniformly compared to the matrix), 
since these regions are subjected to lateral precision degradation from 
multiple phenomena.

4.2.2. Cluster search results
Fig. 5 shows the APT results for Alloy HN and Alloy LN. The nature of 

Fig. 3. Combined scatter and violin plots showing the distribution of the Fe 
contents of solute clusters, as measured by APT and reported within the liter-
ature, for the various cluster search algorithms employed.

Fig. 4. Relationship between nominal solute content of Ni + Mn + Si + Cu and 
the Fe content of solute clusters measured by APT. The colour of each datapoint 
represents the cluster search method used to identify the solute clusters for each 
measurement. The co-dependency of bulk solute content and cluster search 
method can be seen.

Table 5 
Measured lateral precisions in datasets of ferritic steels acquired using a variety 
of LEAP instruments under a range of analysis conditions. N.B. Since lateral 
precision is likely to depend on the material undergoing analysis [68] and will 
likely vary with distance from crystallographic poles, readers should exercise 
great caution about inferring the lateral precision of their experiments from the 
values presented here.

Instrument Alloy Operating 
Mode

Temperature 
(K)

Lateral Precision 
σ (nm)

LEAP 5000 
XS

Fe-1at% 
Cu

Laser 50 1.10

Fe-1at% 
Cu

Voltage 50 0.18

RPV 
steel

Voltage 50 0.21

LEAP 5000 
XR

RPV 
steel

Voltage 50 0.38

RPV 
Steel

Voltage 60 0.34

Fe-1at% 
Cu

Voltage 50 0.35

LEAP 4000X 
HR

RPV 
steel

Voltage 60 0.40–0.85

RPV 
steel

Voltage 55 0.45
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the clustering is visibly different; it is shown in the dataset sub-volumes 
in Fig. 5(a) and (b) that there is much stronger contrast between the 
clusters and the matrix in Alloy HN than in Alloy LN. Fig. 5(c) and (d) 
show an enlarged view of an individual cluster from each dataset, both 
with and without Fe atoms displayed. The clusters in Alloy HN appear to 
be much denser in nature than the clusters in Alloy LN, whilst there also 
appears to be a larger fraction of Fe in the Alloy LN clusters.

Cluster searches were performed using the Iso-Position and 
Maximum Separation methods and the mean equivalent cluster radius 
was calculated in each alloy (Table 6). This size was compared to the size 
of the clusters measured along the z-axis in the reconstruction, where 
APT is known to have its best spatial precision provided the recon-
struction is accurate [69]. The calculated sizes were reasonably similar 
between the two cluster search methods, although there were slightly 
larger differences between them when applied to data from Alloy LN. 
The choice as to whether to include or exclude Fe can have a large 
impact on the average cluster size that is calculated, particularly in the 
case of small clusters or clusters that contain large fractions of detected 
Fe. It is noteworthy that the measured cluster size along the z-axis in the 
reconstruction was most closely correlated to the equivalent radius 
when excluding Fe for Alloy HN, whilst the cluster sizes in Alloy LN 
correlated with calculations that include some Fe.

Compositional measurements, performed after cluster searches were 
conducted using the Iso-Position and Maximum Separation methods, are 
presented in Fig. 5(e). The compositional measurements are consistent 
between the two methods. More Fe was measured, by both methods, in 
the clusters in Alloy LN than in Alloy HN. The fact that Maximum Sep-
aration measures more P in the clusters in Alloy LN is likely due to the 
inclusion of a detected cluster that was considered as edge in the Iso- 
Position dataset.

4.3. Simulations of limited spatial precision in APT

Fig. 6 shows how the measured Fe content of clusters varies as a 
function of cluster radius and lateral precision for clusters that originally 
contained 0 at.% Fe. These data show that more spurious Fe is measured 
in the case of small clusters and at worse lateral precisions. The ratio 
between cluster size and lateral precision is therefore likely to have an 
impact on the erroneous levels of matrix Fe that is introduced into the 
solute clusters.

Fig. 7 shows how the measured Fe content varies as a function of the 
ratio between cluster radius and lateral precision, and also as a function 
of the original Fe content of the clusters. Limited lateral precision can 
introduce significant amounts of Fe into the original cluster volumes. 
There are some differences in the measured Fe content of the clusters 
depending on whether the entire original cluster volume is considered or 

Fig. 5. Sub-volumes of APT datasets showing Ni-Mn-Sn clustering in (a) Alloy 
HN and (b) Alloy LN. Enlarged view of individual clusters in (c) Alloy HN (d) 
Alloy LN, with and without Fe displayed. (e) Shows the average composition of 
clusters in Alloy HN and Alloy LN, as measured using the Iso-Position and 
Maximum Separation cluster search algorithms. N.B. no Fe atoms are displayed 
in (a) and (b) for clarity.

Table 6 
Measured cluster sizes for Alloy HN and Alloy LN, calculated including and 
excluding Fe using both Iso-Position and Maximum Separation cluster search 
methods, and by measuring the cluster size in the z-axis of the reconstructed 
data. The measured atomic density within the clusters vs the matrix is also 
provided.

Alloy Fe Included 
in 
Calculation

Average Equivalent 
Radius (nm)

Average Radius 
Measured in 
Reconstruction 
z-axis (nm)

Ratio of 
Atomic 
Density 
of 
Clusters 
vs Matrix

Iso- 
Position

Maximum 
Separation

HN Yes 1.9 ±
0.3

2.1 ± 0.2 1.4 ± 0.1 2

No 1.5 ±
0.3

1.6 ± 0.2

LN Yes 1.3 ±
0.3

1.6 ± 0.1 1.1 ± 0.2 1.5

No 0.8 ±
0.2

1.1 ± 0.1

B.M. Jenkins et al.                                                                                                                                                                                                                              Acta Materialia 281 (2024) 120384 

7 



just the cluster core. Firstly, the cluster core measurements have higher 
variance, which likely arises since fewer atoms are used for the 
compositional calculations, and so these measurements are more sus-
ceptible to small changes in the number of Fe or cluster atoms. Secondly, 
the core composition method appears to accurately determine the 
composition of the features once the clusters are more than three times 
the size of lateral precision. This is not the case for the measurements 
made by considering the original cluster volume, which consistently 
overestimates the Fe content of the cluster when compared to the true Fe 
levels. Whilst these simulations show that the amount of spurious Fe 
introduced into solute clusters is dependent upon both the cluster radius 
and lateral precision of the experiment, readers should be aware that 
direct comparison to experimental data requires careful consideration. 

One reason for this is that these simulations assume the clusters are not 
affected by trajectory aberrations, which would artificially reduce their 
effective radius. Secondly, lateral precision in APT datasets is most often 
measured at crystallographic poles and the precision in the vicinity of 
solute clusters is often unknown.

4.4. APT simulations

Examples of the clusters that had an initial radius of 1 nm and un-
derwent simulated field evaporation are shown in Fig. 8. It can be seen 
that all cluster types appear compressed in the x-y direction, despite 
being spherical at the beginning of the simulation. The degree of 
compression in x-y increases as the ratio of FCluster/FMatrix of the atoms 

Fig. 6. Heatmap depicting the variation in measured Fe content of clusters that originally contain 0 at.% Fe as a function of cluster radius and lateral precision. (a) 
Shows the composition within the original cluster volume (b) shows the composition within the cluster core.

Fig. 7. Scatter plots showing the variation in measured Fe content (at.%) of clusters as a function of the Cluster Radius/Lateral Precision ratio. For clarity and to 
assist the reader, the data has been binned such that each data point represents the mean value of all datapoints within a bin width of 0.2 on the x-axis (i.e. the Cluster 
Radius/Lateral Precision value at 1 is the mean value for all datapoints with a Cluster Radius / Lateral Precision between 0.9 and 1.1). Error bars represent the 
standard deviation in the measured values of Fe within each bin.
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within the clusters decreases. This compression is not observed in 
experimental data for Mn-Ni-Si-rich features in RPV steels (Fig. 5) but 
this is likely to be because the simulation used in this study does not 
account for all of the aforementioned processes that negatively impact 
lateral precision such as atomic roll-up. Further evidence that our sim-
ulations are failing to capture all of the phenomena that impact the 
accuracy of spatial positioning is that the measured spatial precision in 
the simulations is much better than that which is experimentally- 
observed in pure materials. Once we estimate these effects by 
applying Gaussian noise perturbations in the x and y co-ordinates of the 
atoms, Fig. 8(b) shows that the shapes of the simulated clusters very 
closely resemble those observed experimentally. In addition, Fig. 9
demonstrates that the clusters that have undergone simulated field 
evaporation and reconstruction still display higher atomic densities than 
the surrounding matrix, which is something that is often observed 
experimentally [24]. The ratio of cluster:matrix density is shown to 
decrease as a function of worsening lateral precision and also as FCluster 
and FMatrix become more similar to one another, for the range of evap-
oration field differences explored in this study.

Whilst the application of Gaussian noise perturbations in the x and y 
co-ordinates of the atoms does not directly represent what is physically 
happening during field evaporation and the subsequent flight path of 
ions, the authors believe that this assumption is a reasonable approxi-
mation of the effect that other phenomena have on the recorded spatial 
position of atoms in experimental data. The model that we implemented 

here could be extended in the future to incorporate slight thermal ve-
locities or roll-up of atoms prior to their evaporation from the surface, 
but this is beyond the scope of this study.

Compositional measurements of the clusters revealed that both 
cluster search methods incorrectly characterise the solute clusters, with 
more Fe being measured in the clusters than was present in the clusters 
prior to field evaporation, except for the case when the Iso-Position 
method is used to determine the composition of large clusters (r = 2 
nm) that have a similar FCluster to the matrix. The degree of this over-
measurement is visible in Fig. 10 and gets worse with smaller clusters, 
larger values of σ, and with greater differences between FCluster and 
FMatrix.

The Maximum Separation and Iso-Position methods are reasonably 
consistent with one another for the 1 nm radius clusters, but there is a 
large divergence in the measured composition for the 2 nm radius 
clusters. This difference between the Maximum Separation and Iso- 
Position methods for the r = 2 nm clusters is due to the fact that there 
remains a core region of these clusters that does not contain matrix 
atoms (Fig. 11). The Iso-Position method applies two erosion steps for its 

Fig. 8. How the reconstructed shape of initially spherical clusters (radius = 1 
nm) varies as a function of the ratio between the evaporation field of the 
clusters (FCluster) and the evaporation field of the matrix (FMatrix) (a) before and 
(b) after lateral blurring is applied.

Fig. 9. Graphs showing the ratio between the atomic density measured within 
clusters compared to the matrix in clusters that underwent simulated field 
evaporation. Change in measured atomic density is shown to vary with initial 
cluster radius, relative evaporation field of the clusters, and lateral precision.
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compositional calculations and it is able to identify this core region of 
the r = 2 nm clusters, which is free from aberrant matrix atoms. 
Meanwhile, the Maximum Separation method only applies one erosion 
step for its compositional calculations and so the edge of the clusters, 
which are subjected to significant distortion, are included in the cluster 
search results and the compositional calculations.

Fig. 11 demonstrates that the limited accuracy of the spatial posi-
tioning of atoms in APT is likely responsible for the introduction of the 
majority of the aberrant matrix atoms that are observed in clusters that 
have a lower evaporation field than the matrix. The extent of this effect 
will increase with decreasing cluster size and increasing values of σ, and 
clusters with an initial radius of less than 2 nm are highly likely to have 
aberrant matrix atoms present in their cores.

5. Discussion

The cause of the large variance in the APT-measured Fe contents of 
clusters that form under neutron irradiation in RPV steels has been a 
contentious subject for several years. The approach taken here was to 

combine a systematic review of the literature with experimental data, 
different data analysis procedures, and computational simulations to 
investigate what is responsible for this variance. Combining these ap-
proaches and using the results from each of them to inform and guide 
interpretation of the data permits a more robust assessment of what the 
true Fe contents of these features are likely to be.

The measured Fe contents in the literature were shown to be corre-
lated with both the nominal Mn + Ni + Si + Cu levels but also the cluster 
search method employed to analyse the data, since the cluster search 
method and nominal Mn + Ni + Si + Cu levels were co-dependent with 
one another. The combination of a limited number of studies and the 
large number of variables that change between them complicates the 
application of quantitative statistical analyses. This demonstrates the 
utility of studies that are designed to systematically investigate the ef-
fects of changes in specific variables, although this is not always possible 
due to the fact that RPV samples that are available to study often orig-
inate from different base alloys and also from surveillance capsules in 
reactors that operate under dissimilar conditions.

Previous round-robin tests in the APT community have shown that 

Fig. 10. How the measured composition of Fe varies in clusters that undergo simulated evaporation as a function of: true Fe content; the relative evaporation field of 
the cluster vs the matrix; degree of lateral blurring; original cluster radius; and cluster search method employed.
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different data analysts or the application of different search algorithms 
can significantly impact measurements of solute clusters [38,47]. Our 
results show that it is unlikely that application of different cluster search 
algorithms fully explains the differences in published measured Fe 
contents, especially in the case of small clusters typically observed in 
RPV steels. Our results show reasonable consistency between the 
Maximum Separation and Iso-Position methods in both 
experimentally-acquired data (Fig. 5) and for small clusters (r = 1 nm) 
that have undergone simulated field evaporation (Fig. 10). It should be 
noted that whilst the Maximum Separation and Iso-Position methods 
were applied independently, they were applied by researchers with 
significant experience of using APT to characterise solute clusters in RPV 
steels; this may explain why the results were more consistent than may 
have been expected based upon round-robin studies where operators 
may not have similar levels of experience with the studied system.

Despite the consistency between the compositional measurements 
made by the two cluster search methods, the imperfect spatial posi-
tioning of atoms in the reconstructed data [26,53,54] appears to be 
responsible for erroneously leading to over-measurement of the solute 
clusters’ true Fe content. The simulations that represent the effect of 
limited spatial precision in APT demonstrate that the imperfect lateral 
positioning of atoms can introduce very large amounts of spurious Fe 
into Mn-Ni-Si-rich features, and that this problem is strongly dependent 
on the ratio of cluster radius (rCluster) to lateral precision (σ) (Fig. 6& 
Fig. 7).

This highlights the critical importance of APT operators being aware 
of the fundamental limitations of the technique and resulting un-
certainties that are inherent when analysing small solute clusters [46,
64]. The negative influence of limited lateral precision demonstrates the 
necessity to optimise spatial positioning through careful selection of 
experimental parameters, and also the importance of accurately cali-
brating one’s APT reconstructions. Estimating and reporting the lateral 
precision of APT datasets alongside measured Fe content is currently 

very uncommon, but this would help in the assessment as to how much 
Fe measured within the clusters is likely incorporated due to limited 
spatial positioning accuracy in APT experiments.

The accuracy of the spatial positioning of atoms in the reconstructed 
data can also be negatively impacted by trajectory aberrations, which 
arise due to differences in the evaporation fields of different volumes of a 
material. Our estimations of FCluster from charge-state-ratio measure-
ments, and the fact that clusters in RPV steels often demonstrate higher 
atomic density than the surrounding matrix in APT reconstructions [24], 
indicate that Mn-Ni-Si-rich features are likely to be lower field than the 
surrounding matrix. The simulations in Fig. 8 show that the large de-
formations in reconstructed cluster shape due to differences in FCluster 
and FMatrix can be obscured by the limited accuracy of spatial positioning 
in APT.

It should be noted that it has been previously shown that the impact 
of trajectory aberrations on cluster shape and compositional bias is 
dependent on the ratio between rCluster / rTip and FCluster / FMatrix [56,61], 
and that this effect becomes more pronounced as the ratio of rCluster / rTip 
decreases or FCluster / FMatrix deviates from unity. Since the tip radii used 
in the simulations in this study likely represent the lower end of the size 
of RPV samples that are experimentally measured using APT, the degree 
of distortion for clusters of a given radius in experimental data may be 
larger than shown in Fig. 11 and that this may result in more aberrant 
matrix atoms being introduced into the features. One interesting 
observation in the simulated field evaporation datasets is that, despite 
significant distortion in the x-y plane, clusters dimensions in the z-di-
rection remain fairly similar to their initial size. Therefore, measuring 
cluster size in the z-direction of APT datasets may provide a more reli-
able measure of size than calculating an equivalent radius for the clus-
ters, assuming that the APT reconstruction itself is accurate and has been 
calibrated correctly.

Our results indicate that, whilst trajectory aberrations alone may 
sometimes introduce Fe into the solute clusters in reconstructed APT 
datasets, it is the limited accuracy of spatial positioning in APT due to 
other effects that is most responsible for the introduction of matrix 
atoms into clusters. We have shown that there is an exponential rela-
tionship between measured Fe content of clusters and the ratio of rClus-

ter/σ; this is important to recognise for the small cluster radii typically 
observed in RPV steels and with the lateral spatial precisions typically 
recorded on reflectron-fitted LEAP instruments. However, it is also 
noteworthy that the compression of clusters in the x-y plane due to local 
magnification (Fig. 8) reduces the effective radius of clusters in the plane 
in which APT spatial precision is least accurate, and this is likely to make 
compositional measurements of the solute clusters more susceptible to 
the deleterious effects of the limited spatial positioning in APT.

Fig. 10 shows that the combination of trajectory aberrations and 
limited spatial positioning accuracy due to other effects leads to the 
incorrect compositional measurement of solute clusters, with the 
measured Fe content higher than the true Fe content in nearly every 
simulated case. This overestimation is very pronounced at smaller 
cluster sizes. Combining these results with experimental observations, 
and estimations of spatial positioning in the vicinity of poles (Table 5), 
enables us to estimate what the true Fe content of the solute clusters in 
RPV steels may be.

Maximum Separation and Iso-Position cluster search methods both 
measure more Fe in the clusters in Alloy LN (~75 at.%) than in Alloy HN 
(~50 at.%) (Fig. 5). The results of the simulations presented in Fig. 10
indicate that the clusters in both alloys are in the size range that will be 
affected by the imperfect spatial precision of APT experiments and that 
the experimentally-measured Fe contents are overestimations of the true 
Fe contents of these solute clusters. Combining our experimental results 
with the simulations conducted in this study enable us to estimate the 
extent of Fe overmeasurement from APT and therefore we are able to 
approximate the true Fe content of the solute clusters in these alloys.

For Alloy HN, the clusters have an average atomic density that is 
twice that of the matrix and an average radius of 1.4 nm, when measured 

Fig. 11. Atom maps showing 0.3 nm thick slices through initially spherical 
clusters that have undergone simulated field evaporation (FCluster = 0.90 x 
FMatrix). The cluster core is free of matrix atoms after simulated field evapora-
tion but, after accounting for the imperfect spatial positioning, large numbers of 
matrix atoms are mixed within the clusters that have an initial radius of 1 nm.
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in the z-direction (Table 6). Accounting for the estimated lateral preci-
sion, Fig. 9 indicates that clusters of this size and atomic density likely 
have a relative evaporation field of approximately 0.85 compared to the 
matrix. The experimentally-measured cluster compositions (Fig. 5) 
correspond to the simulations for clusters that originally contain be-
tween 0 and 25 at.% Fe (Fig. 10). Meanwhile, the clusters in Alloy LN 
have an average size of 1.1 nm and an atomic density that is 1.5 times 
that of the matrix. Fig. 9 suggests that these features likely have a FCluster 
= 0.80 to 0.85 x FMatrix. The simulations that most closely match the 
experimentally-measured Fe content of these clusters are simulations of 
clusters that originally contain 50 at.% Fe (Fig. 10).

Whilst the above process enables us to estimate the Fe content of the 
clusters, uncertainties remain as to the spatial precision in the vicinity of 
clusters and the true cluster size in the experimental datasets. Since 
spatial precision can have a strong influence on measured Fe content, it 
is challenging to precisely state a value for the Fe content of the clusters 
with confidence. However, it can be stated that the data presented in this 
work suggests that the clusters in Alloy HN contain between 0 and 25 at. 
% Fe whilst the clusters in Alloy LN contain around 50 at.% Fe. These 
estimates are further supported by the direct measurements of cluster 
size in the z-direction in the datasets for both alloys; these measurements 
indicate that the calculated equivalent radius including Fe predicts a 
much larger size than is observed in Alloy HN but that radii of clusters in 
Alloy LN are between those calculated when including and excluding all 
Fe atoms (Table 6). This comparison of equivalent radii and measured 
radii in the z-direction indicates that the majority of the Fe in the clusters 
in Alloy HN may be the result of aberrations whilst some of the Fe atoms 
detected within the clusters in Alloy LN may be truly present in the 
clusters, which is consistent with the results from the previous 
paragraphs.

Because uncertainties remain around precisely how accurate lateral 
positioning of atoms is in the vicinity of these features in experimentally- 
acquired data, it would not be reasonable to provide a more precise 
value for the estimated true Fe content of the features in each alloy. 
Whilst this is somewhat unsatisfactory, and leaves us with a range of 
~0–50 at.% Fe for solute clusters that form under neutron irradiation in 
RPV steels, this is a large reduction on the range reported in the litera-
ture (0–92 at.%) and an improvement. However, we have demonstrated 
that multiple phenomena combine to reduce the accuracy of composi-
tional measurements of solute clusters in RPV steels and that each of 
these must be considered when determining how representative 
measured cluster compositions are of the true cluster compositions. 
Therefore, it is critical that authors justify the assumptions they make 
when evaluating the true Fe content of the features they observe; these 
assumptions include providing measurements of tip radius alongside 
estimates of experimental lateral precision and the estimated evapora-
tion field of the features compared to the matrix.

The difference in measured Fe content of clusters in Alloy LN and 
Alloy HN likely reflects a difference in the nature of clusters. Indeed, the 
clusters themselves are visibly different in each alloy. Fig. 5(c) and (d) 
show that the clusters in Alloy LN are much more diffuse and less 
densely clustered than those observed in Alloy HN. The source of this 
difference may be due to the differences in the nominal compositions of 
the two alloys, with Alloy HN containing much more bulk Mn, Ni, Si, and 
Cu (5.78 at.%) than Alloy LN (2.97 at.%). The solid solubility limit in 
α-Fe may be exceeded in the higher solute alloy and, as a result, lead to a 
transition from a radiation-induced formation mechanism in Alloy LN to 
a radiation-enhanced mechanism in Alloy HN. The potential of 
radiation-enhanced cluster formation is something that is not currently 
incorporated in some models that predict embrittlement of RPV steels 
during service [36], and may lead to the underprediction of mechanical 
property changes at extended operating times if steels are highly 
enriched in solutes. Another potential explanation for the differences in 
the nature of the clusters observed in the two alloys may be the different 
fluxes experienced during irradiation, with Alloy LN experiencing a 
higher neutron flux than Alloy HN. This increased dose rate for Alloy LN 

may be expected to lead to more radiation induced segregation [70], 
which is a possible alternative explanation for the higher Fe content of 
the clusters in Alloy LN compared to those observed in Alloy HN.

The wide range in measured Fe contents of solute clusters in the 
literature likely reflects a range in the true Fe contents of the features. 
Therefore, although this range is smaller in reality than has been pre-
viously reported, determining what the true range of Fe contents is in all 
literature samples is currently not possible due to the absence of certain 
information that is critical for making an informed assessment. If re-
searchers were to report their measured Fe levels alongside other 
important parameters it would be possible to determine more precisely 
what the true range of Fe contents is in clusters in RPV steels; these 
parameters include: the estimated spatial precision of each dataset, tip 
radius, cluster identification method used, cluster size measured in z- 
direction of reconstruction, and atomic density of clusters compared to 
the matrix in reconstructed datasets. There is also a need for the evap-
oration field of phases predicted to be present in RPV steels, such as 
those from Refs. [34,62], to be determined for varying levels of Fe 
content and different stoichiometries. In irradiated alloys, the inclusion 
of interstitial atoms or vacancies will also impact the atomic density and 
the evaporation field of the features; a future study that incorporated 
these defects into field evaporation simulations would be useful in 
determining to what extent their presence further degrades lateral pre-
cision. The availability and implementation of an open-source cluster 
search algorithm with limited user input requirements that provides 
reproducible and repeatable measurements and is used by all re-
searchers would also be beneficial. Whilst calls for this have long been 
made in the APT community [64], and some progress has been made 
[71], there is still no universally accepted approach that is available to 
be used by all researchers. This affects APT’s ability to provide consis-
tent results and is something that should be addressed as a matter of 
urgency.

6. Conclusions

The application of different data analysis protocols to experimental 
and simulated data show that the Fe content of solute clusters in RPV 
steels is almost certainly overestimated when measured by APT, espe-
cially in the case of clusters with radii smaller than 1.5 nm. This spurious 
Fe can be substantial in quantity, and is added to clusters due to the 
limited accuracy of the spatial positioning of APT.

In order to make accurate estimations of the true Fe content of the 
solute clusters in RPV steels, authors should ensure that they account for 
the phenomena discussed in this article. APT operators should be careful 
when interpreting analyses of small solute clusters and, if they wish to 
assess the accuracy of their Fe content measurements, should report 
experimental parameters that can significantly impact their composi-
tional measurements. These parameters include but are not limited to: 
spatial precision of their reconstructed datasets, tip radius, evaporation 
field of clusters, and measured Fe content of clusters.

Another conclusion of this study is that not all of the variation in the 
literature values of Fe content in clusters observed in RPV steels can be 
explained by APT artefacts. Clusters in two RPV steels with non-identical 
nominal compositions and irradiated at different fluxes were shown to 
have different average measured levels of Fe. These differences may 
affect the formation mechanism of the features and, hence, the amount 
of Fe that is incorporated into the clusters. This has important implica-
tions, especially for models that predict cluster formation and growth, 
and mechanical property changes in RPV alloys at extended lifetimes.
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