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Abstract
In the Model-Driven Engineering (MDE) of complex systems,
multiple models represent various systems’ aspects. In prac-
tice, these models are often unconnected and specified using
different modeling languages. Model view solutions can be
employed to automatically combine such models. However,
writing model view definitions is not trivial. When modeling
languages are semantically distant and/or have a large num-
ber of concepts, it can quickly become difficult to manually
identify the language elements to be selected, associated,
or queried to build a model view. As a solution, this paper
proposes an in-context Large Language Model (LLM)-based
approach to assist engineers in writing model-view defini-
tions. Notably, we rely on LLMs and Prompt Engineering
techniques to automatically generate drafts of model-view
definitions by providing as input only minimal information
on the modeling languages to be combined. We implemented
our approach by integrating the EMF Views solution for
model views with the LangChain framework for LLM-based
applications. To this end, we tailored LangChain to handle
EMF metamodels. We validated our approach and implemen-
tation on a set of model views originally specified either in
VPDL, the ViewPoint Definition Language of EMF Views, or
as ATL model-to-model transformations. We compared these
original model view definitions with the ones we automat-
ically generated. The obtained results show the feasibility
and applicability of our approach.

CCS Concepts: • Software and its engineering → Soft-
ware development techniques; System modeling languages; •
Computing methodologies → Learning from demonstra-
tions;Modeling methodologies.

Keywords: Model-driven engineering, Modeling languages,
Model views, Large language models, Prompt engineering.
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1 Introduction
When engineering complex systems, the separation of con-
cerns and the fragmentation of information among stakehold-
ers are major challenges [3, 13]. In order to mitigate these
challenges, Model-Driven Engineering (MDE) promotes the
use of multiple models as essential artifacts of the system
engineering process. The overall objective is to support ar-
chitects, engineers, and other stakeholders, in performing
their activities in a more efficient way. To this end, these
actors often have to combine and navigate together the vari-
ous interrelated system models. These models can be defined
in different modeling languages dealing with varied sys-
tem aspects, for example, the Unified Modeling Language
(UML) [37], System Modeling Language (SysML) [36], Busi-
ness Process Modeling Notation (BPMN) [35], or various
Domain-Specific Languages (DSLs) [32].

Model view solutions are suitable for combining and navi-
gating such heterogeneous models more transparently [11].
They allow building views over one or several existing mod-
els which potentially conform to different metamodels, i. e.
that are expressed in different modeling languages. There are
several more or less automated ways of creating model views.
They often rely on the definition of model view via a DSL
and/or query language. However, when manually writing
these model view definitions, it can be difficult to identify the
language elements to be selected, associated, or queried. This
is notably the case when the concerned modeling languages
are either large or semantically distant. Thus, automatically
generating model view definitions is challenging since it
requires a certain level of understanding and reasoning on
the input metamodels (i. e. modeling languages).
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As a potential solution, different Machine Learning (ML)
approaches have already been proposed to improve the sup-
port for model management operations [6, 23, 42, 46]. In par-
ticular, Large Language Models (LLMs), such as BERT [24]
and GPT-3 [10], have demonstrated their capability in code
generation [34, 47]. In the MDE community, LLMs have also
been used for automating complex modeling tasks [17, 22]
and providing recommendations [17].
In this paper, we propose an in-context LLM-based ap-

proach to assist engineers in writing model-view definitions.
In particular, we automatically generate drafts of model-view
definitions by providing as input only minimal information
on the modeling languages to be combined. We want to
achieve this by using off-the-shelf LLMs: we do not want to
perform any costly additional training on the LLM, even if
the LLM has not been originally trained on the model-view
definition language. Thus, we query the LLM with punctual
questions about the structure of the view, and we combine
the LLM answers to generate the model view definition pro-
grammatically. The approach is completely in-context, i. e. it
relies exclusively on Prompt Engineering (PE) techniques in
order to improve reasoning capabilities [5], composability,
and to enable tool-augmentation [26].
The objective of our approach is to avoid the engineers

starting from scratch when developing views, by providing
them with a skeleton of the specification “for free” that they
can then update and refine. Moreover, they do not need to
provide any training data set, as very often challenging to
obtain and prepare. We developed a first implementation of
our approach as an LLM-powered application enhancing the
capabilities of the EMF Views model-view solution [14]. To
this end, we leveraged the LangChain open-source frame-
work for developing applications powered by LLMs [29]. We
validated our approach by applying it on a selected set of
model views. These model views, coming from the literature
and open resources, are originally specified either in the
ViewPoint Definition Language (VPDL) of EMF Views or as
ATL model-to-model transformations. We evaluate the rele-
vance of the generated model view definitions, by comparing
them with the original ones. The results we obtained already
show the feasibility and applicability of our approach.
This paper is structured as follows. Section 2 introduces

the background of our work. Based on this, Section 3 mo-
tivates our work via a running example. Then, Section 4
presents the proposed approach, while Section 5 describes its
current implementation. Section 6 explains the experiments
we performed and the results of our evaluation. Finally, Sec-
tion 7 discusses the related work before Section 8 concludes
the paper by opening on the next steps of our work.

2 Background
This section introduces key notions of the two main areas
covered by our work, namely model views and LLMs.
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Figure 1.Main concepts of model views [33].

2.1 Model Views
As introduced in Section 1, our work currently targets the
EMF Views solution [12], that uses the VPDL language to
specify viewpoints and build corresponding views. In this
context, Figure 1 highlights the main concepts of model
views. A given system can be described by various models
that potentially conform to different metamodels, i. e. ex-
pressed in different modeling languages. At the metamodel
level, a viewpoint determines which concepts and properties
from the contributing metamodels should be included or
excluded in the corresponding views. It also expresses how
these concepts should be interconnected, i. e. with which
rules. At the model level, a view combines a given set of
contributing models according to this viewpoint. A speci-
ficity of EMF Views is that it materializes both viewpoints
and views as virtual metamodels and models, respectively.
A virtual model (respectively, metamodel) only points to ele-
ments from the original models (respectively, metamodels),
thus preventing unnecessary information duplication.
VPDL, provided along with EMF Views, is a textual SQL-

like language for writing model view definitions. A VPDL
file expresses a viewpoint, i. e. it defines the concepts and
properties from the contributing metamodels that need to be
selected, associated, or queried (and how). Then, EMF Views
take this VPDL file as input to build corresponding model
views on given sets of contributing models. An example of a
VPDL file is provided later in Listing 1. Despite the relative
simplicity of the textual concrete syntax, challenges arise
when VPDL users do not have sufficient knowledge of the
concerned modeling languages, or when these modeling
languages are large and complex.

2.2 Large Language Models (LLMs)
LLMs are neural networks with the transformer architec-
ture [44], pre-trained on massive textual content corpora
and specifically tailored for text completion. Given textual
inputs, i. e. prompts, they generate corresponding text out-
puts in a probabilistic manner.

2.2.1 Prompt Engineering. Prompts are the main inputs
of LLMs, besides the trained weights and hyper-parameters.
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PE is an essential technique to interface with LLMs by sys-
tematically designing and optimizing the inputs to guide the
responses [19]. Notably, it allows orienting the LLM’s behav-
ior to achieve better results without modifying its internal
weights. PE is empirical, and its efficiency can vary across
different LLMs and targeted tasks. Thus, it demands various
experiments and the use of well-studied heuristics [19].

With chat interfaces like ChatGPT1, the widely used LLM
of OpenAI, specific approaches are used. For example, a role
is established and indicates how to act by following instruc-
tions with step-by-step explanations2. In this paper, we apply
two PE techniques: Few-shot Learning [50] and Chain-of-
Thought prompting [45]. Few-shot learning involves provid-
ing a series of high-quality demonstrations, each containing
both the input and the desired output for the target task.
From these examples, the obtained results are typically more
accurate w.r.t. to prompts with no examples (i. e. Zero-shot
Learning) [50]. Instead, Chain-of-thought (CoT) prompting
involves creating the prompt with a series of short sentences
that outline the reasoning process step-by-step [45].

2.2.2 Fine-tuning and RAG. The performance of off-the-
shelf LLMs on a given task is strongly dependent on how
much the task is covered by their training dataset [18]. To ex-
tend the application of LLMs to tasks that require additional
task-specific knowledge, the two most common techniques
are fine tuning and retrieval-augmented generation (RAG).
Fine-tuning enhances an LLM, already pre-trained on a

vast and diverse corpus of text, by additional training on
new task-specific content. It refines the LLM model with spe-
cialized datasets relevant to the targeted task [40]. Retrieval
Augmented Generation (RAG) enhances the standard LLM
response for specific contextual data. It allows the injection
of such data for the targeted task by indexing it in a vector
database, and making it directly accessible by the LLM [31].

Both techniques show promising results. Still, fine-tuning
demands a large dataset of examples and high computational
resources [31]. While more accessible, RAG applications still
need a fairly large dataset and an infrastructure for the re-
trieval process [27]. The availability of public dataset is a
well-known problem in MDE and, especially for view defini-
tion, not many examples are publicly available. Thus, in this
paper we do not use any of these techniques, and we study
a solution that works directly on off-the-shelf LLMS.

2.2.3 LangChain and LLM Tool-augmentation. LLMs
already come with a rich ecosystem of frameworks such as
Llamaindex3, DSpy4 or LangChain5. LangChain is an open-
source framework designed to develop composable appli-
cations powered by LLMs. Its main goal is to simplify the
1https://chatgpt.com/
2https://platform.openai.com/docs/guides/prompt-engineering/
3https://www.llamaindex.ai/
4https://dspy-docs.vercel.app/
5https://www.langchain.com/

life-cycle of LLM-based application. LangChain provides a
structured approach to chaining together multiple LLM calls
and managing the flow of data through various stages of
processing. Technically, the framework consists of several
open-source libraries that can be combined to create all the
components of the LLM-powered app. This notably includes
well-crafted prompts, support for different LLM models, as
well as some auxiliary components like parsers and third-
party integrators with external tools. Composability and tool-
augmentation are important features [28, 38]. As LangChain
already demonstrated its capabilities regarding them [43],
we decided to use this framework in our work.

3 Running Example
This section presents our running example for the rest of
the paper, a simple model view called Book-Publication. It
comes from the EMF Views user guide6 where it is used
to explain EMF Views and VPDL. We selected this running
example because its contributing metamodels (i. e. modeling
languages) are very simple, but the view definition itself
contains not-so-trivial associations.
Figure 2 shows the two book and publication meta-

models, in graphical and textual format (in PlantUML7).
Books have titles and authornames and contain Chapters
that have their own title and nbPages. Publications are
more general than books, and contain a title, an author, a
publisher and a publication year.

1 create view publicationsAndBooks as
2 select publication.Publication.*,
3 book.Book.*,
4 book.Chapter.title,
5 publication.Publication join book.Chapter as

↩→ firstChapter,
6 publication.Publication join book.Chapter as

↩→ bookChapters
7 from 'http://publication' as publication,
8 'http://book' as book
9 where s.title = t.eContainer().title and
10 t = t.eContainer().chapters.first() for firstChapter,
11 s.title = t.eContainer().title for bookChapters

Listing 1. Example of a standard VPDL file.

Listing 1 shows our example view expressed in the VPDL
language. The select part is used to define which con-
cepts and properties from the book and publication meta-
models have to appear in the view, i. e. Publications and
Books with all their properties (*), Chapters with only their
title. It also introduces new inter-model associations, i. e.
the firstChapter and bookChapters relations between the
Publication concept from the publication metamodel
and the Chapter concept from the book metamodels. The

6https://www.atlanmod.org/emfviews/manual/user.html
7https://plantuml.com/

https://chatgpt.com/
https://platform.openai.com/docs/guides/prompt-engineering/
https://www.llamaindex.ai/
https://dspy-docs.vercel.app/
https://www.langchain.com/
https://www.atlanmod.org/emfviews/manual/user.html
https://plantuml.com/
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Figure 2. Running example’s metamodels in graphical and PlantUML format: a) book and b) publication.

from part allows users to declare the contributing meta-
models, i. e. book and publication. Finally, the where part
contains OCL-like expressions specifying matching rules for
the new inter-model associations, i. e. for firstChapter and
bookChapters. E.g. for firstChapter, an OCL rule checks
the inclusion of the first chapter of a book in the correspond-
ing publication. Note that the variables s and t denote the
source and target element of the association (respectively).
To summarize, a VDPL file includes the three main parts

of a model-view definition:
• A list of concepts and properties to be selected from
the contributing metamodels (in the select part).

• A list of new relations to be created between the con-
tributing metamodels (also in the select part).

• Queries describing how to compute these new rela-
tions on contributing models (in the where part).

Our objective is to be able to automatically generate such
a model view definition by providing only limited input
information. To this end, Listing 2 shows a possible user
prompt we could consider for our running example.

1 """
2 These two metamodels represent collections of

books , but they have a different level of detail
.

3 While the book metamodel details each chapter ,
the publication has more information about the
publisher and publishing date.

4 I want to select all the information regarding
publications , but I also wish to access the book
chapters through the publication.

5 """

Listing 2. Possible simple user prompt for generating a
corresponding model view specification.

As a result, Listing 3 shows a model view definition draft,
which can be generated automatically from the previous
prompt by using our framework.

1 create view PublicationAndBook as
2 select Book.Book.*,
3 Book.Chapter.*,
4 Publication.Publication.*,
5 Book.Book join Publication.Publication as

↩→ BookToPublication,
6 Book.Chapter join Publication.Publication as

↩→ ChapterToPublication,
7

8 from 'http://book' as Book,
9 http://publication' as Publication
10

11 where `Combine Book and Publication based on the title and
↩→ authorName/author attributes. This allows
↩→ linking books to their corresponding publications
↩→ .`

12 for BookToPublication
13 `Combine Chapter and Publication by associating chapters

↩→ with their parent book's publication. This allows
↩→ accessing chapters through the publication of
↩→ the book they belong to.`

14 for ChapterToPublication

Listing 3. Possible VPDL file resulting from the generation
made with the prompt in Listing 2.

As visible in Listing 3, the approach aims at generating a
draft of the create, select and from parts of themodel view
definition. Moreover, it gives a natural language description
of the content of the expressions to develop in the where part.
Wewant to generate a syntactically correct draft of themodel
view definition.We also want to guarantee correct references
to classes and properties of the original metamodels.
While the generated draft may contain semantic incon-

sistencies, it provides a useful practical starting point for
the engineer in charge of writing the model-view definition.
It partially relieves the developer from identifying which
classes and properties of the original metamodels should be
included in the view, and which classes should be connected
by inter-model associations. The queries (where part) are left
to the developers. Still, the provided textual guidance can
support them to be more efficient when writing the queries.
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4 Approach
As explained in Section 2, the approach we propose relies on
the composition of several LLM-based components without
requiring any particular fine-tuning. Users only provide min-
imal information as input, e. g. the metamodels contributing
to the view, to be able to automatically obtain a draft of
a corresponding model view definition (cf. Section 3) that
they can then update as they wish. More generally, the de-
composition of the problem to be solved (i. e. model views
description) into a set of sub-problems, and their resolution
via an integrated chain of corresponding LLM-based compo-
nents, is a key contribution of our approach that could also
be extended to other modeling problems.

4.1 Overview
Figure 3 provides an overview of our proposed approach.

In EMF Views, the contributing metamodels are serialized
in Ecore/XMI. However, because of their training, off-the-
shelf LLMs are more efficient for human-readable textual
formats. Thus, we decided to use PlantUML class diagrams
as the representation format for metamodels. It is a popular
format supposedly included in LLM training sets and whose
usage for LLMs was already experimented in [22]. To this
end, the first step converts Ecore Metamodels into equivalent
PlantUML class diagrams. As an illustration, Figure 2 shows
the two contributing metamodels of our running example
(i. e. book and publication) converted to PlantUML.

Then, the PlantUML metamodels are injected, together
with the user-provided prompt-like User’s View Description,
into a specific Prompt Template created to solve a specific part
of the decomposed problem. For our model view definition
problem, we considered three complementary sub-problems.
These sub-problems directly correspond to the main parts
of the definition as introduced in Section 3: SELECT, JOIN
(associate), and WHERE (query). As a consequence, in our case,
we need to have three different well-crafted Prompt Templates
resulting in the LLM calling chain being executed at least
three times.

For each Prompt Template, the performed actions are simi-
lar. First, a Prompt is generated from the concerned Prompt
Template. The LLM is then directly called with this Prompt
provided as input. As a result, it produces a corresponding
textual Raw Ouptut. This Raw Ouptut is parsed to validate it
and produce the textual Parsed Output in the expected for-
mat. This Parsed Output can be stored and, when required,
reused as a complementary input to another iteration of
the whole chain of actions. In our context, the validation
process carried out by the parse operation is performed by
specialized tools that deal with EMF models (e. g., PyEcore
or the Java EMF API). If the output is not validated, then the
LLM is asked for a new solution. This is an example of tool
augmentation to enhance the output quality.

Finally, the Parsed Outputs resulting from the different
iterations (three in our case) are combined to generate the
content of the target Model Views Specification (definition)
textual file, in the VPDL language in our case. For this final
step, we do not use the LLM (since we do not assume it
to be familiar with the VDPL syntax) but a standard code
generator. The final resulting file is meant to be manually
checked and eventually revised by the engineer before being
provided as input to the Model View solution.

4.2 Focus on Prompt Templates
As presented earlier, Prompt Templates are key artifacts of
the proposed approach and related process. Listing 4 shows
one of these templates, corresponding to the JOIN (associate)
iteration in our approach. This example notably illustrates in
practice how such templates are structured and what kind of
information they contain. Note that the two other prompts
for the SELECT and WHERE (query) iterations in our approach
are also provided online (cf. Section 5). Overall, they follow
the same structure and organization of information.

1 """
2 You are now a PlantUML analyst that find

relations between classes from two metamodels.
3 # TASK
4 Your task is to analyze the input metamodel and

the view description and define a list of
relations between the metamodels ' classes.

5 The classes are always combined in pairs , being
one coming from the first metamodel and the
other coming from the second metamodel.

6 Classes can be combined when they represent the
same domain object or when they are
complementary classes , which means that one can
be extended with the attributes of the other.

7

8 Other possible reason for combination is when
the view description includes explicit
attributes from one metamodel that should appear
in the other.

9

10 Your answer should be a valid JSON list of
dictionaries where each dictionary entry
represents a relation.

11 It should be a list even when it contains just
one relation.

12 Each relation always contains precisely one
class coming from each metamodel.

13 In your response , the classes are always in
order: the first class comes from the first
metamodel , and the second class comes from the
second metamodel.

14

15 # OUTPUT DATA FORMAT
16 {format_instructions}
17

18 # RULES
19 When generating the JSON response , you should

follow these rules:
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Figure 3. Overview of the proposed approach.

20 - Only use class names that exist in the
metamodels. Never include classes that are not
in the metamodels

21 - The relation 's name can be any string , but it
should be unique and meaningful for each
relation.

22

23 # STEP BY STEP PROCESS
24 1. Identify all the classes from the first

metamodel.
25 2. Identify all the classes from the second

metamodel.
26 3. Given the metamodels and their classes ,

combine the elements in pairs when the selected
classes represent the same domain object in each
metamodel.

27 4. Given the metamodels and their classes ,
combine the elements in pairs when some selected
class in the second metamodel can be

complemented by some chosen class on the first
metamodel and vice -versa.

28 5. Analyse the view description to find out
other potential relations.

29 6. Ensure that the classes are combined in pairs
, one from each metamodel.

30 7. Ensure that the relation 's name is unique and
meaningful.

31 8. Ensure that all the classes exist in the
PlantUML metamodels.

32 9. Create the JSON array with the combination
pairs.

33 10. Provide the answer.
34

35 # EXAMPLE
36 Given the following metamodels and view

description:
37 View description: "The view should conatins the

name , and email from the Customer and also the
name of the item bought by they."

38 Metamodel 1:
39 @startuml
40

41 class Customer {{
42 +int id
43 +String name
44 +String email
45 +String deliveryAddress
46 }}

47

48 @enduml
49 Metamodel 2:
50 @startuml
51

52 class Item {{
53 +int id
54 +String name
55 +String category
56 }}
57

58 class Order {{
59 +int orderId
60 +String orderNumber
61 +Date orderDate
62 +Date creationDate
63 +String currentOrderStatus
64 +String customerName
65 }}
66

67 @enduml
68

69 The result Relations should be:
70 {{
71 "relations ": [
72 {{
73 "name": "itemBoughtByCustomer",
74 "classes ": [
75 "Customer",
76 "Item"
77 ]
78 }}
79 ]
80 }}
81

82 You can think step -by-step , but your final
answer should contain only the valid JSON and
nothing else. Exclude any explanation or
delimiter from the final response.

83

84 # INPUT
85 View description: {view_description}
86 Metamodel 1: {meta_1}
87 Metamodel 2: {meta_2}
88 """

Listing 4. Python f-string used as prompt template in the
JOIN step.
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To design the templates and corresponding prompts, we
implement the CoT approach, using few-shot examples for
the format instructions (cf. Section 2). As presented in List-
ing 4, our templates follow a structure that contains a role
definition (line 2), the task definition (line 4), the task down-
stream explanation (lines 5 to 9), the desired output format
(line 16, to be replaced at runtime by the explanations on the
expected JSON-like format), and finally, the step-by-step exe-
cution of the task (directly implementing the CoT approach).
Building a relevant prompt template is an empirical pro-

cess that involves several attempts, based on try-and-error
calls to the LLM until reaching the target results. However, it
is possible to benefit from the Prompt Engineering best prac-
tices coming both from academia [19, 48] and LLM provider
guidelines. Finally, we want to highlight the central role of
the prompt templates in our approach. They are actually
provided for free and immediately usable, for model views
over any modeling language. As a result, engineers do not
need to edit them nor have any direct interaction with the
LLM if they do not want to.

5 Implementation
To validate our proposed approach, we created a prototype
implementation intended to produce model-view definitions
as VPDL files for EMF Views. Globally, the current implemen-
tation relies on the combination of the LangChain framework
for chaining our actions, with the PyEcore library8 to handle
EMF models, and the GPT LLM models as made available
through the OpenAI API.9 The prototype source code, as
well as all the related resources, are available on Zenodo10.

Figure 4 shows an overview of the current technical im-
plementation of our approach. To start this, the LangChain
package displays the main composable components of the
framework that are relevant in our case. A PromptTemplate
is a runnable component that manages prompt structures,
by incorporating multiple documents and variables to gen-
erate prompt content dynamically. A LLMModel is another
runnable component that configures the properties of an
LLM, including its temperature that influences the creativ-
ity and variance of the outputs. A OutputParser is also a
runnable component that handles the parsing and validation
of model outputs, thus ensuring adherence to the required
formats and supporting retry strategies for self-reflection.
In addition, a Tool is any kind of external piece of software.
Finally, a Chain is the interface for invoking a sequence of
task-specific runnable components and tools.

As described in Section 4, we created a specific prompt tem-
plate for each iteration of the process we follow. These are
the primary inputs for creating LangChain PromptTemplate
instances. These instances are in charge of injecting of the

8https://github.com/pyecore
9https://platform.openai.com/docs/models
10https://doi.org/10.5281/zenodo.13712247

Figure 4. Overview of the technical implementation of our
proposed approach.

format instructions in JSON Schema (the default format in
LangChain), the conversion of the Ecore metamodels into
their PlantUML equivalents, and the calls to the LLM. The
full trace can be checked online11.

The LLMPoweredViews package displays the model view-
specific components we developed to refine and comple-
ment the LangChain ones. The VPDLGenerator is the in-
tegration Chain component in charge of collecting the re-
quired inputs (i. e. the metamodel paths and View description)
and chaining all the necessary Runnable and Tool compo-
nents. The EcoreLoader component is responsible for load-
ing the Ecore metamodels to be used in Prompt Templates.
The EcoreOutputParser is an OutputParser checking that
classes and attributes returned by the LLM Raw Outputs are
present in these input Ecore metamodels. In practice, it parses
these outputs and repeatedly calls the LLM again until the
Parsed Outputs are valid. Finally, VPDLText is a Tool compo-
nent for generating the final target Model View Specification,
as a VPDL textual file, from the Parsed Outputs produced by
SELECT, JOIN, and WHERE iterations in our approach.

EcoreLoader and EcoreOutputParser use handlers from
the PyEcore package. In terms of LLMs, we currently use
GPT-4o as we generally observed better performance with it
compared to GPT-3.5 and Mistral12. However, our approach
and its implementation (thanks to LangChain) are flexible

11https://smith.langchain.com/public/716a3e84-d344-42e8-bf82-
5b337a8b7d9b/r
12“mistral-large-latest” provided by Mistral: https://docs.mistral.ai/

https://github.com/pyecore
https://platform.openai.com/docs/models
https://doi.org/10.5281/zenodo.13712247
https://smith.langchain.com/public/716a3e84-d344-42e8-bf82-5b337a8b7d9b/r
https://smith.langchain.com/public/716a3e84-d344-42e8-bf82-5b337a8b7d9b/r
https://docs.mistral.ai/
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in this respect, as they allow choosing between different
OpenAI models and other LLMs.

6 Evaluation
To evaluate our implementation, we defined a dedicated
benchmark using actual model-view definitions from the lit-
erature (Section 6.1) and open-source model-to-model trans-
formations (Section 6.2). In terms of LLM parameters, we
opted for a default temperature of 0 to be as close as possi-
ble to a deterministic behavior (and thus results). Still, the
use of an LLM introduces inherent unpredictability due to
their non-deterministic nature. This can notably impact the
consistency of the generated results across different runs. In
practice, the evaluation was performed using LangSmith13,
a DevOps platform dedicated to the tracing and evaluation
of LLM-based applications built with LangChain.
To better assess our results, we compare them with the

ones obtained via a baseline solution for LLM-based genera-
tion of model views. We simply asked ChatGPT (the ready-
to-use version of the OpenAI LLM encapsulated in a chat
interface) to produce the views in well-known languages
(Query/View/Transformation - QVT for views, ATL for trans-
formations). To this end, we considered 2 simple prompts
tailored for ChatGPT and including the same inputs than in
our experiments (cf. Listing 5 and Listing 6 respectively).

1 """
2 Given the view description and the following

PlantUML metamodels , please give to me the view
definition written in QVT.

3

4 View description: {view_description}
5 Metamodel 1: {meta_1}
6 Metamodel 2: {meta_2}
7 """

Listing 5. Simple prompt for generating views in QVT.

1 """
2 Given the transformation description and the

following PlantUML metamodels , please give me
the ATL code for the transformations.

3

4 Transformation description: {
transformation_description}

5 Metamodel 1: {meta_1}
6 Metamodel 2: {meta_2}
7 """

Listing 6. Simple prompt for generating views as ATL
transformations.

Since ChatGPT is a general-purpose application trained
and fine-tuned for human-machine interaction, our prompts
13https://www.langchain.com/langsmith

included some conversational constructs (e. g. “please” and
“give me”) together with our minimal inputs. The detailed
prompts and results of a simple query in the ChatGPT plat-
form were collected in the same repository. This collection
acts as an experiment journal containing the pair prompt/-
completion and also a link to access the recorded chat14. To
summarize, we compared three solutions: (i) one manually
developed by authors from the related works used as a refer-
ence for the comparison, (ii) one generated by our approach,
and (iii) one produced by ChatGPT as our baseline solution.

6.1 Reproducing existing model views
Table 1 shows the four model views we considered in the
first part of our evaluation. They have been selected for their
heterogeneity in terms of contributing modeling languages
(i. e. metamodels), and for their varying levels of complexity
in terms of mappings.
For each model view, Table 1 displays an identifier (ID),

a high-level description, the name of the two contributing
metamodels, and its source (from literature or other sources).
Note that we did not write the model-view textual descrip-
tions. Instead, we directly extracted small explanations of
the desired output from the source document (e. g. research
article or documentation).

Concerning model-views 3 and 4 in particular, we slightly
adapted the descriptions from the sources, since these model-
views initially concerned more than two contributing meta-
models. These adaptations were due to the publicly available
context window size of the GPT-4o LLM, which prevented
us from considering numerous large metamodels within a
single model view.
Overall, for model views in VPDL, the performed experi-

ments aimed at evaluating:
• How effectively our approach automatically identifies
possible relations between classes from two contribut-
ing metamodels – JOIN (associate).

• How accurately our approach automatically identifies
relevant attributes for each class of a given relation –
SELECT.

• Which level of quality and understandability are ex-
hibited by the automatically generated model view
definition – SELECT, JOIN (associate), WHERE (query).

6.2 Inferring semantic equivalence
In the second experimentation, we focus on a specific but
particularly important kind of view: the views concerning
two existing models (conforming to different metamodels)
and connections between semantically equivalent elements
from these models. The SELECT part of such a view is trivial,
since we always select all classes and attributes of the corre-
sponding metamodels. Our objective is to leverage the LLM

14The links are maintained by OpenAI. We cannot ensure for how much
time they will keep it.

https://www.langchain.com/langsmith
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Table 1. Evaluated Model Views in VPDL.

ID Model View Description Metamodel 1 Metamodel 2 Source
V1 “The Book metamodel has details about each chapter, while the Publication

has more information about the publisher and publishing date... [3 lines]”
Book Publication EMF Views

manual
V2 “The considered view combines... an Architecture model... a Requirement

model... [4 lines]”
contentfwk ReqIF Example

view in [14]
V3 “The views allows to follow the evolution of a engineering system. It shows

different versions of the same system... [3 lines]”
caex ecoreXES Example

view in [16]
V4 “The view aggregates all the models seen so far. This allows the system

engineer to transparently point to the relevant information... [11 lines]”
Traceability B EMF Views15

Example

to infer the JOIN, i. e. the identification of the semantically
equivalent classes in the two contributing metamodels.

To this end, we consider model-to-model transformations
in ATL coming from existing work. Each transformation
specifies how to translate models conforming to a source
metamodel into models conforming to a target metamodel,
by means of transformation rules. Each rule defines corre-
spondences between elements of the source model (i. e. an
instance of rule source pattern) and elements of the target
model (i. e. an instance of the rule target pattern) considered
as semantically equivalent to the source ones. We want to
build a view that contains the full sourcemodel, the full target
model, and inter-model association between corresponding
elements in the two models (i. e., instances of source patterns
and target patterns of the same rule application).

Table 2 shows the five model-to-model transformation we
considered in our evaluation. They have been selected from
the ATL Transformations Zoo16 considering their diversity in
terms of contributing modeling languages (i. e. metamodels)
and the domains they cover. The descriptions are directly
extracted from the documentation of the transformation.

6.3 Obtained Results
Table 3 and Table 4 show the quantitative results of our
evaluation using a 1-shot prompt template for the model
views in VPDL from Table 1. They display the detailed results
for the predicted relations (JOIN) and the predicted attributes
(SELECT), respectively. The Our approach columns indicate
the means of three consecutive executions of the evaluation
by using precisely the same inputs and configuration. The
ChatGPT columns indicate the results of a single execution
of our baseline solution, for comparison purposes.
Similarly, Table 6 show the corresponding results for the

model views as ATL transformations from Table 2. How-
ever, as explained before, this only concerns the predicted
relations (JOIN) in that case.
Overall, Quantitative Evaluation concerns the fully auto-

mated evaluation performed thanks to standard algorithms
provided by the LangChain ecosystem and corresponding
customized functions. Reference corresponds to the number

16https://eclipse.dev/atl/atlTransformations/

of considered relations between classes and selected proper-
ties in the VPDL case, and of considered relations between
classes in the ATL case. This represents our expected results.
Precision is a standard metric providing the ratio of the num-
ber of relevant items retrieved/predicted/matched based on
the total number of retrieved items. It measures the accuracy
of the retrieved items. Recall is the ratio of the number of rel-
evant items retrieved based on the total number of relevant
items in the reference. It measures the completeness of the
retrieval. Finally, Syntactic Correctness is the percentage of
generated code that is correct from a syntactic point of view.

For the baseline solution, we considered a rough approxi-
mation since it was necessary to make assumptions. By de-
fault, the code generated by ChatGPT was not VPDL or QVT
code. Instead, it used a language hallucinated by ChatGPT.
Note that some results are indicated as non-available (N/A)
when the generated code was almost completely irrelevant.

Qualitative Evaluation concerns the one-to-one compari-
son between the final outputs of our approach and the ex-
pected outputs (i. e. the reference model views). This is a
manual evaluation of the overall quality of the obtained re-
sults by experts in the VPDL and ATL languages. Table 5
shows our qualitative analysis for the model views in VPDL
from Table 1. Matched Rules indicates The overall quality
(manually assessed) of the generated textual explanation for
each identified relation. It can be Good (the engineer directly
understands the semantics of the relation), Satisfactory (it
requires her some effort), or Inadequate (it is very or too
difficult for her) – WHERE (query). Human Judge indicates the
overall quality (manually assessed) of the whole generated
output, i. e. a VPDL file or a set of ATL relations. We use the
same classification as from the previous metric – SELECT,
JOIN (associate), WHERE (query). LLM Judge indicates the
overall quality (LLM assessed) of the whole generated out-
put, i. e. a VPDL file or a set of ATL relations. Using the
same setup, the LLM receives an extra prompt to give a score
from 1 to 10 concerning the generated output. 1 means that
it demands a huge effort to transform the output into the
reference, and 10 means that this transformation can be very
easily done. Although not a standard practice yet, the use of
LLM-as-judge becomes more common [51] – SELECT, JOIN
(associate), WHERE (query).

https://eclipse.dev/atl/atlTransformations/
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Table 2. Evaluated Model Views as Model-to-Model Transformations in ATL.

ID Transformation Description Metamodel 1 Metamodel 2
T1 “The BibTeXML to DocBook example describes a transformation of a BibTeXML model

to a DocBook-composed document. BibTeXML is an XML-based format... [5 lines]”
BibTeX DocBook

T2 “The Class to Relational example describes the simplified transformation of a class
model to a relational database schema. [1 line]”

Class Relational

T3 “The “Families to Persons” transformation describes a simple model transformation
example... [2 lines]”

Families Persons

T4 “RSS is a format for syndicating news and the content of news-like sites. Atom is an
XML-based file format intend... [4 lines]”

ATOM RSS

T5 “This transformation presents a basic example where a tree is transformed into a list...
[2 lines]”

List Tree

Table 3. Quantitative evaluation - VPDL matching relations between classes using 1-shot prompt template.

ID Reference Our approach Baseline solution (ChatGPT)
Precision Recall Syntactic Correctness Precision Recall Syntactic Correctness

V1 2 0.50 0.50 100 % 0.00 0.00 0 %
V2 1 0.02 0.50 100 % N/A N/A 0 %
V3 1 0.00 0.00 100 % 0.16 1.00 0 %
V4 1 0.00 0.00 100 % N/A N/A 0 %

Table 4. Quantitative evaluation - VPDL matching properties using 1-shot prompt template.

ID Reference Our approach Baseline solution (ChatGPT)
Precision Recall Syntactic Correctness Precision Recall Syntactic Correctness

V1 8 0.58 0.58 100 % 0.66 1.00 0 %
V2 8 0.38 0.38 100 % N/A N/A 0 %
V3 52 0.15 0.15 100 % 0.00 0.00 0 %
V4 12 0.54 0.54 100 % N/A N/A 0 %

Table 5.Qualitative evaluation - Assessment for the matched
rules (i. e. WHERE).

ID Match Rules Human judge LLM judge
V1 Yes Good 3
V2 Yes Satisfactory 2.5
V3 No Good 2
V4 No Inadequate 2

Table 7 shows similar metrics assessing the quality of the
results for themodel views expressed as ATL transformations
(cf. Table 2). In this ATL case, only Human Judge and LLM
Judge were considered as it is not trivial to go from the list of
predicted relations to the final ATL code used as reference.

6.4 Analysis of the Results
Concerning the Quantitative Evaluation, the Precision and
Recall vary from 0.00 (no relevant prediction) to 0.58 (a de-
cent number of relevant predictions) depending on the cases.
Overall, our approach performs better when trying to predict

selected properties (SELECT) than when trying to predict po-
tential relations (JOIN). This seems logical since identifying
semantic relations between concepts is a more challenging
task. Still, for the relations (JOIN), our approach is currently
more efficient in the ATL case than in the VPDL one. This
could be explained by the fact that the LLM is by default
more knowledgeable about the notion of model-to-model
transformation (and ATL) than about the notion of model
views (and VPDL). This is coherent with our choice of using
an in-context approach in order to avoid having to perform
a pre-training phase (for both VPDL and ATL).
When compared to the baseline solution, our approach

does not currently perform systematically better in terms of
precision and recall. However, it always succeeded in pro-
viding an output at least suitable in terms of syntax. This
is already valuable from an user perspective, compared to
the baseline solution that was sometimes unable to provide
actually exploitable code. Indeed, using standard ChatGPT
requires the engineer to have a solid PE expertise in order to
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Table 6. Quantitative evaluation - ATL matching relations between classes using 1-shot prompt template.

ID Reference Our approach Baseline solution (ChatGPT)
Precision Recall Syntactic Correctness Precision Recall Syntactic Correctness

T1 16 0.05 0.08 100 % 0.11 0.12 0 %
T2 6 0.30 0.38 100 % 0.33 0.33 0 %
T3 2 0.50 1.00 100 % 0.00 0.00 0 %
T4 3 0.00 0.00 100 % 0.5 0.33 0 %
T5 2 0.00 0.00 100 % 0.5 1.00 0 %

Table 7. Qualitative evaluation - Assessment for model-to-
model transformations.

ID Human judge LLM Judge

T1 Satisfactory 3.00
T2 Satisfactory 3.00
T3 Satisfactory 2.33
T4 Satisfactory 2.67
T5 Satisfactory 2.00

improve the results and avoid hallucinations. A main objec-
tive of our approach is to completely hide this complexity to
the regular engineer.

Concerning the Qualitative Evaluation, the Matched Rules
and Human Judge metrics reveal that a majority of the ob-
tained outputs are actually satisfactory from an engineer
perspective. While still requiring human intervention, the
generated drafts of model view definitions appear to be rel-
evant starting points. The LLM Judge scores, that globally
range from 2 to 3, provide a complementary perspective on
the possibility of transforming relatively easily the obtained
outputs into the reference code. This indicates that, while not
always very close to the expected output, the desired model
view definitions can actually be derived by considering a
reasonable number of modifications.
To summarize, results we obtained so far demonstrate

that our approach already manages to fully automatically
generate exploitable model view definitions. In this sense, it
appears to be relevant in comparison to a baseline solution
relying on standard ChatGPT. While still improveable, the
obtained results show the feasibility and applicability of the
proposed approach and its current implementation. Themain
intent of the presented work is notably to show that it is
possible to automatically provide relatively relevant inputs
to the engineer without any pre-training.

7 Related work
To contextualize our contributions, we discuss the related
work on LLMs applied to software engineering and more par-
ticularly to MDE. We also discuss other textual model view
definition approaches, with a focus on automated solutions.

7.1 LLMs for Software Engineering and MDE
LLMs have seen rapid development over recent years, evolv-
ing from simple text-to-text language problems [40] models
to complex architectures capable of understanding and gen-
erating human-like text [10]. Due to their capabilities, LLMs
have been mostly applied in SE to code-related tasks [7, 25].
This notably includes code generation, repair, completion,
debugging, and testing. Besides code, LLMs have also been
applied to deal with SE processes [4, 9] for instance.
In the context of MDE, LLMs are primarily applied to

provide more advanced model recommendation and gener-
ation capabilities. For example, existing approaches intend
to use LLMs in order to propose design recommendations
when metamodeling in general [46] or more specifically for
UML [17]. Overall, various analysis of the relevance and
performance of LLMs for supporting MDE activities show
promising results [20, 22].
Closer to our view definition context, there is a long his-

tory of solutions for dealingwith text-to-SQL generation [30].
These notably includes the use of ML techniques such as in
the TaBERT LM pre-trained on (semi-)structured tables [49]
for example. This kind of approach is different from ours
since we do not want to pre-train the LLM.

More similar to our approach, a more recent solution inves-
tigates the use of LLMs and PE (precisely few-shot prompt-
ing) to explore the text-to-SQL capabilities of the GPT-family
models [39]. We have been inspired by such an approach
that we adapted in our particular context. Also, quite re-
cently, researchers used both a specialized LLM for code
(cf. Codex) and a general purpose LLM (GPT-4) to generate
Object Constraint Language (OCL) code [1, 2]. In both cases,
the LLMs were capable of directly generating relevant code.
Although the precise information of the datasets used for
trained closed-source models like the GPT ones does not
exist, a cursory search on GitHub can reveal the amount
of public code available17 Compared to our VPDL case, the
existing public code base (for both OCL and SQL) is very

17∼6 k OCL files and ∼163 k SQL files. Searched on June 2024 with the
query: https://github.com/search?q=path%3A.LANGUAGE_EXTENSION+
context&type=code.

https://github.com/search?q=path%3A.LANGUAGE_EXTENSION+context&type=code
https://github.com/search?q=path%3A.LANGUAGE_EXTENSION+context&type=code
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significantly larger. As a result, we cannot expect an off-the-
shelf LLM to generate VPDL code as it can already generate
SQL or OCL (for example).

7.2 Textual Definition of Model Views
Some approaches propose to write model view definitions
using textual notations. This is the case of the EMF Views so-
lution via the VPDL language we consider in this paper [14].
However, it is important to note that EMF Views also provide
two alternative ways of defining a model view: 1) program-
matically via a dedicated API, 2) automatically by computing
(for instance by model transformation) a weaving model
containing the view specific information. Similarly to EMF
Views and VPDL, the ModelJoin solution proposes a different
DSL to specify model views relying on a metamodel genera-
tor and corresponding higher-order transformations [15].
Following a different approach, other researchers pro-

posed a solution for partially automated view creation based
on existing source code [8]. Contrary to our approach, this
is performed without an actual model view definition and is
not intended to deal with modeling languages. In the same
vein, the VIATRA framework also allows to create view-like
artifacts without providing an explicit textual definition [21].
However, this work is quite specific to UML models while
we target different modeling languages.

To the best of our current knowledge, there is no real LLM-
based solutions for model view definition in the literature.
As we have seen, existing automation approaches mostly
focus on particular kinds of models/artifacts rather than on
the possible support for multiple modeling languages. The
approach and implementation proposed in this paper intend
to be a first step in this direction.

8 Conclusions and Future Work
In this paper, we presented an in-context LLM-based ap-
proach to support engineers in writing their model view
definitions by providing only limited information as input.
The main objective is to prevent them from starting from
scratch when dealing with such a task, independently from
the modeling languages contributing to the view. To achieve
this, we proposed to adapt and combine state-of-the-art PE
techniques in our MDE context. The current implementation
of our approach notably relies on the LangChain integration
framework, GPT LLM, PyEcore library, and newly defined
EMF Views-specific components. We validated the proposed
approach and implementation by considering differentmodel
views, specified as VPDL files or ATL model-to-model trans-
formations. The results we obtained already demonstrate the
feasibility and applicability of our approach.
However, there is still room for improvement regarding

various aspects of our approach and its current implemen-
tation. Thus, we plan to explore different complementary
research directions in the future.

First of all, we could start by extending the already per-
formed evaluation. In practice, we could experiment with our
approach and implementation on more examples of model
views specified in VPDL, such as ATL transformations, or
ideally in other ways. However, while evaluating our ap-
proach, we encountered some difficulties finding relevant
model view data sets outside of the EMF Views and ATL
worlds. To overcome this in the future, building a larger and
more generic data set could be a useful contribution to the
community (notably for benchmark purposes).

Moreover, the work on the prompt templates themselves
could be continued without having to actually alter the rest
of the approach and implementation. As we have been able
to observe, PE is an empirical discipline that often requires
many trial-and-error iterations. Thus, we may be able to
further improve the current results just by modifying our
prompt templates in different ways. Complementary to this,
the application of other PE techniques (e. g. in addition to
Chain-of-Thoughts) could be studied and then evaluated.
Another direction for potential improvement would con-

sist in evolving the architecture of the approach itself. The
current version of our approach is basically relying on a
single LLM-agent. However, multi-agent collaboration is
gaining significant momentum in the AI/LLM community,
and is already demonstrating interesting capabilities com-
pared to single-agent solutions [41]. As a consequence, we
could envision the integration of our single approach/agent
together with other more specialized agents and tools (e.g.
for model querying or semantic mapping).

In addition to improving the quality of the results, a direct
benefit of a multi-agent approach could be a better integra-
tion of the human in the loop if we consider it relevant in
the future. Indeed, our current approach is voluntarily de-
signed to allow engineers to provide only the initial inputs.
It then works as a black box until the model view definition
is generated as output. In a possible alternative version of
our approach, we could 1) collect intermediate inputs from
the engineers (e.g. in chat mode) and 2) consider these in-
puts for the different internal iterations regarding the three
main parts of view. Thanks to such a more interactive ap-
proach, we may be able to obtain comprehensive model view
definitions that better correspond to the engineers’ wills.
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