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Abstract

We consider a discrete-time Markovian random walk with resets on a connected undi-
rected network. The resets, in which the walker is relocated to randomly chosen nodes, are
governed by an independent discrete-time renewal process. Some nodes of the network are
target nodes, and we focus on the statistics of first hitting of these nodes. In the non-Markov
case of the renewal process, we consider both light- and fat-tailed inter-reset distributions.
We derive the propagator matrix in terms of discrete backward recurrence time PDFs and
in the light-tailed case we show the existence of a non-equilibrium steady state. In order to
tackle the non-Markov scenario, we derive a defective propagator matrix which describes
an auxiliary walk characterized by killing the walker as soon as it hits target nodes. This
propagator provides the information on the mean first passage statistics to the target nodes.
We establish sufficient conditions for ergodicity of the walk under resetting. Furthermore,
we discuss a generic resetting mechanism for which the walk is non-ergodic. Finally, we
analyze inter-reset time distributions with infinite mean where we focus on the Sibuya
case. We apply these results to study the mean first passage times for Markovian and
non-Markovian (Sibuya) renewal resetting protocols in realizations of Watts-Strogatz and
Barabéasi-Albert random graphs. We show non trivial behavior of the dependence of the
mean first passage time on the proportions of the relocation nodes, target nodes and of the
resetting rates. It turns out that, in the large-world case of the Watts-Strogatz graph, the
efficiency of a random searcher particularly benefits from the presence of resets.



Lead paragraph

Dynamics with stochastic resetting (SR) occurs whenever the time evolution of a phenomenon
is characterized by repeated relocations that happen randomly in time, according to a certain
mechanism. SR is ubiquitous in nature and society: in foraging, an animal undertakes repeated
excursions from its lair to search for food; in biochemistry, when certain biomolecules such
as proteins are searching for binding sites; problem-solving strategies; financial markets
recurrently hit by crises. Resets may represent catastrophic events such as earthquakes,
volcanic eruptions or wood fires after which flora and fauna restart to develop, or seasonal
hurricanes forcing human societies to reconstruct infrastructures. The first three mentioned
examples fall into the category of random search with resetting. In this respect, a major issue
is whether random search strategies are improved when combining them with resetting. In
many cases, resetting can indeed significantly reduce the time for reaching a target and it has
become a matter of fundamental interest to model such resetting strategies.

In this paper we consider the behavior of a discrete-time Markov walker moving randomly
on discrete structures, where we focus in particular on undirected connected graphs. This
random motion is subjected to successive recurrent resets (instantaneous relocations to nodes)
governed by a counting process which can be of Markovian or non-Markovian nature. We
analyze various resetting mechanisms and characterize these choices by means of a relocation
matrix. We explore the resulting dynamics on realizations of the Watts-Strogatz and Barabasi-
Albert random graphs and investigate how resets can affect the efficiency in the searching of a
target. We derive an exact formula of the propagator of the associated walk where it turns out
that if the waiting time between consecutive resets has a finite mean, the infinite time limit of
the propagator matrix is a non-equilibrium steady state (NESS).

Interesting features of the dynamics are revealed by the hitting time statistics for the
reaching of target nodes and asymptotic behaviors. In particular, we analyze the mean first
passage time for non-Markovian resetting, where we focus on the case of (fat-tailed) Sibuya
distributed inter-resetting times.

1 Introduction

The theory of SR made its first appearance in the literature only a decade ago [1] and has
attracted considerable attention since then. In that paper, a Brownian particle is relocated
(or reset) to the starting point and the time between consecutive relocations are independent
and exponentially distributed, which causes the finiteness of the mean time to reach a target.
Subsequent developments concerned different resetting mechanisms, different underlying
stochastic processes, and other aspects (see the review [2]]). Several models in the literature
are devoted to Markovian resets [3| 4, [5, 6], while others relax the Markov property [2, 7, 18,
9,110, 11]. In both cases, processes other than the Brownian motion have also been analyzed
[7,19,12]. An aspect of particular interest considered in the literature, and in the present paper
as well, is that of random search (see [13} 14,115,116, 17,18, 19, 20] just to name a few). In
these models, a particle moves randomly in a certain environment looking for one or multiple
targets to visit. The first passage time (we use synonymously the term “first hitting time”) of
the particle to one of the targets is a measure of the efficiency of searching strategies. First
passage features of long-range motions such as Lévy flights and walks have been investigated



for a long time [21, 22} 23} 24] and the effects of resetting on these motions were extensively
studied [25, 26]. Furthermore, Markovian resetting of random walks in complex graphs was
investigated recently [27] and the dependence of the resetting probability on the mean first
passage times has been analyzed in order to define an optimal search strategy. SR under
certain conditions gives rise to the emergence of non-equilibrium steady states (NESS) [1]. For
instance, a free Brownian particle becomes localized around the resetting site and stationary
under Markovian resetting (consult [9, 110, [11] for extensive discussions). While resetting to a
deterministic location has been analyzed thoroughly, resetting to random locations is much
less explored [4), 128].

An interesting class of problems emerges in presence of “partial resetting”, where a particle
is reset from its actual position, say x, to a new position 2’ = ax where a = 0 corresponds to
complete reset and a = 1 to no reset. Brownian particles under Markovian partial resetting is
analyzed in [29]. In particular, they showed that for 0 < a < 1 a NESS always emerges. The
effects of partial resetting have been studied recently in different directions [30, |31} [32].

A further aspect worthy of consideration is the possibility that the reset gives rise to a
relocation to a random position chosen from a set with some specified probability law. For
instance, in [33| |34] the particle is preferentially reset to previously visited sites or more in
general has a memory of previously visited locations.

The present work concerns discrete time dynamics on discrete structures such as lattices
and realizations of some random graphs in presence of resetting governed by Markov and
non-Markov counting processes. In particular, we describe the behavior of a Markov random
walker navigating in discrete time in an undirected network and which is reset to a randomly
chosen node at the arrival time instants of the mentioned discrete-time renewal process. We
characterize the random choice of the node where the walker is relocated in a reset by a
specific relocation matrix. Taking into consideration the statistics of the discrete backward
recurrence times, we are able to derive a compact formula for the propagator matrix by solving
a specific renewal equation. If the waiting time between the resets has a finite mean, the
infinite time limit of the propagator matrix is a NESS.

The present paper is organized as follows. After a brief summary of the properties of
discrete-time renewal processes, we study Markovian resetting in Section [2.1] that is the
case in which the renewal process governing the resets is a Bernoulli process. We focus
on first passage quantities such as the mean first passage time (MFPT) the walker takes to
reach specific target nodes. We also investigate numerically the dependence of the Bernoulli
parameter p (coinciding with the resetting rate) for various choices of the resetting nodes
(r-nodes)] The motivation for this stems from the question on whether the efficiency of a
random searcher is improved by changing the resetting scenario. In this direction, we illustrate
our results by means of numerical simulations in Watts-Strogatz and Barabdasi-Albert networks.
A result of interest is that, for a fixed value of the resetting rate, the efficiency has a non
monotonic behavior with respect to the proportion of the resetting nodes. Conversely, for a
fixed number of r-nodes, in some cases an optimal resetting rate can be found to minimize
the MFPT. In Section[2.2] we explore the first hitting statistics for walks under non-Markovian
renewal resets. To that end, we endow the target nodes with a killing feature: the walker is
killed (removed from the network) as soon as it reaches one of the target nodes. This simple
assumption allows us to derive a modified propagator matrix (the “survival propagator”) which

1We refer to “resetting nodes” if the walker can be relocated to them.



is linked to killed sample paths and gives information on the first hitting statistics. With these
results, we establish sufficient conditions for which the walk in presence of resetting is ergodic.
Moreover, in Section we investigate a generic resetting mechanism for which the walker
cannot explore the whole network implying a lack of ergodicity. As a further application, we
explore in Section [3]the first hitting dynamics to target nodes for the non-Markovian case of
Sibuya distributed time intervals between resets.

2 Markovian walks under SR

Here we elaborate some technical details of discrete-time renewal processes and occupation
time statistics relevant for motions in networks with SR. The associated discrete-time processes
are much less common in the literature compared to their continuous time counterparts. For
further information and applications of discrete-time renewal processes, continuous-space-time
scaling limits, and connections with discrete semi-Markov chains consult [35, 36, 37,38, 139, 1401,
and see [41] for related occupation time statistics in continuous time. In this paper we consider
a discrete-time Markovian random walker moving on a finite, undirected, connected, aperiodic,
and ergodic graph [42, |43]]. The walker is subjected to recurrent resets governed by a discrete-
time renewal process. To this aim, we first recall a Markovian random walk.

At each integer time ¢t € Ny = {0, 1,2, ...} the walker moves from one to another connected
node. We denote the nodes by ¢« = 1,..., N and characterize the topology of the finite,
undirected network by the symmetric adjacency matrix A, with A;; = A;; = 1 if the nodes
i and j are connected by an edge, and A;; = 0 otherwise. We avoid self loops by setting
A;; = 0. Further, K; = Z?{: | A;; is the degree of a node ¢ which corresponds to the number of its
neighbors. The steps are drawn from the transition matrix W where its elements are IV;; = fg
[42] 44, |45]]. We point out that in undirected networks, W is not symmetric, unless the degrees
K; coincide. The propagator matrix, that is the transition matrix for ¢ steps, P (¢) = [Pi(]Q) (t)]
fulfills the master equation

N
POt+1) =Y POOWy,  PYO)=0dy  teN, (1)

where Pi(jo)(t) denotes the probability that the walker occupies j at time ¢, if it started from
node ¢ at time 0. The resulting walk is a Markov chain with transition matrix

N
PO(t) = W' = [61)(d1] + D Noldm)(bml,  PO(0) =1, (2)
m=2

where we used Dirac’s bra-ket notation to make evident the spectral properties of W. Note that,
since we consider undirected networks, W has N — 1 real eigenvalues |\,,| < 1 and one largest
single Perron-Frobenius eigenvalue \; = 1 [43| 44,146, 47]]. This assumption implies that we
assume the presence of at least one return path of odd length [45]. This, in turn, excludes
that the graph is bipartite [48]. In we have introduced the right and left eigenvectors |¢,),
(¢s| of W, respectively, where 1 = -~ _ |¢,,)(¢|, and (¢n|¢n) = 6. By construction, the
transition matrices W' are row-stochastic inheriting this feature from the one-step transition
matrix W. The first term in (2) is the stationary distribution in which (i|¢1)(¢1|j) = K;/ Zivz | Kr
is independent of i [43, [45]. The initial occupation distribution defined by the state (row-)
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vector (p(0)| evolves into (p(t)| = (p(0)|P®(t) which is a row vector containing the components
p;(t) of the occupation probabilities of the nodes j =1,..., N.

Now, we assume that the above Markovian walk is subjected to resetting. When a reset
occurs, the walker is relocated to any of the nodes of the network according to some probability
distribution that we will specify later on. The resetting times J, € N, n € N, correspond to the
arrival times of the discrete-time renewal process (independent of the steps)

Jo =Y At Jo =0, At, e N={1,2,...}, (3)
r=1

where the At; are IID random variables describing time intervals between consecutive resets.
We call (3) the renewal resetting process (RRP). We introduce the counting renewal process

N(t) =max(n >0: J, <t), N(0) =0, t € No, (4)

counting the number of resets up to and including time . We assume that there is no reset at
t = 0. The time intervals At; > 1 follow the discrete PDF

P[At = r] = Y(r), reN, (5)

with ¢(0) = 0 to ensure At¢; > 1. We will need its generating function (GF)
Plu) = W)y ="y, Jul <1, (6)
r=1

where (1) = 1 implies the normalization of 1 (¢). It is also useful to consider the state
probabilities of

PIN(t) = n] = @M (t) = (O(Jy, t, Jui1))- (7)
In we make use of the indicator function O(J,,t, J,.1), where, for a,b,t € Ny, a < b,
1, for a<t<b-1,
O(a,t,b) =0(t —a) —O(t — b) = (8)
0, otherwise,
involving the discrete Heaviside step function defined on Z:
1, r >0,
O(r) = (9)
0, r < 0.

Note that for n = 0 we have ©(0,¢,At;) = O(t) — O(t — Aty) = O(At; — 1 —t). Allowing for a
random choice of the relocation node, we introduce the relocation matrix R for which R;; is
the probability that the walker being in node ¢ is relocated at node j. We consider the case
in which R has identical rows, i.e. R;; = I?;, with row normalization Zjvzl R; = 1. As a special
case, R; = 0,; forall j =1,..., N, if the relocation happens on a single node r almost surely.
We observe the following feature of the relocation matrix R = [R,]:

N
(W -R]; =Y WyR; =R, = Ry (10)
k=1
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Therefore W!- R = R and also R! = R. On the other hand,
N
R-W]; =) ReWy; = W (# [W-R]y) (11)
=1

and for R;; = 4,5, yields W}, = W,,;.
With these ingredients, we are ready to establish the transition matrix (the propagator) P(¢)
of the walk with resets,

P(t) =W {(O(At; —1—-t))+R- Z (O(Jn, t, Jps1 )W), t € N, (12)

n=1

where the so-called backward recurrence time B, ; =t — J, > 0, i.e., the delay between the
time ¢ and the last renewal time .J,,, comes into play. The first term in (I2)) corresponds to the
walk before the first reset and (O(At; — 1 —t)) =>°2, | ¢(r) = @ (¢) is the probability that
no reset occurs up to and including time ¢ (with the initial condition ®®(0) = 1 due to the
fact that A/(0) = 0). Recall also that the i-th row of P(¢) represents the time-evolution of the
occupation probabilities of the nodes if the walk starts at node <.

We refer to [11] for a thorough investigation of continuous-time resetting renewal processes,
containing a discussion on the statistics of the backward recurrence time. See also [41] for
occupation time statistics, again for continuous-time renewal processes.

We recall now some aspects of discrete-time renewal processes, where we focus on the
statistics of backward recurrence times (consult also [39, 40] for details).

Consider the probability f(¢, b, n) that the random variable B,,; = t—.J, equals band N (t) = n
(we use 9, ; = 0;; for the Kronecker symbol), that is

f(ta b7 TL) = <6(Jnat7 Jn+1)5tfjn,b>7 t7b7n S NO- (13)

Note that for n = 0 we have f(t,b,0) = ®©(¢)d, (as Jy = 0). Clearly, the sum over n gives the
discrete PDF f(t,b) of the backward recurrence time B. The normalization condition follows

from 350, f(t,b) = 3200 @ (¢) = 1 as 352, f(t,b,n) = @M (t) (see (7).
It is useful to take the double GF of f(t,b,n) which yields

Jni1—1 B At ) B
flu,v,n) = Z u' ) = <u‘]">1 <1(7iuq)w ) = [w(u)]"%gf), lul <1, |v] <1
t=Jn

(14)
where we have used that the times At; between the resets are IID together with (6). Setting
v = 1 gives the GF of the state probabilities (7). The double GF of f(¢,b) then yields

- 11— ¢(uv).

flu,v) = 1—(u) 1—w (15

Further, we have f(0,v) = 1, reflecting the initial condition of the state probabilities ™ (0) =
0n0. Then, for subsequent use, it is useful to account for the resetting rate

R(t) = i U, (1), (16)



where
t

U, (t) =D ()Wt —1),  Uo(t)=6p, t=1,2,. .. (17)
r=0
Since VU, (u) = [¢(u)]", the GF of the resetting rate is R(u) = % We can rewrite as

Flu,v) = (1 4+ R(u) 52 which, by full inversion, gives
f(t,b) = @O(D) (5, + R(t — b)), bt=0,1,2,... (18)

where R(t — b) = 0 for b > t as R(7) (as well as (7)) is null for 7 < 1 and ®°(b) = 1 — S°_, 1(r)
is the persistence probability. Hence, f(¢,b) = 0 for b > ¢. Inverting with respect to u leads
to the representation

ft,0) = 2O )" + 3 R(t - b)) (b)o". (19)
b=0

Since f(u,v) = 2 4 g (u) f(u,v) one can see that ll fulfills the renewal equation

—uv

ft,v) =20ty +Z¢ flt—k,v) (20)

where we considered ¢(0) = 0. A similar equation will also arise in the context of walks with
resetting, which we will cope with in the following sections. Moreover, inverting (15) with
respect to v gives u’®°(b) /(1 — ¢(u)) and therefore f(t,b) takes the stationary distribution

if the mean resetting time is finite. This relation is the discrete-time counterpart to the one
reported in the literature [11} 141} 49]. Lastly, from

1 1-9(@)
(At) 1—v "’

(21)

f(oo,v) = lv] <1, (22)
one can see that f(oo,b) is a proper PDF, as f(oco,v) — 1 for v — 1.

A natural question arises: what happens if (At) is infinity? This is the class of random
variables for which v (¢) is fat-tailed and f(oco,b) — 0+ for every finite b (see e.g. the Sibuya
case (114), in Appendix [D| where ¢,(u) = 1 — (1 — u)®), thus ®©(b) is not a normalizable
function. Indeed, f(oco,b) then is a defective PDF with respect to b. Consult [50] for the related
theory, and see also [51]. The backward recurrence time B is concentrated at infinity. To
see this, consider (15) where f(u,1) = 1/(1 — u) shows that f(¢,b) is a properly normalized
(non-defective) PDF of b for any finite observation time, where

floo,1) = lim } f(t,0) =1 (23)
b=0

corresponds to the physical situation that we extend our observation time larger and larger. In
the Sibuya case the infinite time limit (23) is retrieved from

0, |v]<1

fa(00,v) = lim (1 —u)folu,v) = (1 —u)'"*(1 —ww)* Y| = ac(0,1). (24)

u—1—




Evoking Tauberian arguments, one can see that for |v| < 1 one has f,(u,v) ~ (1 —v)* (1 —u)™
as u — 1—. The zero value is approached by a slow power-law f,(t,v) ~ (1 —v)*" 't~ /T'(a), as
t — oo. We will see a little later that is indeed crucial for the non-existence of a NESS for
this RRP class. We refer also to the extensive discussions in [[11} [52]].

Now, we apply the above results to obtain the following GF of the propagator (12) written
in matrix form ,( ) ,( )
_ U(u 1—yYuW

Pu)=1{1 —R ] - <1 25

(W) ( T 0w w0 (25)

where 1 stands for the unity matrix. Observe that * (“W) is the GF of WteO)(¢) (first term in
(I2)). Let us check the non-Markovianity of the walk By inverting (25) with respect to u yields

Pt)=d"#)(1-R)- W'+ R- f(t, W). (26)

Use together with R - P(t) = R - f(t, W) to arrive at the renewal equation for P(t):
t
P(t) = O(t)W' + R v(k)P(t — k) (27)
K=1

This relation is a “network discrete-time version” of the renewal equation of random motions
under resetting reported in the literature [1) 2,9, [10, [17]. Particularly useful is the canonical
representation of (25)P

= = 1 K;
Pij(u) = Fij(u) = A=) ZN K
* Z << [@m) (&) + % > RT<T|¢m><émlj>) . (28)
Inverting this GF yields
K
R e

+Z(<I><°><tw il6m) (Bmld) + (F(t, Am) — <I><°><t>Afn)ZRr<r|¢m><<z‘sm|j>)- (29)

r=1

Accounting for (22) takes us to the infinite time limit (NESS):

P(c0) = R - f(0co, W)
(30)

Py(00) = Py(Ry, .., Ry;00) = ZKK Z_jzl Y (n) Z R (| (Bl

which does not depend on the initial node 7, that is this matrix has identical rows. Further,
it contains the averaging of the relocation node r with respect to the probabilities R, and
preserves row normalization. The NESS propagator fulfills P(c0) = R - P(c0). Both and R
have rank one with a single eigenvalue equal to one (as P(c0) - |¢1) = R |¢1) = |¢1)), and N — 1
zero eigenvalues.

2Where we use R - [¢1) (1] = [¢1){¢1].



The existence of a NESS (i.e. with non-vanishing second term in (30)) requires a finite mean
(At) of the time intervals between consecutive resets. This was also found in earlier works for
continuous space-time walks with resetting [9) [11] and remains true in infinite networks, where
K;/ (Zi\f: 1 K,.) — 0. For the cases of distributions of the time intervals between consecutive
resets with diverging mean, the second term in (30) is suppressed (see (24)), thus the stationary
(equilibrium) distribution of the Markovian walk for infinite times is taken.

Worthy of mention is that if we choose as relocation probabilities R; = K,/(3.Y | K,) (the
stationary distribution of the walk without resetting) then the second term in (30) is wiped out
and no NESS can exist due to SV | K,(r|¢,,) = (b1]¢pm) =0, m = 2,..., N. Thus, P;(c0) again
coincides with the (equilibrium) stationary distribution of the Markovian walk without resetting.
Keep in mind that the results derived so far hold for any (Markovian and non-Markovian) RRP.
We consider next a few scenarios of Markovian resetting.

2.1 Geometric resetting time intervals

The Markovian resetting to a single [27] and to two resetting nodes [28] was explored recently.
Here we consider Markovian resetting to randomly chosen nodes defined by the above intro-
duced relocation matrix R = [R,]. For a Markovian resetting, N/ (¢) is a Bernoulli process (the
discrete-time counterpart of a Poisson process). Then, the resetting PDF is a geometric
distribution (t) = p¢'~!, t > 1, where p € (0,1) denotes the probability of a Bernoulli reset
(and equals the constant resetting rate R = p, t > 1, defined by (16), see e.g. [39]). We denote
by ¢ = 1 — p the complementary probability. The geometric distribution has GF 1)(u) = 2~

l—qu”
That fact that geometrically distributed resetting times entails the Markov property can be
seen by considering the GF of the discrete-time memory kernel K (u) = (1 — u) 1%&) = pu and
hence K (t) = pd;;, which is null for ¢ > 1. The GF has then the form
- 1—A
fen =L gy a0 =g < (31)

1—qgA 1 —qgA

with the stationary value f(oo,\) = 125 which we can invert with respect to A to recover
f(00,b) = pg® supported on Ny, in accordance with (21). Then we have for (25),

_ B U ‘ 1
P(u) = (1 t1o uR) 1w (32)

which takes us to (see also and (31))

{qA (i6m) B} + wzmmwmm} 33)

1- q)\m r=1

Pil) = g 3

m=2

Letting ¢t — oo we obtain for the NESS,

1
P(oo) =pR - ———
(00) =pR -7 W -
N N r
K (r|pm) (Dml])
Py(00) = Py(pi Ry,..., Ry;00) = P(00) = =yt tp D 3 Ry Wl
J( ) J(p ' " ) j( ) 27]«\[:1 KT pm:2 r=1 1- )\mq
which is independent of the starting node i. Further, (At) = 1/p and i = 1;?&?), see

- The first term corresponds to the stationary distribution of W’ (as t — co), whereas the
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second one is related to the non-equilibrium resetting behavior. Note that, for the numerical
computation of the NESS it is sufficient to invert 1 — ¢W in the matrix representation (34)
(having eigenvalues ¢|\,,| < 1). The inversion can be performed for p € (0, 1] without the need
of determining of the spectral quantities of W. Expression generalizes the result of the
NESS obtained in [27, 28] to an arbitrary set of randomly chosen nodes (see also [53]] where a
similar problem is considered).

Instructive is the deterministic limit p = 1 for one relocation node, say o (R; = 9,,,) where
the walker is constantly relocated at r(, thus remaining trapped there forever. The transition
matrix becomes stationary for ¢t > 1 with P;;(t) = P;(1; Ry, ..., Rn;00) = d;,,. One observes that
deterministic (periodic) resets with short periodicity may prevent the walker to explore the
complete network and hence ergodicity of the walk will break down. We come back to this
issue later on.

Let us explore whether the considered Markovian walk with geometric resetting is a Markov
chain. To this end, we write its matrix form
1— tht

P(t) = W'¢' + pR - ————
(2) ¢ PR S

t=0,1,2,... (35)

Then, we have P(1) = ¢W + pR which is indeed the one-step transition matrix of the model in
[27]). Note that

1— tht
t+1 t+1 1-— qt+1wt+1 0
—W R — L % _pi+1
¢ +p - (t+1),

where we used g(uW) - R = R g(u). Expression shows that is indeed a Markov chain
and can be rewritten as
P(t) = (¢W +pR)". (37)

Plainly, it remains Markovian in the deterministic limit p = 1 where P(t) = R* = R for ¢ > 1
and P(0) = 1.

2.1.1 First passage quantities for geometric resetting

We derive the matrix of the first passage probabilities to the nodes. Although the MFPT in
networks and related aspects were analyzed thoroughly in the mentioned recent works [27} 28],
the present section aims at complementing their results by elaborating on some aspects which
were not considered so far.

Let F(t) = [F};(t)] denote the probabilities that a walker starting from ¢ at ¢t = 0 reaches
node j at time ¢ for the first time. By conditioning recurring to the Markov property we can
write [45]

t
Py(t) = 0wy + Y _ Pyt — ) Fy(r) (38)
r=0

where P;;(t) is given by the equivalent expressions (35) and (37). In (38), we have F;;(0) =0
and Pj;(t —r) is the probability of returning at node j in ¢ — r steps. The GF of with respect
to t is Pij(u) = &;; + Pj;(u)F;;(u), thus, letting u = e*, and considering that s — 0,

- Pyj(u) — b5 Pj(00) + s(7i(1) — d5)

R ) R A RO R 9
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with Pj(u) = P;j(c0)/(1 — u) + 74(u) = Pj(00)/s + 7;(1) + O(s), s — 0 and where Pj(c0) =
Pi(p; Ry,...,Ryn;00) is the NESS . In this relation we introduced the GF r;;(u) of the
decaying part in r;;(t) = P,;(t) — P;(co) which can be extracted from (33) and gives (see
Appendix [A] Eq. (90), for the matrix representation)

()| =Y (Py(t) — Pj(c0))
e . (40)
= Z {1 g oGl = 5 ;Rr<r|¢m><¢m|j>} .
The mean first passage time (MFPT) of the walker to reach node j (with starting node 1) is
(Tij(p; Ry, - .., BN)) = —diﬁij(e_s) = (75;(1) — 745(1) + 6i5)
§ oo Dj(o0)
(41)

1 _

- P;i(p; Ry, ..., Rn;00 (5’J+Z ]|¢m><¢m|j> <Z|¢m><¢m|]>]> .
The term in the second line of (40), which is independent on the starting node i, cancels out in
7j; — 74 of (41). The MFPT depends on the relocation matrix via the NESS given in (34) and is an
asymmetric matrix, a feature which is well-known for Markovian walks without resetting [45]].
For j =i we have (T};) = 1/P;(p; Ry, ..., Ry;0) as the mean recurrence time to the starting
node ¢, in accordance with Kac’s Lemma [54, 59]. For the purpose of numerical evaluations, it
is useful to notice that can be conveniently expressed by the elements of the matrix

S(p) = [1 - qW] ™! - }3|¢1><<51|, pe (0.1 42)

where S;; = ﬁj(u)' . Consult Appendix H for some brief derivations. We can hence express

u=1

the MFPT (41) by using (42) as
1

Ti(p; Riy..., R =
Tl fi - 0) = R o)
Expressions and generalize the MFPT obtained in the references [27, 28] and are, to
our knowledge, not reported in the literature so far. In order to have a global measure of the
time needed by a searcher to find a target in the network, we consider the Kemeny constant K
under resetting (global MFPT) as

(65 + Sj5(p) — Sij(p)) , p € (0,1]. (43)

=1

where we consider the general definition given by Kemeny and Snell [55] (shifted by 1 to
account for visits of nodes different from the starting node 7 only). The Kemeny constant has the
interpretation of the expected time a searcher needs to reach a target node j which is randomly
chosen with (NESS) probability P;(p; R;,...,Rn,;00). The Kemeny constant thus contains
global information about the efficiency of a searcher in the network. This straightforwardly

leads to
N

K(p) = tr{S(p)

(45)

m=2
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where we used that Z;V:l Si; = (i|S|¢1) = 0 as (i|¢;) is constant. The Kemeny constant is
independent of the starting node ¢, which generally holds true for Markovian walks, as shown
in the 1960 seminal paper of Kemeny and Snell. For p = 0, formula (45) recovers the Kemeny
constant of the Markovian walk without resetting [45]. Interestingly enough, the Kemeny
constant is also independent of the choice of the resetting matrix [R;] and depends only on the
Bernoulli probability p and the V — 1 eigenvalues |\,,| < 1 of W.

A further meaningful quantity is the mean relaxation time of a node ¢ [43] (see and
Appendix [A):

Ti(p; Ra,... . Ry) =Y (Pu(t) = Pi(0)) = [(1 = gW —pR) - (1 —qW)™?] ., pe(0,1]. (46)

t=0

From this expression we define the global mean relaxation time of the nodes,

T(p;Ri,...,Ry) = Zﬁ(p;Rl,...,RN)Z%tr{[(l—qw—pR) (1= gW) )]}

B % > {1 —1/\mq g _Z;\mq)z > R (r[ém) Z@mm} (47)

r=1 =1

as for m = 2,..., N we have 3.1 (¢,n]i) = (dm|é1) = 0 ({i|¢1) is independent of i). Note that
the global time 7 (p; Ry,...,Ry) = T(p) is independent of the resetting matrix. Numerical
evaluations of the quantities (43) - do not require the determination of the eigenvalues and
eigenvectors of W. The case without resetting where 1 — W is not invertible (as A\; = 1) can
be approached as the limit p — 04, where the well-known classical expression for Markovian
walks without resetting is eventually recovered [24, 45].

Now, we introduce the following measure for the efficiency of a search strategy,

(48)

where E(p)\pzl_ = N/(N —1)~ 1 (N > 1) which is very close to the maximum value F¢¢(0) =
N?2/(N —1)? in completely connected networks, which we prove hereafter. Let us analyze more
closely the Kemeny constant:

N
1
K(p) = - 49
Observe that its second derivative
N )\2
K'(p) =2 m >0 50
D=20, TG iy 0
is a strictly positive function of p. Therefore,
N /\ N
K'(0) < K'(p) = — m <K@ ==Y An=1

(1+(p—1DAn)?

m=2
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Notice that, since W;; = 0 per construction, we have ZT]XZQ Am = tr{W} —-1= -1\ =1).
Hence, K(p) is a convex function of p. So if K'(0) < 0 then there exist an optimal p = p,
such that K'(p.) = 0 where K(p,) is minimal. As examples, in Fig. |3, we depict the Kemeny
constant as a function of the resetting rate p for the Barabasi-Albert and Watts-Strogatz graphs
considered in the following.

Completely connected network As an instructive case to understand the role of connectivity,
consider the Kemeny constant in a completely connected (CC), that is each node is connected
to any other node except to itself. All nodes have degree K¢“ = N — 1 and the adjacency matrix
has the entries A{© =1 — §;;. CC networks have transition matrix [24]

N . 1 . R .
W =[(1=0y)/(N = 1)) = T 16| = g1 = Ié1)(n] - mmz [Sm)(éml  (B1)

where the stationary state is (i|¢1)(¢1|j) = 1/N,i,j =1,..., N. Thus, we have \°¢ = —1/(N —1),

m = 2,...,N. The Kemeny constant can hence be explicitly written as
(N —1)2
K = — 52
cc(p) N—p (52)

which has a very weak dependence on p, and it is monotonically increasing with p, from
Kee(0) = (N;VI)Q to Kec(l) = N — 1 with Kee(p) =& N (N > 1). We infer that for CC networks,
resetting is not advantageous as Ecc(p) = N(N —p)/(N —1)* ~ 1 Hence, in CC networks, there
is no optimal resetting rate p.,.

Consider the deterministic limit p = 1 where the walker is relocated at each integer time
instant ¢ > 1 to a single relocation node, say r, with R; = ¢;,. Then the walker remains trapped
for t > 1 on the relocation node r which is reflected by the NESS P;(4,,,00) = R; = §,;. Thus,
we get

<T;j<]_;(57~1, Ce

1 1 {oo, j#m, 53)

5 — S
0rar)) Pj(1;6,1,...,6,n;00)  Opj 1, j7=nr

The MFPT is exactly one only if the target node conincides with the resetting node. Otherwise,
the target node can never be reached and the MFPT is infinity. In general, Let Lz be the
set of resetting nodes (r-nodes) to which the walker is allowed to be relocated with non-zero
probabilities R, > 0if k € Lz and R, = 0 for k ¢ L;. Then, a target j can only be found if

j € Lr and the MFPT is
1

(Ti;(1; Ry, ...,RN)) = R jeLgr (54)
J
as Pj(1; Ry,...,Rn;00) = Rjand (T};(1; Ry, ..., Ry)) = 0o if j ¢ L. We intuitively infer that, in
the deterministic limit, the ergodicity of the walk breaks down if £z does not comprise the
entire network. We will confirm this assertion later on.
In the following two sections we explore the efficiency of a random searcher under Marko-
vian resetting in realizations of random graphs of the Barabasi-Albert (BA) and Watts-Strogatz

(WS) type.
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Figure 1: (a) Random search dynamics with resets on a realization of the Barabasi-Albert
random graphs with N = 500 nodes and attachment parameter m = 4. Frames (b,c) show
the MFPT (T;;) of Eq. as a function of the Bernoulli probability p for different relocation
scenarios of the searcher. The sets of r-nodes to which resetting is allowed are randomly
selected by an independent Bernoulli trial for each node, generating homogeneously distributed
fractions of r-node populations. We plot the MFPT for various fractions (10%-100%) of the
r-node populations. The starting node (¢ = 100) is marked in blue, the target node (j = 200) in
red. Frame (b): MFPT with respect to p for uniform reset (R, = R) to the r-nodes). Frame (c):
MFPT with respect to p for preferential resets to the r-nodes depending on the node degree
(R, x K,).

Barabasi-Albert graph We consider a random searcher on realizations of Barabasi-Albert
random graphs (BA graph in the following). The BA graph is generated by a preferential
attachment mechanism for the newly added nodes. We used in all examples the PYTHON
NetworkX library. To generate a BA graph, one starts with my nodes. In each step a new
node is added and connected with m < mg existing nodes which are selected with probability
proportional to their degree. Thus, a newly added node is preferentially attached to a node
with higher degree. The quantity m is referred to as the attachment parameter. In this
growth process, a scale-free network with an asymptotic power-law degree distribution, and
the small world property emerge [42, [56]. In Fig. [I} we depict the MFPT (43)) between two
arbitrarily chosen nodes (see figure caption) as a function of p. We first determine the set of
r-nodes, i.e. those nodes k for which R, # 0 with N independent Bernoulli trials (one for each
node), with success probabilities 0.1,0.2,...,0.8, 1. This generates populations of repectively
10%, 20%, . .., 80%, 100% of r-nodes. In Fig.|[1b the resetting to the r-nodes is performed with
uniform probability, that is R, = R if k is an r-node and R, = 0 otherwise. Each curve
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corresponds to a certain fraction of r-nodes. Observe that if just 10% of the nodes are r-nodes,
the MFPT is increasing with p, i.e. resetting does not increase efficiency of a searcher. The
same behavior is observed if we choose only one or 10 r-nodes. In these cases of low r-node
population, it is possible that the walker at each reset is relocated to a node far from the
target, which may extend the time span until the target is found. The behavior is suddenly
changing when we increase the r-node population to 20% and higher. In these cases the MFPT
is decreasing with p where the decrease is monotonic up to about 60% of r-node population.
For higher r-node populations the MFPT first decreases and then increases again with p, so
that an optimal resetting rate p, for which the MFPT is minimal exists. The larger the r-node
population is, the smaller p, becomes. This effect can be interpreted that for large r-node
populations the walker is repeatedly relocated to nodes far away from the target node.

If the resetting probabilities are proportional to the degree R, o« K}, and all other param-
eters remain the same (see Fig. [Ilc), we have that for sufficiently large r-node populations
(> 10% ) the MFPT decreases monotonically with p, and the decrease becomes less pronounced
the larger the proportion of the r-nodes is. In addition, one can observe that the absolute
values of the MFPTs for the same p in the m = 2 WS network, which we discuss in more details
subsequently, are much greater than in the BA network, reflecting the large world feature of
the WS network (see Fig. [2)).

In order to get a more global picture on the efficiency of a searcher to find a target in the
BA graph, we plot in Fig. [3|the Kemeny constant K(p) (Eq. (45)) as a function of p. Note that
the Kemeny constant is monotonically decreasing with p. In other words, the expectation of the
MFPT for a randomly chosen target j (with NESS probability P;(p; Rg, ..., Ry;00), see )
decreases monotonically, approaching the minimum value of about 500 = N for p — 1—, which
corresponds to the optimal one in the CC network (see (52)).

Watts-Strogatz graph To generate a WS graph [57] one starts with a ring of /N nodes where
each node is symmetrically connected with m < N neighbor nodes. In this way, each node
has 2m connections. In a second step, each connection of a node is replaced, with constant
probability py, by a connection to randomly chosen nodes (avoiding link duplication and self
connections). If the rewiring probability p, = 0, then the ring with constant degree 2m is
retained, whereas if p, = 1 the resulting graph is an Erdos-Renyi graph. The WS graph is
generally small world, except for m = 2, which we use here (see Fig. @) for which the graph
exhibits large distances between nodes.

Let us explore now the effect of the resetting when the searcher operates in a large world
structure such as the WS network for m = 2 (Fig. [2). We observe that for both resetting
strategies (see frames [2(b,c), uniform and preferential relocations, respectively), the MFPT
between the considered nodes exhibits strong decay with increasing resetting rate, as soon
as there are sufficiently many r-nodes. This holds for both strategies. One observes that
the effect of the resetting on the search efficiency is much more pronounced in large world
networks than in small world networks (compare Figs. [I(b,c) and [2(b,c)). The presence of
resetting significantly reduces the MFPT for a sufficiently large populations of r-nodes (> 10%)
independently of the 1?;. The main observation is that the presence of resetting is especially
useful to increase the search efficiency in large world architectures, as it reduces the MFPT
between distant nodes. To obtain this effect, it is sufficient that the r-node population is larger
than approximately 10% and homogeneously distributed over the network. One intuitively
infers that in this way resets occur to nodes which are not that far from the target node,
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Figure 2: (a) Random search with resets between the starting node (blue) and the target node
(red) in a Watts-Strogatz graph with N = 500 nodes, attachment parameter m = 2 (large-world)
and rewiring probability 0.7. The Kemeny constant (Eq. (45)) is pictured in (b) and (c) in cyan
color. We plot (7};) (Eq. ) with respect to p for the starting node + = 100 and the target node
j = 200. (b) Same resetting scenarios and color codes as in Fig. [I{b) with uniform resetting
probabilities (R, = R) to the r-nodes. (c) Same resetting scenarios and color codes as in Fig.
[Ifc) with preferential resetting to the r-nodes (R, x K,).

allowing the searcher to find it more quickly. In Figs. [2(b,c), we have also represented the
dependence of the Kemeny constant on p (cyan curves). One can see that for p — 1 the
minimum value N = 500 is approached, with maximal search efficiency E(p) — 1.

It is interesting to note that in the 20% r-nodes case in both graphs, the MFPT is smaller
than in the other cases for every value of p. One observes that above 20% of r-nodes the MFPT
increases with the r-node fraction for constant p. We explain this observation that for high
r-node fractions, the walker may be relocated “far-away” from the target, which increases the
MFPT. This remains true for both resetting scenarios. This suggests the existence of an optimal
fraction of the r-nodes which minimizes the MFPT.
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Figure 3: Comparison of the (a) Kemeny constant X(p) and (b) search efficiency F(p) of Eq.
for the dynamics with resets in the Barabasi-Albert and Watts-Strogatz graphs. The parameters
are those of Figs. [I]and [2] The dotted lines denote the CC graph with Ko ~ N = 500 and

In order to give a visual impression of this complex dynamics, we present videos of two
realizations of this walk, which can be launched by clicking on the underlined words below. In
these animations, the nodes visited by the walker are colored in orange. The resets occur with
uniform probability to any node of the network (corresponding to 100% of r-node population, cf.
Fig. 2[(b)) and the runtime in both simulations is 300. The first simulation video is characterized
by the resetting rate p = 0.05. In the second simulation, p = 0.8. We determined numerically
the number of visited nodes during the runtime. In the first simulation the number of visited
nodes is 105, and in the second one 212. This empirically shows the faster exploration of the
graph (and hence shorter MFPTs) when the resetting rate is increased.

In Fig. 3] we show the Kemeny constants and search efficiencies of the above considered
graphs. We remark once again that the resetting most efficiently reduces the MFPT for the WS
graph. One can also note that the values of the Kemeny constant are similar to those of the
respective MFPTs (Figs. [I] [2). For both the WS and the BA graph the optimal resetting rate p.
minimizing the Kemeny constant is close to one, whereas does not exist for the CC graph.

2.2 First hitting statistics for non-Markovian RRPs

Here, our aim is to investigate the first hitting statistics of a Markovian random walker for
arbitrary RRPs with focus on non-Markovian ones and arbitrary set of target nodes. To our
knowledge, this problem has not been addressed in the literature so far. The walker is killed
(i.e. removed from the network) as soon as it reaches one of the t-nodes. We refer to this time
instant as the first hitting time (FHT) [58]. We exclude killing at ¢ = 0. Clearly, the FHT is the
number of steps the walker needs to hit one of the t-nodes for the first time. In a searching
framework, the hitting of a t-node represents a success. We refer to [13] for a continuous
space model with killing targets and to [59, 60] for models based on absorbing states.

Recall that W (IW;; = A;;/K,) is the transition matrix of the considered Markov walk without
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killing. We talk about Auxiliary Walk (AW) if the killing condition on t-nodes is included. In this
view, it is useful to consider the matrix W related to the AW killed at the FHT. Let B denote a
set of t-nodes and introduce the diagonal matrix ®(5) containing “1” in the diagonal positions
which correspond to t-nodes and “0” elsewhere, thus O(i; B) = >, ; di» defines an indicator
function such that ©(i; B) = 1 if i € B and O(i; B) = 0 otherwise. We further introduce 1 — O(B)

as the diagonal matrix with the complementary entries. For the AW we have
W=W [1-0®B),  W;=W,l-06(:5) (55)

with entries Wij =0if j € B and Wij = W;; = A;;/ K; otherwise. Observe that the matrix W is
defective, i.e. not all rows are properly normalized Zj\f: Wy =1=% jes Wis = ¢; < 1 where
¢; < 1 for some i (labeling neighbors of t-nodes). The defective feature of W is inherited by
its powers \7\7’“ k > 1, which we consider in more details later on. Consult Appendix |B| for
technical details. In this construction, the walker can start the walk from a t-node without
being killed at ¢ = 0. This behavior is ensured by defining

WO =1 =[5, i,j=1,...,N. (56)

An AW walker that departs from a t-node is killed only at its first return (unless hitting another
t-node before). The entry [W]f] denotes the probability that the AW walker, starting from
node 7, reaches node j alive at time ¢ (i.e. it has never hit a t-node befoLe time t). For j € B
per construction, this probability is null for all ¢ > 1. The sum Zjvz [W]i; is therefore the
probability that the walker is somewhere on the network and alive at time . We will interpret
this quantity as the survival probability of the AW walker (see (58)). Further, this coincides
with the probability that the Markovian walker with propagator W' has never hit any t-node
up to time ¢.

To include the feature that the walker is killed in a reset to t-node as well, we modify the
resetting matrix as B B

R=R-[1-06(8), Rij = R;[1 - ©(j; B)] (57)

where R;; = R, if j ¢ B and R;; = 0 for j € B. We observe the following properties: E;V:l W, =
¢ < 1and vazl g < N, i.e. W is defective for any target B # (). On the other hand we have
Zj.vzl Rij=r;=1- > ies Ity < 1, where SV, 7 < N, and the equality is attained if Lz N B = 0),
which represents the case in which R = R remains row-stochastic.

Now we introduce the survival probability of the AW walker on the network (probability

that it has not hit the target up to and including time ¢) with starting node : asff]

N t
Ai(t) =D Wy =W =1-) xilr), t € Ny (58)

j=1 r=1
which is non-increasing with time. Further we set A;(0) = 1 forall i = 1,..., N (including

1 € B, see ) and note 0 < A;(t) < 1. The AW propagator W' contains the statistics on the
first hitting to the target B performed by the Markovian walker W' (see Appendix |B|for more
details). In we introduced the first hitting time PDF x,(¢) = P[T; = t| as the probability that
the walker hits one of the t-nodes for the first time at time ¢. The first hitting time PDF for a
starting node 7 then reads

Xi(t) = Ai(t — 1) — Ai(2), t>1, (59)

3For brevity, we will sometimes use the notation M; = Zjvzl M;;.
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where we considered that y;(0) = 0 as 7; > 1 (A;(0) = 1). Its GF is given by
Yi(u) =1 — (1 —u)A;(u), lul <1 (60)

with A;(u) = [(1 — «W)~!];. In Appendix l we show indeed that y;(t) = Fj(¢) coincides with
. for a single t-node . We point out that the AW propagator W' does not have the canonical
representation (2). In particular, it has no unique eigenvalue equal to one, thus reflecting the
lack of a proper row-normalization. The FHT PDF () is a properly normalized PDF only if
A;(00) = 0, which indeed holds true for the AW propagator W' as W' — 0 for ¢ — co. We have

Theorem 2.1. The matrix W has spectral radius p(VNV) = max(|\]) < 1.

Proof. We first note that the Markovian walker W' realizes an irreducible and aperiodic Markov
chain [43| 144}, 145, 146, 61), 62 Further, although W is primitive, W is not, as matrix powers
of the latter preserve the zero columns which label t-nodes. Let k;, € N be such that W’ is
positive. We introduce the auxiliary matrix Q = [Q;;] = W - [1 — ©(B)]. It holds

N
S W < Q= ZQQ =1-Y [Wh),; <1, i=1,...,N, (61)
j=1 jeB
with @); < 1 forallrows i =1,...,N. Let Q = max((Q;) and consider the matrix powers Whon,
n € N, for n — oo. This leads, forall: = 1,..., N, to the inequalities

N
Ai(nko) = }]WW <§)r —zj §j@m.mﬂmﬂzpmms@uw.wm
j=1

Jj=1 k1=1 kn_1=1
This concludes the proof. O

Note that, for our goals, it is not necessary to consider further spectral details of W.
From the geometric decay of (62)) it follows that all the moments of the first hitting time are
finite. Indeed, they are given by

dm

ds™

. meN (63)

s=0

(1) = (-1

Xi(e™)

For m = 1 one gets the mean first hitting time (MFHT). Indeed, from the relation /_\i(u) =
(1 —xi(uw))/(1 —u), we have

<Tz‘> = %f(z(u)

which has to coincide, for a single target, with (41) (in the case of a very small resetting rate).
Observe that 1 — W is invertible (Theorem. We numerically verified the accordance of (4 .
(for a very small resetting rate p) and (64) for a single t-node j = 200 and starting node i = 100.
For the WS network of Fig. 2| we obtain, with p = 1079, (Ti0200) &~ 32398 from both Egs.
and (64), and the accordance is maintained for different values of the parameters. Further, for
the considered realization of the BA network, we obtain (710 200) ~ 387.69.

=Nw)|  =[1-W)", (64)

u=1

4Recall, a non-negative N x N matrix M is referred to as primitive (synonymously “irreducible aperiodic”
or “ergodic”), if there is a positive integer k|, such that the matrix powers M* for k > k), are positive matrices
[M*);; >0, (6,5 =1,...,N) [47].
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We point out that (62) tells us that in an ergodic Markovian walk any target is hit with
probability one. We will show later that this remains true under resetting as long as the
resulting associated walk is ergodic. The situation may change to A;(cc) > 0 under resetting
when additional conditions are met, destroying ergodicity of the associated walk. We will
consider at the end of this section such a case and explore the issue of ergodicity more closely.

With these considerations, we are ready to establish the defective propagator of the auxiliary
walk under resetting - (AWR) as

0 (65)
+ 3 (Ot Sy ) (WAL R) - (WAL R) - W)

which is supported on ¢t € Nj and fulfills the initial condition f’AWR(W,f{; 0) = 1. At each
integer time instant, the AWR-walker either performs a step or it is reset until being killed
by visiting a t-node. We will refer to as the survival propagator (SP) as it contains the
first hitting statistics of given t-node set B of the (row-stochastic) propagator P(W,R;t) (12).
The latter is recovered when we replace in . W — W and R — R. We refer from now on
(T2) to as associated walk. The SP only considers the sample paths which have not reached
a t-node up to and including time ¢. These sample paths occur in the AWR with the same
probabilities as in the associated walk. The SP entry [PAWR(W R t)];; is the probability that
the AWR walker, starting from node 7, reaches node j alive at time ¢. In (6] (65), the memory terms
(WN1 ! R) (WAt" 1 R) contain the history of killing events which happened prior to the
n-th reset.

Worthy of mention is the situation when Lz C B where the walker is always reset to a
t-node. In this case one has R = 0, thus contains only the first term.

Proposition 2.2. The GE w.r.t.t, of (63) is

Panwr(W,R; u) = (1 — ug(uW) 'ﬁ)_l : 11—10—(1%7\’) u| < 1. (66)
— U

Proof. Note that the matrix W is not invertible as rank(W) = rank(W) — Np < N where Np is
the number of t-nodes, and that contains only non-negative powers of W. To make this
more obvious we introduced the additional GF

gv) = ™ =D g, <1 (67)

with 1(t) = g(t — 1). The GF, w.r.t. ¢, of ¢ (t)v*~! is ug(uv) and it is present in as the matrix
GF

<Wm—1um> _ Zuk¢( Wk 1_ g(uW)

We notice that replacing W and R with W and R, respectively, in , we recover the
corresponding GF (25) of the associated walk (see Appendix[C). Then, recalling that .J,, ;1 =
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Jn + At, 41, and using that At; are IID copies of At we arrive at

S WOty T} (WAHTR) - (WAL R) . W)

t=0
Atpy1—1
_ <uAt1WAt1—1> ‘R.. . <uAtn{;"VAt"—1> ‘R < Z uka>
k=0

For n = 0 we have

N oo L T (uW)A) 1 — (uW)
;uW<@(At1 1-1)) = P

Summing these expressions over n takes us to (66). O]

In addition, (66) allows us to establish a renewal equation for the SP (see Appendix [C):

t
Pawr(W, R;t) = WO (1) + Y ()W R Payn(W, Rit — k). (68)

This relation reflects the non-Markovianity of the AWR (unless the RRP is Bernoulli, see
Appendix , ), containing f’AWR(W, f{; t — k) which is in fact related to the history of
the killing process. Again, if we replace the couple \7\7, R with W, R, we retrieve the renewal
equation of the associated walk. Inverting (66) we arrive at the SP with survival probability
(with starting node 1)

N
Ai(t) = [PAWR Z PAWR t)]ij (69)
7=1

and the FHT PDF is then given by (59). Later in the paper, we will focus on the MFHT for a
starting node ¢, which is given by

(T}) = [Pawr(W, R; )], (70)

u=1

2.2.1 Some remarks on ergodicity

An important question is whether a random searcher eventually hits a target. A feature which
is closely related to this issue is the ergodicity of the associated walk.

Remark 2.3. Recall the notion of ergodicity [61, |62]]. Roughly speaking, an ergodic associated
walker looses memory of the starting node and reaches any target B with probability one. In a
finite network an ergodic walk is also recurrent. We call an associated walk ergodic, if
it has a unique stationary propagator (be it a NESS or not) which is a positive matrix, and is
independent of the starting nodes, i.e.

P;j(00) = [R- f(co, W)];; = P;(00) > 0, i,j=1,...,N. (71)
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An associated walk for which the NESS P(oco) contains zero entries is non-ergodic. We consider
such a class later on. We show hereafter that if the infinite time limit of the SP (65), for any
target B, is the zero matrix, then the corresponding associated walk is ergodic and vice versa.
Equivalently, for any choice of B one has the spectral radius

p(G(W) - R) < max([g(W) - R;) < 1. (72)
The property includes, but is not limited to, the following cases:
(@) The matrix g(W) is positive;

(b) The resetting matrix is positive R; > 0 forevery j = 1,..., N, i.e. Lr comprises the whole
network;

(c) The matrix R - g(W) is positive.

In case (a) the associated walker can explore the whole network between the resets for any
starting node and can hit any target with strictly positive probability prior to the first reset. In
this case g(W) and (W) - R have spectral radii smaller than one (Theorem .

If condition (b) is met, R and Q(W) .R have spectral radii smaller than one (again, Theorem
[2.1). The associated walker is able to explore the network by resets and can hit any target with
strictly positive probability at the first reset.

In case (c) the associated walker can hit any node of the network with strictly positive
probability after the first reset. If (@) or (b) or both are fulfilled, then (c) holds true, but (c)
does not imply (a) or (b). If (c) holds true, both R Q(W) and therefore g(VV) .R have spectral
radii smaller than one (again, Theorem @)

To see that (c) is sufficient for ergodicity, consider

P(W,R;0) =R f(oo, W) = ®R~Z¢(r) iw’f

(73)

1 ) 1 00 r—2 .
= mR-g(W) + mR- ;zp(r)gw

which fulfills the requirements of (71)). In the case in which ¢ and g are fat-tailed, (At) diverges,
and (a) and (c) are satisfied. Then, the associated walk is ergodic and P;(c0) coincides with
the equilibrium distribution (see (29), together with (24)). We investigate this class in
subsequent Section [3].

From , the matrix 1 — Q(W) ‘Rin l@i is invertible. This leads to the following properties
as a hallmark of ergodicity of the corresponding associated walk: for any choice of B

~ o~

13AWR<W7 ﬁE 00) = (1 — u)Pawr(W, R; u) =0.

u=1

In addition, the MFHTs

<Ti> = [PAWR(W,ﬁ, U)L < 00

u=1

and all higher moments exist for all starting nodes and any target B. This can be easily seen
in by the existence of derivatives of any order n with respect to s (u = ¢~*), when is
fulfilled. From this observation, we infer that the SP approaches zero at least geometrically,
and so do the survival probabilities. We point out that represents a sufficient criterion for

ergodicity of the associated walk if it holds for any choice of B.
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2.3 A class of non-ergodic associated walks

We consider here the class of associated walks for which the conditions (a), (b) and (c) (see
Section are not fulfilled. In this case the walker cannot explore the entire network. We
focus on the case in which the set of r-nodes £y and that of the t-nodes B are disjoint, LrNB = (),
and have a sufficiently “large” network distance. Then, there exists a T’ € N such that [W*],; = 0
for kK < T for all s € L and all j € B. In other words, the shortest path connecting r- and
t-nodes is longer than 7" steps. Further, we assume that the time interval between consecutive
resets Atr is such that max(Aty) = 7. It has a discrete PDF () supported on {1,...,7} with
Ur(u) = ugp(u) = S, ¥r(t)u'. Observe that ¢p(1) = S, ¢r(t) = 1. We refer this RRP to as
T-RRP. The mean waiting time between consecutive resets is (Aty) = ZL rip(r) < T (the
equality is attained in the deterministic 7T-periodic case — see the end of this section). In this
construction, the Markovian walker never performs more than 7' — 1 successive steps drawn
from W between consecutive resets, which limits the capacity to explore the network. The
associated walk has a NESS of the form (see (30)))

1 T k—1 :
P(W,R; ) = < AtT>R-;wT<k> ;W (74)

with P(W,R;t) = P(W,R;00) for t > 7. This matrix has identical rows and some zero entries.
The occupation probabilities of all t-nodes are null for t > T, as contains only matrix
powers of orders r < T" with [W"],; = 0, thus P,;(W,R;00) =0 for j € B, s € L. The smaller
T is chosen, the more localized the walker remains close to r-nodes after the first reset. In
turn, for starting nodes which are sufficiently “close” to a t-node, one expects that the walker
may hit the target prior to the first reset with strictly positive probability. Let us check this
assertion. Notably, since Lz N B = (), we have R=R maintaining row-stochasticity, and we
will make use of

R-W'=R. W E<T. (75)

The rows labeling r-nodes of W* and W* (k < T) coincide. Therefore, R - gT(W) =R gr(W)
is row-stochastic. In particular, one has

R-j7(W)-R= R-g(W)-R=R
(R gr(W))" = R-grp(W) (76)
n €N,

—~ —

(gr(W)-R)"= gr(W)-R

remaining constant for n — oo. Since these relations are independent of n, we infer that the
matrices R, R - gr(W) and gr(W) - R have only eigenvalues 0 and 1. In particular, rank[R -
gr(W] =rank|[R| = 1, i.e. the latter have N — 1 eigenvalues 0 and a unique eigenvalue 1. As a

hallmark of non-ergodicity, one has for our choice of the target, the spectral radii

p(gr(W) - R) = p(R - gr(W)) = 1. (77)

For our aims, it is not necessary to explore further spectral details. More generally speaking,
an associated walk under T-RRP resetting is non-ergodic if it exists a choice of B for which (77
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holds true. We consider now the first hitting statistics and evaluate (66) as

Puin(W, R;u) = (1 , 1o (W) R> 1= dr(uW)

1 —¢p(u) 1—uW
lu| < 1. (78)
k-1
W ~
— (142 R Zw D> wWr
1= ¢T r=0
In the second line we used the T-RRP features (75), taking us to
[ugr(uW) - RJ" = [r(w)]" ugr (uW) - R.
The large time limit of the survival probabilities yields
N N - 1, 1€ Lp
Ai(00) = (1 —u) > [Pawr(W,R;u)];; = [gr(W)];; = (79)
j=1 u=l= =1 c<1, 1¢Lg

where A;(t) = A;(c0) remain constant and strictly positive for ¢t > T and for all starting nodes,
as no more hits to t-nodes may happen after and from the first reset on. An AWR searcher
starting from an r-node almost surely stays alive forever. In turn, a walker starting from a
node i ¢ Lg, located less than T steps away from B, hits the target prior to the first reset
with positive probability 1 — A;(c0) = > 77, xi(t ) < 1. Note that for these starting nodes x;(¢) is
defective. On the other hand, we have (see (78))

N

(1) = [Pawr(W, Rsu)lyy| =00 (80)

j=1 u=1

for all starting nodes 7, even for those less than 7' steps away from the target. Our interpretation
is, for all starting nodes, the existence of escape paths avoiding the target prior to the first reset
and therefore never hitting it. Expression (79) can also be obtained directly from by setting
there ®(¢) = 0 holding for ¢ > T and using that R - PAWR(R W, t— - k) =R-P(W,R,t - k)
remains forever row-stochastic. One has [W*~1.R-Pawr(R, W, t)]; = [W*~ 1], foralli = 1,..., N
and k < T reflecting the feature that the complete history of the killing events takes place
prior to the first reset and is “recorded” in [gr(W)];.

To visualize such a non-ergodic walk, we present an animation which can be viewed by
clicking here. In this simulation we have chosen T' = 50 and a uniform distribution ¢ (t) = 7,
t € {1,...,T} for the inter-reset times. We consider this walk on a realization of a WS graph
with 300 nodes and the other parameters identical to the simulations of Section [2.1.1] The
r-node (with label 100) coincides with the departure node and the t-node (with label 200) is
more than 50 steps away from the departure node and hence can never be reached. One can
see that the walker is confined in a region of 50 steps away from the r-node. The deterministic
case of T-periodic resets with 7" = 50 (Section |2 is visualized |in this simulation video for
the same network and identical parameters. The runtlme is 300 in both cases and less than 40
nodes are visited. Note that the smaller 7" and (At7) are, the more confined the walker is to a
region close to the starting point.
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2.3.1 Deterministic limit

The T-RRP class also contains the T-periodic deterministic limit, which is simply retrieved for
Yr(t) = 6 r. The T-periodic associated walk propagator then reads

PW,R;t)=0(T -1 - t)W' +O(t - T)R - Wimed T t € Ny (81)

and hence does not take a steady state for ¢ — oco. The large time limit , in this case, is the
time-average over one period 7-'R - Zf;ol Wk,

A special periodic case is again 7' = 1 where in each time instant a reset occurs (that is
N (t) = t almost surely) with ¢)(u) = u (g(u) = 1), which we already considered previously. In
that case boils down to

1 1
1-uR 1—u

PAWR(W,R§ U) = R, (82)
with A;(t) = 1 for all starting nodes with P(W,R;¢) = R (¢t > 1) where the associated walker
forever navigates in Lz and never hits the target.

3 Sibuya RRP

A rather interesting case in the class of non-Markovian RRPs is that in which the time interval
between consecutive resets is Sibuya distributed [63]. The Sibuya distribution is fat-tailed
with infinite mean. In this case no NESS exists, and the associated walk is ergodic (see also
Appendix D). Recall that the probability that no reset occurs up to and including time ¢ is [40]

IF't+1-a)
r'l—a)(t+1)’

t*a
r'l—a)

oL(t) =

(@ teNy, ae(0,1), dO(t) ~ t— o0,  (83)

with @&0(0) = 1. The Sibuya resetting rate is explicitly obtained as (see |i

[(a+t) o1

A Y A O

— 0, t — o0, (84)
with R,(0) =0 and 0 < R,(t) < 1. We plot in Fig. 4| R, (t) as a function of « for some range of
t. For fixed t the resetting rate R, (t) is monotonically increasing approaching 1 from the left
for « — 1—, corresponding to the limit AV;_(¢) — t of the Sibuya RRP counting process N,(t).
On the other hand, for « — 0+ we have R,(t) — 0+ (as ['(at) — o0). The propagator of the
associated Sibuya walk is then explicitly given by (26) together with (83) and (I13). Instructive
here is only its large-time asymptotics which, together with (29) and (24), is obtained as

PY(t) ~R- fo(t, W)

t — oo, (85)

=

PO ~ B TSNS Rk 6l)
S K F<a>mzzz Z k ]

and does not depend on the starting nodes. The only exception occurs for R = |¢;){¢;| where
the decay to the stationary distribution is a geometrically tempered power-law (see (29)). As
mentioned, there is no NESS here and the stationary equilibrium distribution is approached
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Figure 4: Sibuya resetting rate R, of Eq. (84) as a function of « and different values of ¢. The
numerical results for 1 < ¢ < 100 are coded with the colorbar, whereas the two extremal cases
t =1 and t = 100 discontinuous lines are depicted.

slowly by a power-law as a landmark of the non-Markovianity of the Sibuya counting process.
In the following, we restrict ourselves to investigate the first hitting statistics. To that end, we
evaluate the GF of Sibuya SP (66),

-1

PO (W, R;u) = (1 CWIL 11— W)Y R) S(1—uW)L /<1, (86)

where, from a numerical point of view, it is convenient to use the pseudo-inverse of W, which
is defined by

‘:§RN1 :NW , e — 0. (87)
W +iel W?2+e21
where one has that W;%(UW) — ug(uW)) for e — 0+.

There are two noteworthy Markovian limits. For « — 0+, where no resets occur almost
surely, one recovers the Markovian AW with PX]J%(W, R:u)=[1—uW] ! and f’fvjp)\(w, R;t) =
W¢. The second limit o — 1— is also Markovian and corresponds to the trivial counting renewal
process discussed previously where at each time instant a reset occurs. Formula (86) then
boils down to P{,a(u) = (1 — uR)~ with P{,)(t) = R’. This limit is non-ergodic unless Ly
comprises the entire graph.

From , we evaluate the Sibuya MFHT <T > = AWR W R; 1)]; and take the average
over all starting nodes ¢ to define the global Sibuya MFHT

(1) = 5 3 (Tie). (88)

We show in Figs. [5(a,c) the global MFHT (88) as a function of « for the above considered
WS and BA graphs and some proportions of uniformly distributed t-nodes, determined (as
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Figure 5: Global MFHT and MFHT as functions of the Sibuya index o with uniform resetting
probabilities to any node for some proportions of uniformly distributed t-nodes in the Watts-
Strogatz and Barabési-Albert networks with size N = 500. Frame (a): (7,) in Eq. as a
function of « for the Watts-Strogatz network. Frame (b): (To0(«)) as a function of « for the
same network as in (a) with starting node : = 100. Frames (c) and (d) present the same analysis
for the Barabdsi-Albert network. The parameters of the considered graphs are identical as in
Figs.[IJand[2] In all frames, we use the colors for the curves in panel (a) to code the proportion
of t-nodes.

previously) by independent Bernoulli trials. In the same settings, plots (b,d) in Fig. [5]show
the MFHTs with starting node ¢ = 100. In all frames of this figure, the resets are performed
with uniform probability R; = 1/N to any node of the network. In the (large world) WS graph,
(T,,) exhibits a pronounced decay as « increases, in particular for small proportions of t-nodes.
A minimum is reached for « — 1—. We interpret this decrease as follows: frequent resetting
to any node brings the walker, on average, quickly close to a t-node. For fixed «, the global
MFHT decays monotonically as the proportion of t-nodes increases. One observes that for
high t-node proportions (=~ 50%) the global MFHT and the MFHT for a specific starting node
(¢ = 100) take the minimal constant value of about one, independent of « in both graph types.
This makes sense since in such a configuration each node is likely to be either a t-node or a
neighbor of a t-node. In Fig. [5[(b) one can see that the MFHT in the WS graph for starting node
t = 100 has a similar behavior as the global MFHT of panel (a), in particular for large «. In this
case, the memory of the starting node is weakened by frequent resets (as soons as the Sibuya
resetting rate increases monotonically with «, see Fig. . For small t-node proportions (=~ 5%)
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we observe that the MFHT first slightly increases (as effect of the particular location of the
starting node) and then falls off with very similar values as the global MFHT. A comparison of
the frames (a) and (b) shows that the global MFHT captures well the essential features in the
large world WS graph.

In the small world BA network considered in the frame5(c), (T,) decays slightly with respect
to «, where the decrease becomes less pronounced for larger proportions of t-nodes (> 10%)
(turning into a slight increase for proportions lager than 16%), maintaining approximately the
values of the limit of the Markovian walk without resets a — 0+. A comparison of frames (c)
with (d) shows that the behavior of the MFHT (7}oo(«)) is rather similar to the global MFHT. For
larger t-node proportions (> 10%) (Tigo(«)) slightly increases with respect to «, maintaining
values close to the Markovian limit « — 0+ without resetting as well. We explain this very
weak dependence on «a by the small world feature of the BA network (short average distances
between nodes). Our interpretation is that, relocating the walker in a small world structure
with a large t-node proportion, in the average, does not change the distance to a given target
significantly. On the other hand, for sparse t-node distributions, frequent resetting to any node
of the network is still advantageous in reducing the first hitting times.

In the considered WS graph, the absolute values of the global MFHT for small o« (long
waiting times between resets) and in the Markovian limit « = 0 are much larger compared
to those in the BA graph. This clearly reflects the fact that the WS graph has larger average
distances between nodes as the BA graph (see again the representations of these graphs in
Figs. [I(a) and [2[a), respectively). Therefore, it makes sense that a random searcher needs in
the average more time to hit the same target in the WS graph than in the BA graph. Frequent
resets to any node clearly compensate the disadvantage of longer distances.

These results together with those obtained for Bernoulli resets give a consistent picture,
telling us that the presence of resetting reduces mean first hitting times most significantly in
large world structures with sparse targets. To enhance this effect, the relocation nodes should
be widespread over the network.

4 Conclusions and further directions

We developed a discrete time model for a Markovian random walker under renewal resetting
moving in a finite undirected, connected, ergodic, network. Our approach considers Markovian
and non-Markovian RRPs. From the concept of backward recurrence time, we derived an
exact formula for the propagator of the associated walk (see (26))). We applied these results to
Markovian resetting and discussed some related first passage quantities. We observe a non
trivial behavior of the MFPT both as a function of the resetting rate or the proportion of r-nodes.
We showed that the presence of resetting reduces the MFPT most efficiently in the considered
large world WS graph, whereas the impact of resetting is less effective in small world networks
such as the considered BA graph. As expected, the effect of resetting disappears in completely
connected structures (see Fig. [3).

We focused on different resetting scenarios. We developed a framework based on killing
the walker at the time of reaching target nodes to study the first hitting statistics in the case
of non-Markovian RRPs. We derived an exact formula (see (66)) for the GF of the SP
from which information on first hitting statistics for the associated walk can be obtained (see
(I2), (26)). These exact results are useful to analyze search strategies for a wide range of
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random walks under non-Markovian RRPs in complex environments, and various relocation
scenarios. In particular, the SP allowed us to formulate some sufficient conditions for which
the associated walk is ergodic (see Remark [2.3). In order to show that the associated walks
are not always ergodic, we introduced a class of RRPs for which the walker after the first reset
is trapped in a certain region, preventing the complete exploration of the network.

As a follow-up project, a more profound analysis of ergodic properties of random walks
under resetting in various network types should be carried out. In this context, infinite graph
scaling limits appear worthy of consideration. In the present paper we considered undirected
networks. However, this approach can readily be adapted to directed graphs and biased
motions. The results presented in this paper have a large potential of generalization with a
wide range of possible interdisciplinary applications [2]. A further interesting direction is to
endow the walker with a memory of previously visited nodes to discourage or encourage visits
of already explored regions [I33, [34]]. Moreover, the entries of the resetting matrix R;j may
depend on the walker’s position at the time of the reset. This problem has a connection with
partial resetting [29]. A further topic calling for thorough investigation is transient reset. In
this situation, the time intervals between consecutive resets are defective random variables,
and the governing RRP comprises a finite number of resetting events almost surely [50]. In
such a model, the number of excursions is “naturally” limited by the (energy) cost of the search
process [[13]]. Finally, one may consider also telegraph processes [|39, 64] or some kinds of
deterministic motions under resetting.
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A Proof of formulas (43) and

Let Diag(M) = [0,;M};] be the matrix containing the diagonal elements of M = [M;;] and
consider H the all-ones matrix, i.e. H;; = 1 for all 4, j. Then, the MFPT matrix is given by

(T(p;R)) = (1 +H - Diag(S) — S) - (Diag [p-R - (1 — qW)']) " (89)

where S is defined in (42). The condition ¢ =1 — p < 1 is required for 1 — ¢W to be invertible.
Now we derive (46). From (32) and (34) one has straightforwardly

P(o00) 1

P(u) =(1-¢W-pR)- (1 —qW)-(1—quW)

(90)

Y

Setting u = 1 yields (46) and (47).

B First hitting path statistics

Here we aim to motivate our approach of killing the walker once t-nodes are reached and to
establish the connection of the first passage probability Fj;(¢) in Eq. (38) with the FHT PDF
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of for Markovian walks with a single t-node b. An extension to multiple t-nodes is briefly
discussed at the end of this section. Consider a sample path of ¢ steps, ¢ > 1, starting from a
node ¢, passing through the nodes r; — r, — ... — r; and introduce an indicator function (IF),
telling us whether the target node 0 is hit or not. This survival IF has then the form

h(rly---;rt;b>:(1_5r1,b)~~-<1_6ﬁ,b>7 t21,2,...7 szl,...,N. 91)

For t = 0 we define h = 1. The function h(ry,...,7;b) = 1 while the walker is alive (i.e. it has
not hit b yet) and h(rq,...,r;b) = 0 otherwise. In addition, the first hitting time IF reads

f(?’l,...,rt;b):h(rl,...,rt,l;b)drhb, t:1,2,..., T’jzl,...,N (92)

with f(ry,...,7;b0) = 1 at the time instant when b is hit for the first time and zero otherwise. It
makes sense to define f = 0 for ¢t = 0. Observe that for ¢t > 1 one has

h(ry, ... re—1;0) — f(re, .. .,re0) = h(r, ... 1213 0) (1 — 0p,0) = h(71, ..., 143 0) (93)

and .
L= (1= 6pp+0m0) - (L= Orp+ 6p0) = h(ri, . mib) + Y flre,...,masb) (94)
k=1
where f(r1,...,7; b) considers the sample paths hitting b at step & for the first time, no matter

whether at the remaining ¢ — k£ steps 0 is hit or not. Then, we consider the sample path average
to hit the node £ in one step, given that the starting node is i,

N
(Grk) =D Wipbrp = Wi (95)
r=1

which clearly recovers the transition matrix element. The probability that the Markovian
walker, starting from node ¢, chooses a specific sample path ¢ — r, — ... — r; is given by
e —ry — ...ry) = Wi, Wii iy .. W, .. We now average the survival IF over all possible
paths of ¢ steps while keeping the starting node : fixed to arrive at

N N
<h(fr1,...,frt;b)> :Z...ZH(@'—H’l%...,%rt)h(rl,...,rt;b)

ri=1 r¢=1
N N
=) Wi Wey iy Wiy b, 1) (96)
ri=1 r¢=1
N N N N N N
=) Wi W= Wi = Ay(t)
ri=1 re=1 r=1

retrieving the survival probability (58). Performing this average for (92) yields the probability
to hit b at step ¢ for the first time, or, in other words, the FHT PDF defined in (59). We will show
below that the latter coincides with the first passage probability Fj,(t) of (38), as

N
(s 0)y =D Y Wi oo Wo o Wo = [W Wy = xa(t) = Fa(t)  (97)

T1:1 T‘t_1:1
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where we considered y;(1) = W;;, and x;(0) = 0. It is straightforward to obtain

N N N N
Ai(t) = At = 1) = xi(t) = D (Wi (1 = W) = 3D (W, Woa(1 = 00p) = > [W's,
r=1 r=1 r=s s=1
which also corresponds to the averaging of (93). The averaging of (94) retrieves (58), and
letting ¢t — oo, with the aid of (97), takes us to

ib

iﬂb(t): [(1—W)*1.W} =1, i=1,...,N. (98)
t=1

This tells us that b is eventually hit with probability one, reconfirming the well-known feature
of the recurrence of Markovian walks in finite (ergodic) networks [24, 44, [54] |62]]. Further,
consider that, in order to arrive at , we implicitly used p(W) < 1 as Aj(c0) = 0 for all
i=1,...,N. We can easily double check the correctness of (98):

N N
Z Z[l — W]zk[l — W)_l]krwrb = Z5irwrb =Wy =1- Zka
r=1 k=1

k=1 r=1

Then, recall the MFHT to node b. Considering (97) we have

(Tw) =Y txit) =Y t[W- Wl

(1= W)W =3 (1= W) [(1 - W) W, ©9

k=1
=[1-wW)7;
which, considering also (98), recovers our previous result (64).
Finally, to establish the connection with (38)), we need the conditional sample path average
of ¢ steps hitting b at the step k£ < ¢ for the first time and ending again on node b

(e, a5 0) p0p) = [WETL WG [WE Ry, = Fy (k) [WE )y, t € N. (100)

Here we have used that [W!™*],, = is the conditional sample path average of the indicator
function of the transitions b — b in t — k steps, corresponding to the Markov property. The
summation of from k = 1 to t covers all sample paths starting from i, ending on b of ¢
steps, containing b at least once. The resulting quantity can therefore be identified with the
transition probability from 7 to b in ¢ steps:

t
(Wi =Y Fu(k)[W' ™,  t>1 (101)
k=1

holding for Makovian walks. We identify this equation with if we use Fj;(0) = 0 and the
initial condition [W?];, = d;,.

These considerations show that the first hitting statistics with the classical approach of
Section |2.1.1|and that with killing t-nodes of Section are equivalent for Markovian walks.
Note, the latter does not require the Markov property of the walk and can be appropriately
adapted to a non-Markovian resetting framework.
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B.1 Arbitrary t-node sets

Consider now a set B of (multiple) t-nodes. The survival IF of a sample path of ¢ steps
ry — rg — ... — r; then writes

h(rl,...,rt;B):Hh(rl,...,rt;b):(1—@(rl,B))...(l—@(n,B)), t>1 (102)

beB

where one has 1 — O(r, B) = [[,.5(1 — 6,) and recall ©(r,B) = >, 5 0,». The FHT IF then reads
f(ri,...,rB) = h(ry,...,1r1;B)O(ry, B) (103)

where h(ry,...,re—1;8) — f(r1,...,1;8) = h(ry,...,r; B) is the counterpart to (93). With these
ingredients, the appropriate distributions governing the first hitting statistics of the t-node set
B can straightforwardly be derived.

C Some derivations related to the SP

Let us prove the connection of the GF (25) with the GF of the SP (66). Consider the matrix
function for the arguments W, R and evaluate

1 _ 1 N RQZ(Z})
1—ug(uW)-R 1—-Ri(u) 1—Ru(u)
- (104)
_ — 7 n __ @/J(U)
_1+an:;[z/1(u)] _1+1——1Z(U)R

as ug(uW) - R = ¢(u)R and R" = R for n > 1. Hence, we retrieved (25).
Now let us derive the renewal equation (68). To that end we rewrite the GF (66)) as follows:

_ - 1 — b(uW - —
Pawr(W, R u) = % +Fug(uW) - R - Pawr(W, R; ) (105)
— U

Inverting this relation we obtain (68).
It is also instructive to consider in the case of geometric resets. This yields

~ ~

Pawr(W,R;u) = [1 — u(gW + pR)] ™! (106)

and this leads to L _ ~
Pawr(W, R;t) = (¢W + pR)t (107)

which shows Markovianity of the process. By replacing W and R with W and R in ID we
retrieve the propagator (37).

D Sibuya distributed resetting time intervals

Here we are concerned of the class of walks in which the time between consecutive resets is
fat-tailed. In particular, we consider the case of a resetting PDF characterized by a power-law
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tail: ¢, (t) < t~~! for large ¢ and exponent o € (0,1). As a prototypical example of this class, we
consider Sibuya distributed times between consecutive resets. The Sibuya PDF reads [35, [63]

(—1)tt al'(t — «)
1l T(1—a)D(t+ 1)

with 1, (0) = 0 and 9, (t) ~ at > /T(1 — a), t — oco. It has GF
Yo(u) =1 — (1 —u)?, lu| < 1. (109)

¢a(t) =

ala—1)...(a—t+1)=

t=1,2,..., «ac(0,1) (108)

The probability . (t) that no reset happens up to and including time ¢ has GF @&0)@) =

(1 —u)*"!, |u] <1, and reads
I't+1—a) . e
dO(t) = th @O () ~ ——, ¢ . 110
o =t —argany  WRE O~ paT gy T (110)
Further, the double GF (15) reads
falu,v) = (1 —u)"*(1 — uv)* 1. (111)

Its inversion with respect to v gives (1 — u)*aubtbg))(b). Then, setting ho(u) = (1 —u)~2, we
obtain h(,t) = I'(t + ) /[(T'(a)T(t + 1)] leading to the formula (see (18))
Fit—b+ ) I'b+1—a)
F(@)l(t—b+1) T(1—a)(b+1)
with f,(¢,0) = 0 for b > t (as h,(7) is causal and supported on Ny, which makes sense as

B,:=t—J, <t). Note, we retrieve (110) for b = ¢. Using causality of h,(7) we can write down
the GF of (112) with respect to b, obtaining

falt,b) = ho(t — b)@O(b) =

«

b<t (112)

_ ! s = Tt—b+a Fb+1-a)
Jalt;v) = ; ha(t — )2 (b)e” = ; F(a()F(t —2 +)1) m(— Z)r(b+)1)“ ' (113)

The expansion stops at b = ¢ and is covered by (19) if we recognize that h,(t) = d,0 + Ra(t),
where R, () is the resetting rate of the Sibuya RRP (with R, (0) = 0), see formula (I16) below.
Interesting is the asymptotics ¢t > b > 1:

toz—l b—a
I'(a)T(1—a)
This relation coincides with the one reported for continuous time: see [11] (Eq. (12) in that

paper — recall Euler’s reflection formula for the gamma function) and [41, 149]. The Sibuya
resetting rate (see (I6)) has GF

fa(t,b) ~ (114)

Ro(u) = (1 —u)™ —1=ha(u) — 1. (115)
Its inversion leads to the expression

I'(a+1)
D(a)T(t+1)

with R, (0) = 0 and the large time asymptotics R,(t) ~ t*!/T'(a). The dependence of R,(t)
with respect to « is shown in Fig. 4| for some values of ¢. Note that 0 < R, (¢) < 1 which follows
by considering that R, (t) = (N,(t) — N,(t — 1)) where N,(t) denotes the Sibuya counting
renewal process. Recall, we have N, (t) — N,(t — 1) € {0,1}, ¢t > 1, which holds true for any
discrete-time renewal resetting rate. In particular, for « — 1—, one has R;_(t) = 1, ¢t > 1
corresponding to the trivial counting process where N, (¢) = ¢ almost surely.

Ra(t) = ha(t) — 6o = =0 + (116)
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