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Abstract—We address a community detection problem in a
realistic federated learning setup where clients own non-iid data.
We propose a Clustered Federated Learning-based method (CFL)
that can dynamically discover client communities according to
their model distances along the federated rounds. This method
is based on Louvain clustering, a relevant model similarity
measure and a client aggregated model attribution strategy.
The proposed framework enables the unsupervised detection of
communities with no prior knowledge while maximizing client
task performances. We propose an extensive study based on the
Cifar10 dataset to assess the sensitivity of the approach to critical
factors including data non-iidness level, model initialization,
client participation rates and client cluster attribution strategy.
Importantly, both model task accuracy and clustering relevance
are evaluated thus extending state-of-the-art standard evaluation.
Compared to state-of-the-art on an image classification problem,
we show the interest of our continuous clustering and attribution
strategy along federated rounds that maintain client migration
capability while preserving the aggregated model relevance. This
facilitates learning convergence while reducing result variability
along trials. This work can be flawlessly integrated in standard
FL approaches and opens new directions for both task perfor-
mance and community detection relevance in a federated learning
context. Results show the relevance of the clustering on an image
classification task to discover communities of related classes.

Index Terms—Federated Learning, Community Detection,
Clustered Federated Learning.

I. INTRODUCTION

Federated Learning (FL) has recently emerged as a re-
search direction for enhanced privacy and secure decentralized
machine learning approach [18]. However, heterogeneity and
diversity of data across multiple clients remains a challenging
but realistic issue that limits the relevance of a unique feder-
ated model [11], [16]. Recently model personalization [23]
and more specifically Clustered Federated Learning (CFL)
[5] has been proposed to address such problem by grouping
clients according to a similarity criteria therefore producing
intermediate models between local models and the global
model. Promising results have been shown, improving task
performance for each client, taking advantage of both the
aggregation of similar local models and a global knowledge.
However, to the best of our knowledge, such approaches are
task performance oriented and do not explore the community
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detection potential of CFL. In addition, several questions re-
main on the model similarity measure relevance, the clustering
strategy and the result variability with respect to common
basic but critical factors such as the client’s participation
rates, model initialization and so on. In this work, we explore
the community detection potential of CFL while studying
both model task and clustering convergence behaviours with
respect to some important factors encountered in real life
application. Finding these communities during the training
phase opens to new methods relevant for model optimization in
a variety of realistic scenarios including non-iid data and also
learning on data streams by optimizing community models
that gather clients with similar data distributions. In this
work, we explore this direction, continuously detecting client
communities along training, and integrating it into a clustered
federated learning approach. Our generic approach is evaluated
on a controlled dataset allowing for the evaluation of clustering
relevance while providing insights on results variability related
to sensitive method choices and initialization. The proposal
relies on a community models attribution method to each
client that can be associated with complementary state-of-the-
art methods such as client sampling [7] and model aggregation
methods [25] that aim at mitigating bias. Our contributions are
summarized as follows:

1) A regular client clustering enabling for community
detection on the server side with no prior on client
behaviours.

2) Community dedicated aggregated models generation
added to a global model.

3) A community model client attribution strategy.
4) An evaluation of the approach on a controlled dataset to

quantify both task performance and clusters quality.

This article is organized as follows: the first section explores
similar CFL methods of the state-of-the-art. The second sec-
tion describes our problem. The third section presents our
contributions. The fourth section evaluates the sensitivity of
our approach to critical factors such that the data non-iidness.
It then compares several attribution strategies according to
several hyperparameters. The last section concludes this work.



II. RELATED WORK

The initial proposal of Federated Learning [18] assumes that
a single model can fit all clients, even if their data distribution
is non-iid. But averaging client models that have very different
distributions might lead to a poor optimization of the global
model. In addition, as for realistic scenarios, clients and their
data evolve in time thus creating new bias that has to be
mitigated. Federated Learning is indeed very sensitive to the
data distribution [11]. Bias mitigation is thus an active research
direction for instance relying on model aggregation optimiza-
tion [4] and appropriate data sampling strategies as presented
in [7], [17]. Following this direction, Personalized Federated
Learning [23] have recently been proposed to provide each
client with relevant shared models. Among the diversity of
the approaches, Clustered Federated Learning (CFL) based
ones isolate groups of clients to mitigate bias and to provide
relevant models to similar client subsets. Such approaches rely
on a variety of similarity measures as well as optimization
objectives. This section presents several recent approaches of
the literature.

[7] consider client clustering as a solution to mitigate
bias. Different from the other work presented hereafter, this
work considers client sampling clustering in order to reduce
communication costs with the server while increasing clients’
representatives and reducing variance of the client’s weight
aggregation. Hierarchical clustering is applied on the gradient
between each client and the global model.

Sattler et al. introduce Clustered Federated Learning [21] as
a new federated multitask learning method. It improves perfor-
mance by grouping clients into clusters with jointly trainable
data distributions, achieving greater or equal performance
than conventional federated learning under privacy constraints.
In this article, clients are bipartionned after each round by
comparing the cosine similarity of their gradient updates.
Clients are thus grouped with respect to their convergence
directions but the proposed method remains task performance
guided and does not study the resulting partitioning.

The IFCA algorithm [8] is a Clustered Federated Learning
method that aims to make FL more efficient when clients own
non-iid data. Contrary to the CFL literature where clustering
is more likely to be made on the server side, Ghosh et
al. argue that making clusters on the client’s side reduces
the computational cost of the server. IFCA clients therefore
identify their cluster by themselves by selecting the model that
minimizes their loss. It implies an increase of computational
cost on the clients that have to test several models before
identifying their cluster. Finally, IFCA expects the number of
clusters to be known in advance which limits its applicability
in real scenarios. In addition, the communication cost is
increased as clients must receive a set of models from the
server instead of a single one.

FlexCFL [5] is a CFL technique that aims at grouping
clients by their gradient updates similarities. It implements a
specific mechanism for allocating a model to new clients for
a better scalability. This approach is restricted to supervised

learning since client’s migration from one cluster to another
is triggered when their data label distribution evolves above
a threshold. Such policy can be challenging to calibrate and
may imply the communication of the client label distributions.
FlexCFL uses a similarity metric called Euclidean Distance of
Decomposed Cosine Similarity which decomposes the updates
into m direction using Singular Value Decomposition then
compute a cosine similarity. The main advantage of this metric
is to avoid the concentration phenomenon coming from the
model parameter dimensions. In addition, they also propose a
method to cluster clients according to their gradient based on
EDC that can handle a change in data. FlexCFL is compared
to IFCA and shows a better optimization of the global model
on several datasets (MNIST, FashionMNIST, FEMNIST) and
models (CNN, MLP, MCLR). As for IFCA, the number of
clusters obtained with FlexCFL must be known in advance
while clustering quality is not studied.

Briggs et al. propose hierarchical clustering to group clients
relying on the similarity of their local updates [3]. While
previous methods cluster clients after each round, this method
first train models without any clustering step for n communica-
tion rounds then use the hierarchical clustering. After clusters
are separated, they are trained separately until the end of the
training. Clustering after n rounds allows clients to converge
to a global shared solution before being clustered but may
produce more similar clusters and introduce a bias related
to the global model. Authors show that in a non-iid setting,
beginning clustering in the first rounds of communication is
preferable. Unlike IFCA or FlexCFL, this method does not
expect the number of clusters to be known, thus providing
more flexible. However, datasets are expected to remain static.
Similarly, Espinoza Castellon et al. [6] propose a client
partitioning strategy that is applied a single time at a late round
along a regular federated learning session. Relying on model
cosine similarity clustering, this allows clients to be grouped
after the global model has converged and let them specialize
in the remaining rounds while still sharing their knowledge
their similar neighbours. The choice of the clustering round
remains delicate while the bias introduced by the global model
must be mitigated in the last rounds.

Works presented in this section are focusing on the opti-
mization of a single or a set of multiple shared models relying
on a variety of strategies. None of them actually assess the
quality of their clustering. Sattler et al. note that CFL exposes
a new privacy issue as it seems possible to infer information
about clients from their models at each round [21]. In this
work, we push further this idea and aim at both maximizing
task performance and discovering communities of clients from
their models during the Federated Learning process.

III. PROBLEM STATEMENT

Searching for a general CFL approach with minimum prior
knowledge on the data and client behaviours, we consider a
configuration with standard methods for model aggregation
with no private information communication between clients



and the server apart from the local model and no communica-
tion across clients. This thus build a baseline that can be fur-
ther improved with refinements related to aggregation, client
sampling and other complementary approaches discussed in
the previous section. We then evaluate the relevance of the
proposed strategies with respect to their own configuration,
model initialization, as well as client data distribution and
participation rates.

A. General configuration

We focus on non-convex optimization problems addressed
with neural network and build upon the centralized federated
learning as defined by [18]. We assume that a set K of
clients participate to the optimization of the same model
relying on the same optimization criteria but different training
data distributions. Clients are connected to a single central
server that receives and aggregates client models at each
communication round. Regarding client selection, all or a
random subset Qt ⊂ K with Qt ̸= ∅ of the clients participate
to a given communication round t and provide the server with
their updated local models.

Community models WCi are computed as the average of
the local model weights wk of a given subset of clients Ci,
with Ci ⊂ K and Ci ̸= ∅ defined in eq. 1.

WCi
t+1 =

1

|Ci|
∑
k∈Ci

wk
t (1)

With such base aggregation, at a given round, each client has
the same contribution to their community model WCi

and the
server does not need to know about client dataset behaviours
and consider them equally. Regarding client sampling for each
round, we consider the standard uniform random sampling
approach but other refined strategies such as [7] can be used
flawlessly. Finally, data distribution of each client remains
constant along a given experiment but can vary from an
experiment to another (Cf. evaluation section V).

B. Server side priors

With no prior on the client communities and their data
behaviours, the objective of the server is to both help clients
maximize their task performance and detect their communities.
Finally, clustering should not introduce bias and reduce clients
task performance by locking them into a given cluster. This
constraint also opens further perspectives related to federated
learning on data streams and time evolving data [17].

IV. COMMUNITIES DETECTION

Community detection is a fundamental task aiming at iden-
tifying groups of entities that are densely connected within
themselves but sparsely connected to other groups [9]. We
consider here federated clients as entities and search for
their partitioning with respect to their model similarities thus
considering such metric as edges in the client graph.

We then propose a client clustering and community model
computation process applied on the server side all along the
optimization process in the aim to avoid case study dependent

clustering hyperparameter search as for [3], [6]. Such strategy
also allows the monitoring of client community attributions
along the federated optimization process, anticipating appli-
cations related to security such as poisoning attacks detection
[6].

In this section, we present our client community detection
approach that involves the choice of a similarity metric, a
scalable client partitioning and the synthesis of community
models as well as a global model.

A. Similarity metric

The common methods to evaluate the similarity between
models are representational and functional similarity metrics
[12], which respectively compare each neuron activation and
output. The most common used are CCA and CKA [13],
two representational metrics. However, reference data inputs
are required to generate neuron responses, relying on one
common set of carefully selected and unbiased samples to
compare multiple models. Following the server side priors
detailed in the previous section and the general difficulty to
collect relevant, unbiased and privacy preserving centralized
data, we do not consider such approach. This leaves the option
of using distance metrics instead, that will assess the distance
of models according to their parameters. Such metrics are
low computation cost and the most typical ones reviewed in
[12] are L-norms, cosine distance and Procrustes disparity,
that can be aggregated all along deep models. In addition,
the deep relative trust or trusted distance introduced with the
Fromage optimizer [1] expresses the functional distance be-
tween models with similar structures. Its upper bound follows
equation 2 with L the number of model layers, wa,l and wb,l

the parameters of models a and b at layer l.

trusted(a, b) =

L∏
l=1

(
1 +
||wa,l − wb,l||F
||wa,l||F

)
− 1 (2)

Along a preliminary study, we compared such metrics
and consider the trusted distance as the most relevant, with
stable results, but this choice is not critical in this study as
other metrics such as cosine distance classically used in CFL
approaches yield similar results despite being less selective.
Distance values are next mapped to the range [1,0] before any
other transformation allowing for distance comparison and in
order to provide normalized values to the following processes.
Distance values are normalized and transformed in similarity
values according to eq. 3:

f(v) = 1− v −min

max−min
(3)

v being the value to normalize and min and max respec-
tively the lowest and highest distance across all the client
model pairs at a given round.

Normalized chosen distance measures are then converted
to similarity values in order to comply with the following
client graph clustering approach. Three main approaches are
possible, their choice impacting on cluster composition :



Fig. 1: Overview of our CFL community detection approach over a round. Firstly, clients participating in the previous round
send their trained model to the server. Then the server runs the aggregate fit function described in the algorithm 1 and detects
client communities. Finally, the server executes the function configure fit from the algorithm 2 to sample and initialize the new
set of participating clients. In this example, returned models in configure fit are the nearest community model of each client.
It therefore matches the 1NN algorithm.

”exaggerating” small distances (e.g. x −→ x1/2), exaggerating
great distances (e.g. x −→ x2), or linearly transforming the
distance matrix. Exaggerating great distance by the following
transformation x −→ x3 has been chosen to facilitate the
differentiation between low and high similarities. Note that
the higher the exponent value is, the lower similarity values,
possibly making low to high similarities more difficult to
distinguish.

B. Client partitioning method

The identification of client groups can be considered as a
clustering problem when considering the full client adjacency
matrix by computing similarities between each client pairs.
It can also be formulated as a community detection problem
if only a subset of the client distances is considered. Full
adjacency matrix can be a computational bottleneck and can be
difficult to obtain in the case study of a cross-device federated
learning case study with a large number of clients but remains
acceptable in case of a cross-silo FL setup with fewer clients.
Also, the partitioning algorithm introduces an additional cost.
Then the choice of such algorithm can be guided by the
expected clustering quality, computational cost requirements
as well as scaling capabilities, and hyperparameter search
cost. Several methods are proposed in the literature for clients
clustering [19]. CFL state-of-the-art papers usually rely on
hierarchical clustering as for [3], [5]. In this work and as
for [6], we consider the Louvain community detection (e.g.
Louvain [2], Leiden [24]) that is appropriate with a large
range of client numbers while introducing few hyperparam-
eter search. Its main hyperparameter so-called ”resolution”,
controls the size of the clusters and thus the communities
fragmentation. Small resolutions leads to numerous small

clusters, while high resolutions leads to few big clusters. In
the following, the partitioning at a given round yields P , the
list of client communities. Each community i presenting a
community model noted WCi computed from eq. 1.

C. Clients’ model attribution

Finally, considering the overall CFL process, a global
strategy for clients partitioning and community cluster attri-
bution to each client must be defined. Following our problem
statement, minimum knowledge on client behaviours being
available, the server is almost blind and should apply a careful
clustering that do not bias clients by locking them into a non-
relevant cluster. We then propose a flexible approach inspired
from [5] that applies client partitioning regularly along the
optimization process. However our approach differentiates by
applying clustering after each round instead of introducing
a tuned trigger that relies on a label shift measure. We also
compare a variety of model attribution strategies that would
allow any client to move to the most relevant community
model at any time along the process, their choice impacting
on task performance and clustering quality. We consider the 3
following aggregated model attribution strategies applied after
the client sampling step of each federated round t to provide
each participating client q with a personalized aggregated
model wq

t+1:
1) AVG: participating clients receive the global model Wt

that is the unweighted average of the set of community
models WCi

t . Each community thus contributes with the
same weight to build the global model. This approach
resembles the standard FedAVG but does not weight
client nor community contributions thus being naively
more ethical.



Fig. 2: Client similarity distributions over 2 FL optimization trials without (top row) or with (bottom row) preliminary distance
normalization (eq.3) The histograms are averaged from 4 experiments, respectively for the top and bottom row. For visualization
and as for the applied process, top row shows the similarity values calculated from the raw distance measure v with f(v) =
(max− v)3, max being the greatest distance value between all client models at a given round. Normalized distance enables
faster convergence to the expected cluster separation along the FL process.

2) 1NN: relying on the same model distance, here the
trusted distance, a given client receives its nearest com-
munity cluster. Note that in case of a new unknown
client, the global model Wt is attributed as an initial-
ization.

3) WNN: an intermediate approach, the semi-soft assign-
ment strategy [15] shown in eq. 4 that computes an av-
erage of neighbouring community cluster. It introduces
more flexibility with the β parameter that modulates the
influence of the neighbours and an early cut-off effect
brought by the selection of the nearest neighbours that
reduce the influence of long-range clusters. For each
selected client q, their k-nearest community models,
Nq , are considered and their individual distance to each
client q is used as a weighting factor uq,j to compute
the personalized aggregated model wnn(q,Nq) at round
t (we do not explicitly mention t in the following
formulation). We consider β = 1.0 as the default
configuration. Again, in case of a client newcomer, the
global model Wt is sent instead.

We then present the aggregation and the model attribution
algorithms in respectively alg. 1 and alg. 2 using the same
notations. Those two algorithms are called sequentially as for
the classical Federated Learning process. Fig. IV illustrates the
workflow of the proposed contribution over a single round, this
process being repeated along training rounds.

uq,j =
exp

(
−βtrusted(wq,W

Cj )
)∑

l∈Nq
exp (−βtrusted(wq,WCl))

wnn(q,Nq) =
1

|Nq|
∑
j∈Nq

uq,jW
Cj

(4)

Algorithm 1 Model aggregation step for a FL round t

1: procedure AGREGATE(clientUpdates)
Require: clients the graph of know clients, may be empty
Ensure: clients, P , Wt and each WCi to be updated

2: clients← updateClientGraph(clientUpdates)
3: P ← applyLouvainClustering(clients)
4: for each Ci ∈ P do
5: WCi

t ← 1
|Ci|

∑
k∈Ci

wk
t ▷ Equation 1

6: end for
7: Wt ← 1

|P |
∑

i∈P WCi
t ▷ Same as equation 1

8: end procedure

V. EVALUATION

A. Experimental setup

In this section, we present an approach to evaluate our
contribution with comparable state-of-the-art methods. We
search for a relevant case study where realistic communities
can coexist without exaggeration of their behaviours that could
be easily spotted by high capacity models. We thus consider
the classification problem related to the standard Cifar10
dataset [14] with preserved image orientations and colour
distributions. Further, relying on the underlying label ontology
of the dataset, we apply a client sampling policy on the
training dataset to create communities based on semantic label
distribution shifts and verify the capability of CFL approaches
to detect them while maximizing classification performance.

Cifar10 is a challenging toy dataset that allows for relevant
evaluation of community detection along with a difficult
target classification problem. It gathers 10 classes: airplane,
automobile, bird, cat, deer, dog, frog, horse, ship and truck.
We assume there are two super classes representing higher
levels of the dataset labels ontology: animals and vehicles.



Algorithm 2 Client sampling and model attribution

1: procedure CONFIGURE FIT(K, P , Wt)
Require: a client sampling method SampleClients, kNN

relies on the trusted distance.
Ensure: a subset Q ⊂ K start a round with an appropriate

aggregated model.
2: Q←SampleClients(K)
3: for each client q ∈ Q do
4: if AVG or q is newcomer then
5: wq

t+1 ←Wt

6: else
7: if 1NN then
8: wq

t+1 ← kNN(q, P , k=1)
9: else if WNN then

10: nearest clusters Nq ← kNN(q, P , k=3)
11: wq

t+1 ← wnn(q, Nq) ▷ Equation 4
12: end if
13: end if
14: FitRound(q, wq

t+1)
15: ▷ client then fits starting with wq

t+1

16: end for
17: end procedure

The goal of the server is to detect these two communities
while clients are training with different classes distributions.
The model used for the experiments is MobileNet [10] which
is a high-capacity model but remains frugal with modest per-
formances on Cifar10 compared to newer models. This choice
is, however, relevant to conduct all the proposed experiments
at a reasonable cost, totalling 8000 CPU hours, not counting
calibration trials, on Intel(R) Xeon(R) Gold 5118 CPU @
2.30GHz and 40Go of RAM, using the Tensorflow 2.14.1 and
Flower 1.9.0 libraries within our open-source framework.

Models task performance and cluster quality are assessed
in the following section on the official Cifar10 validation set,
a collection of balanced 10k sample, through three metrics:
model accuracy, the Adjusted Rand index (ARI) and the
Silhouette score. Adjusted Rand index produces a score that
assesses a clustering compared to an expected partitioning [22]
while the Silhouette score evaluates how much clients are close
to their cluster and how far they are from other clusters [20].
Each experiment is run on 40 rounds, with 10 clients and
averaged on 4 runs with different initialization seeds. Each
client has a majority class, the quantity of which can varies
between experiments.

B. Results

1) Louvain resolution and data distribution: This first ex-
periment plan compares the aforementioned metrics according
to varying data distributions and Louvain resolutions. The aim
is to show what data distribution and what resolution are the
most profitable to the community detection. We then build
an exaggerated imbalanced data context based on the Cifar10
dataset where 10 client train in an FL session while each
has a specific majority class in its local training set. With

the 10 class labels indexes in L = {l0, l1, ..., l9}, we thus
create a context where a given client k has a majority class
lk such that Pk(lk) = mk while any other label lo ∈ L
with lo ̸= lk has balanced ratio with the others such that
Pk(lo) = (1.0 − mk)/9. By setting mk = 1.0, each client
therefore owns a single class that is different from other
clients. It is the most non-iid case in this configuration. In
this experiment, all the clients participate to each round.

Fig. 3a presents the classification accuracy measures with
varying degrees of non-iideness controlled by mk and the
Louvain resolution on the balanced validation set. Accuracy is
strongly impacted by the non-iidness but not by the Louvain
resolution. But unlike accuracy, ARI is much higher when
training on non-iid data, as shown in Fig. 3b. The clusters
are also more dense and better separated when client data
is non-iid and the resolution is higher as shown in Fig. 3c.
Results show that the best hyperparameters in order to detect
communities is Louvain resolution at 1.0 and a data distribu-
tion parameter mk = 1.0. A higher Louvain resolution allows
to make fewer but bigger clusters, which is very effective to
detect only two communities as for our specific evaluation
conditions. Also, mk = 0.7 is a compromise between a
better model optimization and a worse Silhouette score. In
conclusion, first, when data is more balanced across clients,
local models are more similar and community detection is
harder, this could be expected. Also, a sticking point is the fact
that model clustering becomes easier when clients are biased
by a specific majority class. Their clustering finally matches
the one of the animals and vehicles superclasses. Then our
CFL approach is able to differentiate the high semantic level
categories even if these are not explicitly shown along training
and despite the strong variability in the data even at the class
level. This is a strong result to be validated in over context in
further studies. Coming back to the data, this means that when
clients are strongly biased by a given class i.e. when mk is
high, then, the local models of a same superclass converge to
a similar solution despite the fact that objects background is
very diverse and resembling across superclasses. We actually
reach subtle results that complete previous work results such
as IFCA [8] that showed the capability of CFL to differentiate
clusters of rotated and original images. This also confirms the
potential privacy issue discussed in [21] since the server knows
the community model a given client belongs to.

In addition, we studied the impact of model distance nor-
malization before similarities computation and the effect on the
community’s separability. Fig. 2 shows the evolution of simi-
larity distributions along the federated rounds comparing two
trials with either not normalized or normalized distances. One
observes, with normalized distances, the faster convergence of
the distributions to the 2 expected modes that illustrate high
intra-cluster and low inter-cluster distances.

2) Model attribution and selection rate: The relevance of
each proposed model attribution method described in section
IV-C is compared with a varying ratio of participating clients.
We consider a non-iid training data distribution for each client
with mk = 0.7. Client selection rates remain constant along



(a) Accuracy (b) Adjusted Rand Index (c) Silhouette score

Fig. 3: Metrics for 1NN attribution model strategy according to Louvain resolution and data distribution.

runs for each experiment. Louvain resolution is set to 1.0 for
each method. We add to the comparison the results provided
by the IFCA state-of-the-art paper [8].

IFCA is a CFL method tested on rotated Cifar10 images
to improve the global model. The original paper reports a
successful partitioning of images in two clusters: one for
regular images and one for rotated images. However, clustering
images according to their semantic superclass is a completely
different task that can be interesting to test with such approach.
In our experiments, the IFCA method uses the exact same
dataset described in previous sections. Then IFCA is not
compared in the same conditions as the original paper since the
clients’ data distribution is solely different. In these conditions,
as reported in Fig. 4a and 4b, results show that IFCA’s global
model is less accurate and that the clustering produced is not as
relevant as other methods. Since IFCA produced worse results
than other approaches in favourable conditions, we did not test
it further on lower selection rates.

Also, we compare with the AVG approach followed by a
late clustering step that mimics the work of [6]. Called ’Late’
attribution strategy, this approach is of interest but actually
imposes a strong expert choice or an optimization on the round
selection where clustering is applied and is then case study
dependent. It is thus more costly as it does not rely on a single
training run because of such calibration requirement. In our
experiments, we apply clustering at round 10 when models
start converging and metrics reaching at least 50% of their
maximum value.

Fig. 4a, 4b, 4c present respectively the accuracy, ARI and
silhouette scores on the balanced Cifar10 validation set after
the proposed CFL training process. We report the average
results over 4 trials with different initialization and the esti-
mated standard deviation envelope range. One can first observe
that highest metric scores are obtained when all the clients
participate to each run. This can be expected since all the
similarity edges in the client graph are always up to date
and the adjacency matrix is fully measured. This is realistic
in a cross-silo scenario but not in the case of cross-device
case studies. Then, all the performance indicators have a
tendency to decrease as the client participation rate decreases.
Indeed, the client graph is partially updated along rounds and
impacts on the convergence of clusters. In our case study, a
selection rate of 50% moderately impacts on the accuracy and
silhouette score for the 1NN and WNN strategies while the

ARI score is the worst. Looking at the ARI score envelopes
on these methods, we observe a high sensitivity to model
initialization seed. This is visible since we rely on few clients
but a smoothing effect can be expected if relying on a high
number of clients in a larger scale experiment but maintaining
a number of target classes lower than the number of clients.
Such hypothesis is to be tested in another study.

Comparing 1NN and WNN attribution methods, one ob-
serves that 1NN yields overall better metrics. Then a strong
assignment to the closest cluster actually helps both clients
task performance and their clustering. The AVG and Late
strategies can obtain similar accuracy but higher ARI. However
their silhouette scores are the lowest since such approaches
rely on the attribution of a unique global model before clients
local fitting. Their obtained clusters are then very narrow
which can introduce interpretation challenges.

In conclusion, when considering case studies where late
clustering approaches are not relevant or when high cluster
separation requirements exist, then the 1NN attribution method
is relevant but remains sensitive to initial conditions if client
selection rate is low. The AVG and Late approaches remain
preferable if low cluster separability is acceptable.

3) On the variability of the results: In this last section, we
show the variability of the results with respect to model and
computational context initialization seed. As for centralized
learning, the variability of the performance levels is also
related to model and data pipeline initialization seeds that
compromise the reproducibility of the results. Despite the
strong current development efforts on the involved mainstream
libraries such as Numpy and Tensorflow, results reported in
papers are difficult to reproduce. Such variability is stronger
when it comes to decentralized learning involving additional
higher level (virtualized) server and client coordination li-
braries. We already showed in Fig. 4b the variability of the
ARI values for 1NN and WNN attribution strategies. We
thus report, in new experiments, refined monitoring metrics
measured along a set of FL training sessions corresponding to
mk = 0.7, a Louvain resolution at 1.0 and a client selection
rate at 100%. The same experiment is repeated 4 times
with different seeds and we compute the standard deviation
envelopes, a higher number of trials being too costly.

Fig. 5b compares the Silhouette curves along training trials
for the 1NN strategy at 100% and 50% client participation
ratios and with the AVG strategy with 100% client participa-



(a) Accuracy (b) Adjusted Rand Index (c) Silhouette scores

Fig. 4: Impact of model attribution strategies and client selection rate (constant along rounds) with strong data non-iidness
(mk = 0.7) and Louvain resolution set to 1.0.

(a) Accuracy with a 100% selection rate (b) Silhouette score (c) ARI with a 50% selection rate

Fig. 5: Performance evaluation of community model attribution strategies along the FL optimization process with varying client
selection rates. Data non-iidness is strong (mk = 0.7) and Louvain resolution is 1.0.

tion. As shown in the previous experiment, AVG is an efficient
method for optimizing the global model and at clustering the
clients. However, by its very nature of model aggregator, it
fails at creating strongly separated clusters. The Silhouette
score of AVG remains around 0.5 with very low variability
while the 1NN strategy is able to better separate the clusters
along the entire FL session, making client communities easier
to detect. Variability of 1NN with full clients participation is
also very low which encourages its use in the case of cross-
silo scenarios. However, we confirm the variability of the 1NN
results when clients participate partially to each of the FL
rounds. Clients migration in the early rounds clearly impact
on variability while such variability is reduced and stabilizes
later in the process.

Despite the relevance of the 1NN approach to provide each
client with a personalized community model, as a side effect,
the 1NN strategy can be less efficient when it comes to the
optimization of the global model Wt. But this is not our initial
goal in this work. Nevertheless, we initiate a comparison of the
task performance of global models related to the 1NN, AVG
and IFCA approaches. Fig. 5a indeed shows the superiority
of the AVG global model while the 1NN approach converges
earlier to a lower value. The IFCA approach obtains the lowest
score in this setup. But such performance evaluation should
actually take into account model bias considerations as well
as potential ethical FL issues, going beyond this work and

opening to future work directions.

Further, as shown in the previous evaluations, 1NN and
AVG strategies are equally efficient to find the expected
communities when all clients are selected at every commu-
nication rounds. However, 1NN failed community detection
when only 50% of the clients participate to each round as
reported in Fig. 4b. We then show in Fig. 5c the evolution
of the ARI metric along the FL process in this scenario.
First, the AVG as well as the Late strategies both converge
rapidly to the perfect detection of the expected communities.
After the clustering step at round 10, the Late clustering step
perfectly isolates communities until the end of the process. The
AVG shows similar behaviours but can report small changes
as illustrated at round 20 for a single trial. Regarding the
1NN approach, ARI converges as rapidly but caps to a low
ARI value close to 0 with a large and constant variability.
This illustrates the instability of the clustering generated by
similarities measures with varying degrees of freshness. An
interesting future direction can relate to the improvement of
the partitioning method in such conditions.

Finally, community models are evaluated and their perfor-
mances are compared to the one of the global model. The
aim is to verify the relevance of the community models on
the validation data of their related clients and compare with
the global model. Fig. 6 shows the evolution of the global
and community models on sets of validation data along the



Fig. 6: mk = 0.7, 1nn, 100% selection rate, 1.0 resolution

training rounds. One first observes that the proposed CFL
strategy provides a regular increase in the model performances
such that client migration does not introduce significant perfor-
mance instability. One also observes that community models
are better performing than the global model when tested on
the validation data corresponding to their related clients. The
global model performance evaluated on the whole (merged)
validation data provides a lower performance. Such results
show the importance of optimizing community models in
addition to a global model when non-iid data might not allow
for a relevant aggregation of local models. The global model
is still of interest since it provides a good initial model
for new clients before the identification of their appropriate
community. The proposed CFL strategy opens new research
perspectives on methods to facilitate the community detection
in CFL (e.g., how to compare models reliably?), on methods
to stabilize the clients’ models clustering and on contributions
on model convergence to a satisfactory solution while allowing
clients to change community.

VI. CONCLUSION

This work proposes a Clustered Federated Learning ap-
proach that maximizes both client task performance and clients
community detection. We show that, relying on the sole com-
munication of local and global models between clients and the
central server, client community detection is possible. In our
experiments, we consider a reference data partitioning relying
on the dataset underlying ontology of Cifar10. This ontology
can be identified by the server when the label distribution is
non-iid on the client local datasets. This confirms a potential
privacy issues but this also allows for bias mitigation as each
community can be processed equally. Further experiments will
extend this approach on large-scale case studies that can relate
to both community detection and security taking advantage
of community-based federated learning. Bias mitigation based
on community detection is another interesting direction to
explore.
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