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Team Dynamics in DotA2 through Attention
Mechanism

Alexis Mortelier1, Sébastien Bougleux1, and François Rioult1

Normandie Univ, UNICAEN, ENSICAEN, CNRS, GREYC, 14000 Caen, France

Abstract. We analyse team dynamics in the popular e-sports game DotA2 using
an approach that combines convolutional and LSTM networks with a feature-
temporal attention mechanism. Our goal is to identify strategic behaviours that
lead to successful goals, such as scoring kills, during World Championship matches.
Each team’s formation is represented by a polygon, which feeds an RNN that
learns kill events from this polygon under its area, diameter, and moments around
the centroid. By exploiting the attention mechanism, our network highlights the
most relevant features at each time step, providing insights into strategic team
movements and formations. Our results demonstrate the effectiveness of our ap-
proach in capturing critical dynamics that influence the outcome of engagements
in DotA2.

Keywords: DotA2 · e-sport · deep learning · CNN-LSTM · attention · multivari-
ate time series

1 Introduction

The e-sport phenomenon has emerged as a new era of sport, highlighting the opportu-
nities it offers for sports scientists [13]. The way in which traditional sports and e-sport
interact, particularly with regard to audiences, sponsors, revenues, and other economic
and socio-cultural aspects, implies that e-sport fits into the wider landscape of pro-
fessional sport and can benefit from the experience and infrastructure of traditional
sports [5].

We are here mostly interested in analysing collective behavior by the way of a team
of players. Data analysis can indeed be used to study the performance of the team as
a whole, as well as that of its opponents. Analyzing historical match data can provide
valuable insights into game trends, player and team performance, strategies used, and
so on.

In DotA2, the events that punctuate the match occur when the heroes embodied
by the players are temporarily neutralized, referred to as death then rebirth or lifeline.
These events determine the score, which can be analyzed using machine learning tech-
niques to determine the reasons behind the occurrence of an event, in terms, for exam-
ple, of the geometric configuration of the set of teammates. This involves analyzing the
geometric configurations that a network detects as emblematic of an event occurrence.

Attention mechanisms in recurrent networks are recognized for their ability to en-
rich the contextualization of a decoder, by learning a complementary path of temporal
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Fig. 1: DotA2 map.

dependence. Our aim is to show that the analysis of attention weights offers a strategic
perspective for the study of DotA2 matches.

The interpretation of the attention mechanism to obtain explanations for the deci-
sions made by the network is a matter of debate. The interested reader may refer to
[3], which livers a broad synthesis on the subject. Thus, attention would not provide
an explanation and the use of Total Variation Distance (TVD), Jensen-Shannon Diver-
gence (JSD) or Kullback Leibler divergence should be preferred [15] as attention is not
correlated with more traditional gradient-based measures of attribute importance [33].
Experiments show that mixing attention weights does not affect the final decision. This
statement is qualified by [35], which indicates that attention provides one explanation,
but not the only one. The use of attention as a flux could also lead to the emergence of
explanations [1].

Here, we are content to draw out interpretations of the weights of the attention layer
of an RNN (Reccurent Neural Network), trained to predict the occurrence of a death
event from the geometric features of the players’ polygon. After a quick presentation of
DotA2 in section 2, section 3 relates the state of the art, section 4 describes our process.
The article concludes with the presentation of experiments in section 5.

2 What is DotA2 ?

DotA2, or Defense of the Ancients 2, is a MOBA (Multiplayer Online Battle Arena)
video game developed by Valve Corporation. Two teams of five players compete to
destroy the opposing team’s Ancient, located in their base. Figure 1 shows a represen-
tation of the map of DotA2. Each player chooses a hero from a vast selection. Each
hero has unique skills and different roles (such as support, carry, tank, etc.). The map is
symmetrical, with three main lines (top, mid, bottom) bordered by jungles and a river
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linking the elders of each team. The heroes compete in three different lines, based on
the principle of invasion sports like rugby and American football.

Team coordination and strategy are crucial : players must plan their attacks, defend
their towers, and collectively take on objectives. DotA2 is very popular in esports com-
petitions, with tournaments like The International 1 offering millions of dollars in prizes.
DotA2 combines real-time action, strategy and role-playing, requiring both individual
skills and strong team collaboration to succeed.

3 Related work

The literature survey shows numerous contributions to sports analysis using RNNs with
attention mechanisms, possibly on geometric features.

The popularity of video games in general and e-sports in particular has led to a num-
ber of articles studying the mechanics of these games, using a data science approach.
MOBA games are very relevant for comparative studies because they offer a complex
but relatively formatted game, both in terms of the playground and the way the games
are played. Themes range from pick recommandation [32,28], studies of individual be-
haviour [26,4] to game summaries [2,23], outcome prediction [6], the use of geometric
features and RNN [20].

The chronological nature of a video game match and the popularity of neural net-
work methods are leading to a significant use of recurrent neural network techniques, for
example to predict the outcome of the match [22,27,16]. This type of network can help
to understand the strategic preparation phases of the game (pick/ban of heroes) [37]. As
the game progresses, an important task is the recommendation of equipment items, sup-
ported by an RNN in [36] that models player interest from historical match sequences.
A RNN can also predict a player’s performance based on previous performances [34].

The theme of geometric features on trajectories is not new. The analysis of a col-
lective practice on a given field naturally lends itself to studies of the trajectories and
geometry of player organizations. Thus, for football, a work similar to the one presented
in this article is proposed in [10], with the aim of predicting the outcome of the match.
For DotA2, the geometric features allow to correctly predict the outcome of a match
and this relevance is confirmed on 6 billion matches of League Of Legends (another in-
stance of MOBA) via a RandomForest system with an F-measure of 92%. Regularities
in the trajectories, discriminating in winning of the match, could also be extracted [6].
Behavior on a MOBA court is indeed crucial and differences between levels of play are
revealed by positional features: change of zone, distance between players, which allows
a grouping of matches according to the similarity of movements [9].

Using RNNs carefully to learn models from trajectories is a natural task for time
series data from sporting activities. In particular, in the sports domain, there are many
approaches proposing models to predict or complete trajectories [31,39,19,11], model
sequences to predict the outcome of an event (e.g. a basketball shot [25]) or the outcome
of a match [38]. RNNs are also used to analyze complex spatio-temporal dependencies
in order to recognize individual events or detect group activities [18,12,24].

1 see https://www.dota2.com/esports/ for this year’s edition.

https://www.dota2.com/esports/
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Fig. 2: Polygon visualization (one for each team).

Attention mechanism in RNN is useful for capturing temporal dependencies. So it’s
not surprising to find many uses for attention in sports data analysis, for example for
movement prediction [29] or detecting similarity between movements [17].

Attention contributes to the design of the network to be learned, a classic task in
machine learning. In this article, however, we interpret attention to analyze sports situ-
ations. This approach, also found in [40] to identify relevant portions of trajectories or
understand differences between classes and determine correlations between variables
and labels, is unusual in the literature.

4 Method

We start by explaining how the spatial configuration of the players is considered by the
neural network. Its architecture is then described, with a focus on the attention layer
and its analysis for tactical purposes.

4.1 Polygon features

DotA2 provides a record of game activity in the form of a replay file, which can be
retrieved after each game. Hero movement data is then available, and death events for
each hero are recorded. For the 258 matches of one of the game’s major tournaments,
The International 2018, we therefore have the temporal evolution of players’ positions
and their lifelines.

One objective would be to train a network to predict the lifelines of all the players
based on their movements, on the assumption that this network will carry knowledge
about the relationships between field occupation and lifelines. A single network would
be common to all matches and would require comparable data. If fed with all ten tra-
jectories, it would treat the first player’s trajectory identically across matches. However,
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Fig. 3: Network architecture.

the first player varies in playing style, hero, and team composition from match to match.
The order of players also depends on their position on the pitch – in DotA2, the Radiant
team is on the lower half, including the first five players, while the Dire team is on the
upper half, without exchanging positions at half-time.

In order to feed the network with comparable feature from match to match, we
therefore consider, for each team and each time step in the sequence, the features of the
polygon defined by the convex hull of all the players in a team, as illustrated in Figure 2,
rather than individual trajectories. For each polygon, we calculated :

– area: the polygon surface;
– diameter: the maximum distance between two players;
– grouping: average of distances to the barycenter;
– inertia: second-order moment of the distances to the barycenter.

These simple measurements are a fine reflection of the spatial configuration of the
players and their ability to carry out actions in a grouping configuration. For example,
a high diameter indicates high dispersion (at least one player is far from the others),
while grouping capacity is a clue of the average distance from the barycenter. Inertia
is relative to the amplitude of variation in grouping capacity. We have already shown
that these geometric features are sufficient to estimate the complexity of this game [21]:
individual trajectories do not need to be observed.
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4.2 Network architecture

Figure 3 shows a representation of the neural network architecture. Given a match, the
input consists of a sequence of t values per polygonal feature for one team, represented
by a matrix of size t × f , with f the number of input features (4 in our case). The
objective is to predict whether all the players on the opposing team are alive (no kill)
or not (kill). This is a binary classification problem. In order to decide, the network
first extract spatio-temporal information from the input features by a 1D depthwise
separable convolution layer [7] followed by two LSTM layers [14], reducing the input
sequence of f = 4 features to an hidden sequence of 1 feature per time step. Then,
f = 4 independent dot-attention mechanisms [30] are applied on this sequence (key
and value) to focus on information important for the final prediction, according to each
input feature (a query) at each time. The resulting 4 feature sequences, one per input
feature, are concatenated, and fed to a dense layer with bias and a sigmoid activation
function, which produces the binary prediction for each time step of the input sequence.
We briefly describe each main component of the network.

The 1D depthwise separable convolution layer applies a separate 1D temporal con-
volution per input feature sequence with a kernel of size 7, followed by 32 independent
pointwise convolutions (1× 1 convolutions) to learn correlations between features, and
the ReLu activation function. The output of this layer is a t× 32 feature matrix.

Then, both short and long term feature dependencies are captured by two LSTM
layers. To this end, the sequence of 32 features is decomposed into overlying sub-
sequences of 60 time steps, giving t/60 sub-sequences of 32 features. Each sub-sequence
is fed to a first LSTM layer composed of 60 cells (one per time steps), a cell being
composed of 64 units to produce a 60× 64 intermediate feature matrix. The t/60 inter-
mediate feature matrices are then fed to a second LSTM layer, producing t/60 feature
matrices of size 60× 1. Then, the last time step of the t/60 sub-sequences are concate-
nated into a feature sequence of length t (t × 1 matrix), denoted H , which is used by
the attention mechanism.

Attention allows to relate the input sequence to output sequence H of the LSTM,
capturing the specific influences of each feature. To this end, the dot-attention mech-
anism calculates similarity scores between the input sequence (query) and H (keys),
with a dot-product followed by a softmax, to weight H (value), for the four attention
block independently. This enables the network to focus on the most relevant parts of the
sequence for each feature. The concatenation of all attention layers is normalized with
a softmax and leads to a spatio-temporal attention, offering a detailed view of the im-
portance of each feature at each time step, enabling a fine-grained and nuanced analysis
of the impact of each feature on the overall prediction.

5 Experiments

5.1 Protocol

The dataset was constructed from the replays of the 258 DotA2 matches played dur-
ing The International 20181. It contains a temporal sequence of the 4 polygon features
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Table 1: Network performances for the test set.
with attention without attention

accuracy 0.87 0.74
precision 0.86 0.74

recall 0.87 0.73
f1 score 0.86 0.73

Fig. 4: Feature importance with Attention.

described in Section 4.1 for each match and each team, i.e., 516 examples. As all se-
quences do not have the same length, we standardized them to 5 200 time steps (maxi-
mum duration of a match in the dataset) by 0-padding, so that they can be processed in
a batch. A time step corresponds to 1 second.

The 516 examples were divided randomly (with random state = 69) into training
(60%), validation (20%) and test (20%) sets. For each example, the lifelines of the
opposing players provide, at each time step, the ground truth class kill (at least 1 player
from the opposing team is dead) or no kill (all players from the opposing team are
alive). As the no kill class has a large majority (kill: 33% and no kill: 67% in the training
set), we considered a cost-sensitive learning technique which weights each class in the
loss function. Class weights were calculated from the inverse of the class distributions
present in the training set (kill: 1.52, no kill: 0.74), and applied during model training.
The network was trained according to the cost-sensitive binary cross-entropy loss, with
the Adam optimizer, 0.001 learning rate and a batch size of 32.

The results are presented in the next section for the test set (used as a batch).

5.2 Results

First, we are interested in controlling whether or not the attention mechanism improves
the learning process. Table 1 shows the results of the two CNN-LSTM networks with
and without the attention mechanism for the test set. The network with attention out-
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Fig. 5: Attention distribution (KDE plots) – the
horizontal axis indicates the time before the kill
occurs.

Fig. 6: Feature value distribution (KDE plots) –
the horizontal axis indicates the time before the
kill occurs.

performs the network without attention, with scores around 0.86 while the network
without attention peaks at 0.74. On the one hand, these results demonstrate the robust-
ness of the CNN-LSTM network for processing the dataset, but more importantly they
confirm the contribution of the attention mechanism. The attention layer is therefore
useful for learning, and its interpretation is capable of providing information specifying
the relationship between the input features and the prediction of an event.

Figure 4 shows the distribution of attention between polygon features, depending
on whether the event to be predicted is kill or no kill. During a kill event, diameter
and grouping show higher attention values with a wide distribution. area and inertia
register a lower value. For no kill events, the trend is reversed. To predict a kill event,
attention is drawn to the features grouping and diameter, which are clues of the shape
of the polygon, depending on whether it is more or less stretched. To predict a no kill
event, the network is more attentive to the polygon’s inertia, relative to the variation in
its shape.

Then, we analyzed the distribution of the attention weights in a 30-second interval
before the number of live players on the opposing team decreased. Figure 5 shows
that a change in attention occurs around 15 s before a death event (confirming [8] in
establishing 15 s as enabling the best detection rate of important events). In addition,
there is a clear variation pattern in the attention, with grouping and diameter attention
increasing as one gets closer to the death event. Figure 6 shows that feature values
change over time. In addition, we can clearly see that there is a tendency for the team
to group together to make a kill.

We can observe these trends from a more general point of view with Figure 7,
which shows high attention as area increases with high grouping. This is indicative of
the need for the team to group together to make a kill, surrounding the target within
reach of teammates to help each other.
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Fig. 7: Correlation distribution between Attention and Feature value (KDE plots).

6 Conclusion

Using a CNN-LSTM network with attention not only improved the accuracy of predic-
tions by focusing on the relevant information, it also provided a way for interpretation.
By examining the attention weights, it was indeed possible to identify which geometric
features influenced most the network. This information highlighted the moments and
actions that impacted the number of active players on the opposing team. Integrating an
attention mechanism into a CNN-LSTM network therefore offered the opportunity to
interpret the dynamics of collective play.
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