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Temperature gradients represent energy sources that can be harvested to generate steady reaction
or transport fluxes. Technological developments could lead to the transfer of free energy from
heat sources and sinks to chemical systems for the purpose of extraction, thermal batteries, or
nonequilibrium synthesis.

We present a theoretical study of 1D chemical systems subjected to temperature gradients. A
complete theoretical framework describes the behavior of the system induced by various temperature
profiles. An exact mathematical derivation was established for a simple two-compartment model and
was generalized to arbitrary reaction-diffusion systems based on numerical models. An experimental
system was eventually scaled and tuned to optimize either nonequilibrium chemical transport or
reaction.

The relevant parameters for this description were identified; they focused on the system symmetry
for chemical reaction and transport. Nonequilibrium thermodynamic approaches lead to a description
analogous to electric circuits. Temperature gradients lead to the onset of a steady chemical force,
which maintains steady reaction-diffusion fluxes moderated by chemical resistance. The system
activity was then assessed using the entropy production rate as a measure of its dissipated power.

The chemical characteristics of the system can be tuned for general optimization of the nonequi-
librium state or for the specific optimization of either transport or reaction processes. The shape
of the temperature gradient can be tailored to precisely control the spatial localization of active
processes, targeting either precise spatial localization or propagation over large areas. The resulting
temperature-driven chemical system can in turn be used to drive secondary processes into either
nonequilibrium reaction fluxes or concentration gradients.

Keywords: Free energy transduction, coupled reactions, reaction-diffusion, steady state, temperature gradient,
thermodynamics of nonequilibrium, chemical fluxes, entropy rate.

I. INTRODUCTION

Thermodynamics fixes the final composition in which
a reactive system reaches equilibrium under chemical and
physical constraints. In practice, it governs the realization
of multiple chemical reactions of academic and industrial
interest, as well as the elementary steps of most separa-
tion processes, such as distillation or chromatography. In
contrast, kinetics drives the trajectory of the evolution of
a reactive system. It also governs the dynamic behavior
of the latter when sustained in an nonequilibrium steady
state, which can exhibit much richer phenomena (e.g.
oscillations, waves, patterns, and chaos) than in the equi-
librium state. In particular, such nonequilibrium steady
states are encountered in living biological matter, where
they control its dynamics[1, 2] and lead to the propaga-
tion of a sustained energy flux throughout metabolism
by exploiting free energy transduction[3–5].
The dynamic behavior of the nonequilibrium steady

states is theoretically understood[6–8]. In contrast, the
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issue of steadily sustaining an nonequilibrium reactive
state has received much less attention and remains a ma-
jor challenge[9]. In practice, its realization requires either
introducing constraints to prevent the effective relaxation
of the reactive processes towards equilibrium[10–12], or
steadily applying a periodic excitation on the reactive
system.[13] We previously demonstrated the relevance of
the first approach by frustrating the relaxation of reactive
processes by the interference of molecular motion[14, 15],
a strategy to generate reaction-diffusion cycles that are
thought to establish spatial gradients of signaling activ-
ities in living cells[16, 17]. However, the efficiency of
this first approach has not been theoretically analyzed,
and is the object of the present manuscript. xpired. In
our previous work[14, 15], we used light as an energy
source to maintain a reactive system in a nonequilibrium
state. In the present study, we favored a more general
approach and adopted the application of a temperature
gradient. Despite its chemical relevance, the behavior
of reactive media in contact with two thermostats at
different temperatures has included glorious names (in-
cluding Nernst[18], Dirac[19], Prigogine[20, 21]). Several
papers have been published since then, but have been
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mainly concerned with the gas phase and the question of
how a chemical reaction that occurs in a system modifies
its thermal conductivity[22–30]. Recently, heat flow has
been applied to generate proton gradients and pH oscil-
lations in microscale aqueous solutions[31, 32]. In the
latter works, the reactive system was often assumed to be
at chemical equilibrium within the temperature gradient.
In this paper, we level off this assumption, which has

been predicted to generate attractive behavior such as
dissipation-driven selection of states in nonequilibrium
chemical networks[33], or emergent thermophoretic be-
havior in chemical reaction systems[34]. More specifically,
we identify the optimal regime for shifting away a re-
active system from chemical equilibrium at a steady
state. We analyze optimization of the flux of the re-
action and diffusion processes and of the corresponding
entropy production[35], which are key elements in the
propagation of energy into a set of coupled reactions. To
achieve this optimization, we benefit from a fruitful anal-
ogy between entropy production by a chemical reaction
and the ohm dissipated power by electrical resistors. We
then identify the conditions for the spatial localization or
delocalization of nonequilibrium activity. Finally, we as-
sessed the possibility of propagating this primary energy
transfer from the heat sources and sinks to secondary
athermic reaction or transport processes.

II. RESULTS AND DISCUSSION

A. Chemical model

The studied chemical system was reduced to a single
isomerization reaction

U1 U2 (1)

This represents a generic reaction, in its simplest form.
It can be easily extended to more complex mechanisms,
as detailed further, namely for the description of second-
order reactions or more complex mechanisms.

This chemical reaction was driven in a steady nonequi-
librium state by an imposed temperature gradient (see
Fig. 1). We studied different configurations embodied
by various temperature profiles associated with different
experimental setups, leading to the study of theoretical
models with increasing complexities.

B. Chemical response to a temperature gradient
between two homogeneous compartments

The general behavior of a reaction driven by temper-
ature gradients was first characterized in the limits of
two compartments, each of which was homogeneous in
temperature and concentration. This corresponds to two
stirred systems; each compartment A/B is connected
to the other by chemical exchange of the reaction rate
constants δi for each compound of concentration ui.
This setup can be reduced to a set of ordinary dif-

ferential equations with a set of parameters for each
compartment. Analytical solutions for the resulting
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FIG. 1. Description of the chemical system. A, general
representation; B, two-compartment model; C, unstirred
model; D-F, applied temperature gradient profiles.

steady state were obtained. A second-order Taylor de-
velopment as a function of the temperature gradient θg
leads to simpler but more informative solutions.

1. Parameters

Identifying the relevant parameters for the description
of the system is a critical step. We focused on describ-
ing the system in general terms by assessing the global
symmetry or asymmetry of the parameters, as this leads
to a description of the system behavior in the simplest
mathematical terms.

The general properties of the system are described
based on its characteristic dimensions: concentration c0
(corresponding to the total concentration), temperature
T0 (corresponding to the median system temperature)
and time t0. All subsequent system parameters were
nondimensionalized using these characteristic parameters
(see Table I).

The system is thus described in the nondimensional-
ized concentrations ui,j of compound i in compartment
j, relative temperature deviation θ, and time t̄. Each
compartment is thermostated at temperature θa = −θg
and θb = +θg, with θg ∈ [0, 1]; the limit cases correspond,
respectively, to a uniform temperature T0 and a temper-
ature gradient from 0 K to 2T0; the median temperature
is T0 in all situations.

The chemical reaction characteristics can be described
using the following parameters:

• ρ is the geometric mean of the nondimensionalized
kinetic constants at θ = 0 (i.e. T0), which reports
the global reaction rate,
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Description Dimensionalized Unit Nondimenzionalized

Characteristic
dimensions

Concentration ci mol.m−3 ui = ci/c0
Length x m x̄ = x/l0
Temperature T K θ = (T − T0)/T0

Diffusion constant Di m2.s−1 di = Di/D0

Time t s t̄ = t/t0 (with t0 = l20/D0)

Chemical
characteristics

Reaction rate constant k± s−1 k̄± = k±t0
Exchange rate constant kd,i s−1 δi = kd,it0
Activation energy Ea,± J.mol−1 ε± = Ea,±/RT0

Reaction enthalpy ∆rH0 J.mol−1 η = ∆rH0/RT0

Primary
parameters

Equilibrium constant κ =
√

k̄+,0/̄k−,0

Exchange ratio λ =
√

δ2/δ1 =
√

d2/d1

Mean kinetic rate ρ =
√

k̄+,0k̄−,0

Mean exchange rate δ =
√
δ1δ2

Mean diffusion constant d =
√
d1d2

Average activation energy β = (ε+ + ε−)/2
Energy profile asymmetry γ = (ε+ − ε−)/(ε+ + ε−)

Gradient intensity θg : θ ∈ [−θg,+θg]

Secondary
parameters

Reaction asymmetry κ′ = 2κ/(1 + κ2)

Exchange asymmetry λ′ = 2κλ/(1 + κ2λ2)

Steady state
characteristics

Chemical force A/T J.mol−1.K−1 α = A/RT = lnK/Q
Chemical flux ϕ mol.m−3.s−1 φ = ϕt0/c0
Diffusion flux Ji mol.m−2.s−1 ji = di∂ui/∂x̄

Rate of entropy production Ṡ J.m−3.s−1.K−1 σ = Ṡt0/Rc0

TABLE I. Dimensionalized and nondimensionalized parameters, classified as characteristic dimensions, chemical characteristics,
primary parameters (control parameters for the description of a given system), secondary parameters (used for the simplification
of the final equations), and steady state characteristics (describing the resulting steady dynamic properties of the system).
R = 8.314 J.mol−1.K−1.

• κ is the square root of the thermodynamic constant
at T0, which reports the reaction asymmetry,

• β is the arithmetic mean of activation energies,
which reports the average activation energy,

• γ, which reports the asymmetry of the activation
energy profile.

Similarly, the characteristics of the chemical exchanges
can be described in terms of:

• δ is the geometric mean of the exchange rate con-
stants, which reports the global exchange rate
between the two compartments,

• λ is the squared root of the exchange rate constant,
which reports the asymmetry between the exchange
rate of the two compounds (see Eqs. (B6)).

All kinetic and thermodynamic constants can be ex-
pressed as a function of these parameters at any point
in the system, based on the Arrhenius equation (see
Eqs. (B5a)-(B5c)). κ and λ can be combined into two
secondary parameters κ′ and λ′, leading to simpler math-
ematical representations. They represent the reaction
and exchange asymmetry, respectively, with a maximal
value of 1 for a perfectly symmetric process and 0 for a
process totally displaced in a given direction.

The resulting system behavior in the steady state was
then characterized in terms of three dimensionless pa-
rameters: chemical force α, chemical flux φ, and entropic

dissipation σ, which can be expressed as:

σ = αφ (2)

2. Establishment of a nonequilibrium steady state

The difference in temperature implies a difference in the
equilibrium constant in each compartment. Thus, a tem-
perature gradient necessarily leads to a frustrated state,
which is characterized by the impossibility of simultane-
ously reaching chemical equilibrium in each compartment
(which would imply that each compound coexists at dif-
ferent concentrations in both compartments) and the
transport equilibrium between each compartment (which
would imply identical concentrations for each compound
in both compartments).

This results in a nonequilibrium state, whose distance
from equilibrium can be quantified by the chemical force
α, as the sum of the chemical forces of each chemical
reaction in each compartment and the chemical forces
of each chemical exchange between the two compart-
ments. It can then be expressed for low values of θg (see
Eqs. (C11)-(C12)) as:

α = 2ηθg (3)

In all cases, a steady chemical force is thus sustained by
the temperature gradient. It is proportional to the inten-
sity of the gradient θg and the enthalpy of the reaction η
and does not depend on the other parameters.
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FIG. 2. Establishment of a nonequilibrium steady reaction-
diffusion cycle driven by a temperature gradient. Cyclic flux
φ in response to nonzero chemical force α (A); distribution of
the entropy dissipation in each chemical reaction or exchange
process (B).

In response to this non-zero chemical force, a circular
reaction-diffusion flux is established. Chemical reaction
fluxes are processed in opposite directions in each com-
partment, compensated by the continuous exchange of
each compound in the opposite direction (see Fig. 2A).
By analogy to electric circuits, α can be interpreted as
the potential difference and φ as the intensity. These are
expressed as (see Eqs. (C20) and (C23)):

φ =
α

Rtot
(4)

with

Rtot =
4

κ′

(
1

ρ
+

1

λ′δ

)
(5)

This chemical resistance Rtot is decomposed as the sum of
two terms: the first one is directly linked to the chemical
reaction (term in 1/ρ), and the second one to the chemical
exchanges (term in 1/λ′δ).

3. Process Distribution

This steady nonequilibrium reaction-diffusion flux leads
to a continuous dissipative process characterized by σ, as
an analog of electric power dissipation[36] according to
Eq. 2. The energy extracted from the temperature gradi-
ent is dissipated differently in each process (see Fig. 2B),
and can be decomposed as a sum of terms specific to
each process, according to each chemical resistance as
(see Eqs. (C7)-(C9)):

σ =
∑

i

σi =
∑

i

Riφ
2 (6)

Rtot =
∑

i

Ri (7)

a. Reactions and exchanges The full dissipation σ
is first dispatched between the reaction term σr and the
exchange term σd:

σr =
λ′δ

λ′δ + ρ
σ ; σd =

ρ

λ′δ + ρ
σ (8)

with

Rr =
4

κ′ρ
; Rd =

4

κ′λ′δ
(9)

Two limit regimes are observed:

• If λ′δ ≫ ρ, then σ ≈ σr; this is the case for a fast
exchange system. Both compartments are in equi-
librium with each other, and most of the dissipative
process is directed to the chemical reactions within
each compartment.

• If λ′δ ≪ ρ, then σ ≈ σd; this is the case for a
fast-reaction system. Chemical equilibrium is ob-
served in each separate compartment, and most of
the dissipative process is directed to the chemical
exchanges between compartments.

In the intermediate regime ρ ∼ λ′δ, both the chemical
reaction and the transport are actively processed.
b. Reaction balance between compartments The re-

action dissipation is decomposed in each compartment
as:

σra =
1 + εθg

2
σr (10)

σrb =
1− εθg

2
σr (11)

The parameter ε (see Eqs. (C16)) comes down to an
apparent activation energy for the full system, varying
from ε+ to ε− through the average β value, depending
on the global symmetry of the system: it tends to β
when κλ ∼ 1, to β(1 − γ) = ε+ when κλ ≫ 1, and to
β(1 + γ) = ε− when κλ ≪ 1.
Qualitative changes are observed as functions of εθg.

When εθg ≪ 1, the dissipation due to the chemical re-
action is equally shared between both compartments as
σra ≈ σrb. This dissipation is asymmetric for higher
values of εθg, increasing the dissipation in the colder
compartment and reducing it by the same value in the
warmer compartment.

This asymmetry originates from the slowing of the
chemical reaction in the cold compartment. The chem-
ical flux φ is necessarily of the same intensity in each
compartment to guarantee a steady state; this implies
an increase in the chemical force α in the cold compart-
ment due to a less efficient chemical relaxation toward
equilibrium and its decrease in the warm compartment
owing to a more efficient relaxation. Consequently, the
more dissipative compartment is necessarily the colder.

c. Exchange balance between compartments The ex-
change dissipation can be decomposed by the exchange
of each compound as:

σd1 =
λ2κ2

1 + λ2κ2
σd (12)

σd2 =
1

1 + λ2κ2
σd (13)

It is symmetrically distributed between the two com-
pounds when λκ = 1. The asymmetrization of this
exchange is quantified by λκ, with a σd ≈ σd1 for λκ ≫ 1
(the exchange dissipation is then governed by U1), and
with a σd ≈ σd2 for λκ ≪ 1 (the exchange dissipation is
then governed by U2).
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4. Optimal conditions

To maximize the efficiency of the nonequilibrium pro-
cess, it is first necessary to maximize its distance from the
equilibrium, i.e., to maximize α. According to Eq. (3),
this implies maximization of both θg and η. Thus, high
temperature gradients coupled with a high-enthalpy chem-
ical reaction should be favored as a necessary condition.
Moreover, it is necessary to consider the dynamics of

the system to avoid a kinetically locked nonequilibrium
state. Thus, one should also maximize the resulting flux
φ, i.e. the intensity at which the chemical reaction is
processed, as the quantity of matter that is converted
at each moment in each compartment, and the quantity
of matter that is transferred at each moment from one
compartment to another.
From Eqs. (4)-(5), maximizing the steady nonequi-

librium flux φ = α/Rtot implies the minimization of its
chemical resistance Rtot, in addition to α maximization.
This implies:

• to maximize parameter κ′; its largest possible value
is κ′ = 1, corresponding to a chemical reaction
perfectly balanced between its reactants at T0 (i.e.
K0 = 1),

• to maximize parameter λ′ to 1, corresponding to
symmetric matter exchange (see Eqs. (12)-(13));
this implies that an imbalance in the chemical equi-
librium (characterized by κ) can be compensated
for by an imbalance in the chemical exchange (char-
acterized by λ),

• to maximize both the global chemical rate ρ and
the chemical exchange rate δ, thus minimizing the
chemical resistance of each process.

Overall, this implies that each process should be fast and
symmetrical at mean temperature T0. The corresponding
simultaneous optimization of α and ρ implies maximiza-
tion of the dissipated entropy σ, and thus of the energy
extracted from the temperature gradient.
Optimization can also be based on the efficiency of

the global system in extracting and using energy from
the temperature gradient, as assessed by the entropic
yield (Eqs. (C22)). Most of the entropy is dissipated for
the transport of matter between the compartments for
λ′δ > ρ, and for the nonequilibrium reaction within each
compartment for λ′δ < ρ.
Finally, it is possible to directly optimize a specific

process, regardless of the intensity of other processes.
The optimization of the reaction process via σr (see
Eqs. (C25) and Fig. S1 in the SI) implies that:

• for a given value of λ′δ, a maximal σr value is
obtained for ρ = λ′δ,

• for a given value of ρ, high values of λ′δ are required;
however, increasing λ′δ to much higher values than
ρ is useless, as σr reaches a plateau.

A similar reasoning can be used to optimize the transport
process via σd (see Eqs. (C26)):

• for a given value of ρ, a maximal σd value is ob-
tained for λ′δ = ρ,

• for a given value of λ′δ, high values of ρ are required;
however, increasing ρ to much higher values than
λ′δ is useless, as σd reaches a plateau.

Consequently, general optimization involves maximiz-
ing θg, η, λ′, and κ′. Furthermore, λ′δ should be of
the same order of magnitude as ρ, with λ′δ > ρ to sus-
tain chemical reactions, λ′δ < ρ for sustaining chemical
transport, and λ′δ ≃ ρ for sustaining reaction-diffusion
cycles.

C. Spatial localization of chemical processes

1. Model description

The spatial extension of the system was considered by
introducing the chemical diffusion of all compounds. We
limited our study to closed one-dimensional systems. A
stationary temperature gradient θ(x̄) was imposed over
the entire system. This corresponds to an unstirred sys-
tem, with free internal diffusion of chemical compounds,
without matter exchange with the surroundings. The
system was described using a set of partial differential
equations (see Eqs. (D1)), which was numerically solved
for a wide range of parameters, with a focus on determin-
ing its steady state (see Appendix A). The characteristic
parameter l0 must be introduced to account for the spa-
tial extension, describing a one dimensional system:

x̄ =
x

l0
∈ [0, 1] (14)

Chemical diffusion is described based on the diffusion
parameter di, which is nondimensionalized by the char-
acteristic parameter D0 corresponding to the average
diffusion constant of the chemical reactants. Consistently
with the description of the chemical exchange kinetics of
the previous model, chemical diffusion is described as a
function of the geometric mean of the diffusion constant
d and the exchange ratio λ (see Eqs. (B7)). The char-
acteristic time t0 is additionally fixed by l0 and D0 (see
Table. I). All parameters corresponding to chemical reac-
tions are defined as in the stirred compartment model;
however, they are now functions of position x̄.
Taking into account both the reaction and diffusion

parameters, each chemical system can be additionally
characterized by its nondimensionalized reaction-diffusion
length w defined as:

w =

√
λ′d
2ρ

(15)

w represents the scale at which both reaction and diffusion
processes operate at similar rates.

For simplicity, and to clearly identify and quantify the
specific role of a temperature gradient on the genera-
tion of reaction diffusion fluxes, we made the following
assumptions:

• We neglected the influence of temperature on the
diffusion coefficient. Several simulations were per-
formed, indicating that considering the variability
of di with θ did not qualitatively change the system
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behavior; this essentially led to an increase in the
asymmetry between the cold and warm regions (see
Fig. S2 in SI).

• The Soret effect was neglected, which is expected to
be satisfactory for systems based on small molecular
reactants[37].

• Convection was not considered in this study. This
assumption is anticipated to be satisfactory for
sufficiently small systems in the direction of grav-
ity or sufficiently highly viscous systems, so that
the major transport mode is processed by molec-
ular diffusion. This condition is compatible with
a large system in which the temperature gradient
is applied on the horizontal x axis, as long as the
vertical spatial extension is sufficiently small (e.g.,
for horizontal capillary systems).

• The endothermic or exothermic effects of the chemi-
cal reactions were neglected. This case is relevant to
chemical systems connected to sufficiently efficient
heat sources and sinks to reliably fix temperature
profiles.

2. steady state flux profiles

a. System with two homogeneously thermostated re-
gions The first temperature gradient is defined as a
Heaviside profile, defined by θ = −θg for x̄ ∈ [0, 0.5] and
θ = +θg for x̄ ∈]0.5, 1]. This corresponds to a system
in which two contiguous spatial regions are maintained
by an external thermostat at two different homogeneous
temperatures −θg and +θg, while free chemical diffusion
can occur throughout the chemical system.
In the spatial region that is sufficiently close to the

x̄ = 0.5 cold / warm boundary—that is, at a scale smaller
than the reaction-diffusion length w—chemical diffusion
is much faster than chemical reactions. The concentra-
tions are consequently essentially constant on each side
of the temperature boundary; the system is then equiv-
alent to the “two compartments” model in the vicinity
of the boundary. The values of the flux φ and force α
determined for the two-compartment model correspond
to the values observed at the boundaries x = 0.5+ and
x = 0.5−.
When w > 0.5, the reaction-diffusion length is larger

than the sizes of the cold and warm regions x̄ ∈ [0, 0.5]
and x̄ ∈ [0.5, 1]. Both are homogeneous; the full system is
then equivalent to the stirred-compartment model. This
system is characterized by fast diffusion throughout the
system, whereas the chemical reaction flux and dissipa-
tion are evenly distributed throughout the entire system
(see Fig. 3B).

When w < 0.5, an exponential decrease is observed
in the values of φ and α, from their boundary values at
x̄ = 0.5 to x = 0 or x = 1, with a half-length equal to
w. If w ≪ 1, the activity of the system is restricted to a
short region close to the boundary, most of the system
being in equilibrium and characterized by φ ≈ 0, α ≈ 0,
σ ≈ 0 (see Fig. 3D).

In both cases, a reaction-diffusion cycle is established,
with chemical reaction and diffusion occurring simultane-
ously in the same spatial region, at the system boundary
(see Fig. 3A-C).

The spatial extension of chemical activity in each region
becomes asymmetric when the intensity of the tempera-
ture gradient is sufficiently high. This can be described
by considering the difference in the kinetic rate in each
region based on Eq. (B5a)-(B5b), as:

ρcold = ρe
−β

θg
1−θg for x̄ ∈ [0, 0.5] (16)

ρwarm = ρe
β

θg
1+θg for x̄ ∈ [0.5, 1] (17)

Thus, the half-length of each exponential relaxation is
different in each region; it is equal to the corrected value
wi =

√
λ′d/2ρi. Consequently, chemical fluxes spread to

a greater extent in the cold zone than in the warm zone.
When βθg > 1, the system becomes highly nonlinear,

with a large behavioral asymmetry between each region.
Typically, situations with wcold > 1 and wwarm ≪ 1 can
be obtained, with a homogeneous system in the cold zone
and restricted to a short region in the warm zone (see
Fig. 3E).

b. System connected to two thermostats at its extrem-
ities An imposed linear temperature profile corresponds
to a chemical system in contact with two external ther-
mostats at its extremities, fixing the temperatures −θg
and +θg at each boundary x̄ = 0 and x̄ = 1. Similarly
as in the previous model, two limit regimes are observed,
but with distinctive differences:

• Fast-diffusion systems (i.e. w ≫ 1, see Fig. 3G)
are characterized by homogeneous concentration
profiles. This induces a linear variation in α and φ,
reproducing the shape of the temperature profile,
and thus a parabolic shape for σ = αφ. Conse-
quently, the system is more active at the extremities
of the system, with α = 0, φ = 0 and σ = 0 close
to x̄ = 1/2.

• In fast reaction systems (i.e. w ≪ 1, see Fig. 3I),
the central inactive region characterized by α ≈
0, φ ≈ 0 and σ ≈ 0 becomes much larger. The
chemical reaction flux is restricted at each extremity
of the system, in a region of length wcold at x̄ ≈ 0
and wwarm at x̄ ≈ 1. In turn, chemical transport
spreads, linking these two extremities.

This general behavior implies a spatial separation de
facto of the different chemical processes. Three regions
can be identified: cold and warm regions at each extrem-
ity, of half-lengths equal to wcold and wwarm, separated
by a central region of length approximately equal to
1 − 2w. The cold and warm regions are dominated by
chemical reactions (σ ≈ σr), and the central region is
dominated by chemical transport (σ ≈ σd). Thus, a spa-
tially extended reaction-diffusion cycle is set in motion;
the compounds are transported across the entire system
between each chemically active region, the central trans-
port region shrinking with w (see Fig. 3F). This is in
sharp contrast with the Heaviside gradient, where both
chemical reactions and transport are effective at the same
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spatial locations, close to the temperature boundary (see
Fig. 3A).
A direct consequence of this chemical transport be-

tween spatially separated regions is a sharp loss of
efficiency of the dissipative processes for small w: the
boundary values of α and φ are no longer scale indepen-
dent as observed with Heaviside profiles, but decrease
proportionally to w when w ≪ 1. Thus, slow-diffusion
systems (or large systems) are much closer to equilib-
rium for linear temperature gradients than for Heaviside
gradients.

Finally, the high asymmetrization of the profile induced
by high βθg values leads to nontrivial and complex flux
profiles (see Fig. 3J). The central region around x̄ = 1/2
is characterized by a non-negligible positive flux, corre-
sponding to a low-activity extension of the warm region.
Consequently, the spatial position of the zero flux is lo-
calized at x̄ < 1/2; the cold region of the negative flux
shrinks and the warm region of the positive flux stretches.
c. System connected to two spatially extended ther-

mostats A last temperature gradient was defined as a
mix between a linear and a Heaviside gradient. This
is defined as θ = −θg for x̄ < x̄1 = 1/4, θ = +θg for
x̄ > x̄2 = 3/4, and a linear variation of θ from −θg to +θg
for x̄ ∈ [1/4, 3/4]. This comes down to a system in contact
with two spatially extended external thermostats.

The behaviors of both the linear and Heaviside profiles
can be recognized (see Fig. 4). The reaction-diffusion cy-
cles are now in motion, with two chemical reaction zones
located at x̄1 and x̄2, connected by an active chemical
transport region across x̄ ∈ [x̄1, x̄2].
It appears that controlling the precise shape of an

imposed temperature gradient enables precise control of
the shape of the induced reaction-diffusion cycle. Steady

Heaviside Linear Mixed

w ≪ 1 w ≫ 1 w ≪ 1 w ≫ 1 w ≪ 1 w ≫ 1

φmax/φ0 1 1 2w 1 3w/2 1
φint/φ0 w 1/2 2w2 1/4 4w2 3/8

αmax/α0 1 1 2w 1 4w/3 1
αint/α0 w 1/2 2w2 1/4 4w2 3/8

σr,max/σ0 1 1 4w2 1 4w2 1
σr,int/σ0 w 1 4w3 1/3 8w3 2/3

σd,max/σ0 1 1/2w2 4w2 1/15w2 20w2 2/15w2

σd,int/σ0 w 1/12w2 4w2 1/30w2 8w2 1/15w2

σt,max/σ0 2 1 4w2 1 20w2 1
σt,int/σ0 2w 1 4w2 1/3 8w2 2/3

yr 1/2 1 w 1 w 1
yd 1/2 1/12w2 1 1/10w2 1 1/10w2

TABLE II. First order values for φ, α and σ for low values
of βθ, as identified from numerical models (see Fig. S3 in SI).
The max index correspond to maximal values located at the
cold/warm interface at x̄ = 1/2 for the Heaviside profile, at
the system extremities x̄ = 0 and x̄ = 1 for the linear profile,
and the inflection point of the temperature profile at x̄ = 1/4
and x̄ = 3/4. The integral values correspond to the integration
of the corresponding variable on the full system x̄ ∈ [0, 1] for
the σ variables, or on the region restricted to the positive
values of φ and α (i.e. x̄ ∈ [x̄0, 1], where φ > 0 or α > 0 for
x > x̄0).

dissipative chemical reactions can be localized in regions
characterized by temperature inflection points (i.e., high
values of ∂2T/∂x2), whereas chemical transport can be
sustained between these active regions along temperature
gradients (i.e., following high values of ∂T/∂x.

3. General description

The steady state can be described by a set of parame-
ters α, φ, σr, σd and σt = σr + σd. Their maximal value
assesses the optimal activity in a specific location, and
their integral value assesses the optimal activity of the
system as a whole (see the appendix D2).
The values of the steady chemical flux φ, chemical

force α and entropy dissipation σ can be expressed as
functions of the following characteristic values:

α0 = 2βγθg (18a)

φ0 = κ′βγθgρ (18b)

σ0 = 2κ′β2γ2θ2gρ (18c)

These characteristic values are related with each other
as:

α0 =
2

κ′ρ
φ0 (19)

σ0 = α0φ0 (20)

In the limit cases w ≪ 1 and w ≫ 1, and when the
system is close to equilibrium (i.e. βθg < 1), the ratio
of each variable to its reference value is only dependent
on the reaction-diffusion length w as defined in Eq. (15).
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The corresponding values are summarized in Table II (see
Fig. S3 in SI for a graphical representation).
The situation w ≫ 1 (that is, small systems) is essen-

tially independent of scale. This implies that, as long as
the dimension of the system is smaller than the length of
the reaction-diffusion, the steady-state behavior is essen-
tially described by the characteristic values of Eqs. (18),
modulated by a constant factor that depends on the
shape of the temperature gradient profile. Diffusion dissi-
pation is the only varying parameter; it is proportional to
w−2, and thus is essentially negligible for small systems.
This situation is the optimal case for extracting energy
from the temperature gradient (by maximizing σt, as
well as driving nonequilibrium chemical reaction (c=by
maximizing both σr and yr).
When w ≪ 1 (that is, large systems), the system

is effective only on a small fraction of the full spatial
extension, except for transport. This implies that all
steady-state parameters are proportional to wn, with
n ∈ [1, 3], except for σd, which remains constant. This is
an optimal situation for transporting chemical compounds
over large distances.
The intermediate case w ∼ 1 is characterized by the

maximal value of σr, that is, by optimal nonequilibrium
transport. In this regime, the chemical reaction is also
important, with a dissipation of entropy equally shared in
both processes for w = 1. This situation is thus optimal
for observing nonequilibrium cycles of reaction-diffusion,
as both diffusion and reaction can be simultaneously
efficient.
This behavior is also influenced by the symmetry of

the system defined by the parameters λ and κ. Optimal
nonequilibrium reaction fluxes are obtained for symmetri-
cal systems characterized by κ = 1 when w > 1 (Fig. 5A),
and κ = 1 and λ = 1 when w < 1 (Fig. 5C and E).
As observed by Liang et al [34], an asymmetry in the
diffusion coefficient, characterized by λ ̸= 1, can lead to
so-called “emergent thermophoretic effect”, implying that
the coupling of the chemical reaction to the temperature
gradient can lead to concentrating the reactants in either
the colder or the warmer region.
This effect is inefficient in small systems (Fig. 5B).

Thus, a sufficiently large system is required (Fig. 5D and
F) such that the dissipative processes are dominated by
chemical transports. This process is especially efficient
for values of λ ̸= 1, and needs to be driven away from
the equilibrium by high intensity gradients (Fig. 5F).
Optimal κ values are also observed, with κ > 1 values
associated with λ < 1 (and consequently κ < 1 values
associated with λ > 1 values).

4. System scaling

a. Critical parameters From a general perspective,
the efficiency of the system to be driven far from the
equilibrium state is directly linked to the maximization
of β, γ, θg and ρ. This trivially implies that the best
chemical reaction candidates are characterized by high
activation energies, high reaction enthalpies, and high
reaction rates and should be placed in high-temperature
gradients.

More importantly, the results specifically emphasize
the necessity of adapting the spatial scale of the chemical
setup to the characteristic scale of the reaction-diffusion
system. The temperature gradient should also be chosen
carefully, so that the system is as symmetric as possible
at the mean temperature, in terms of chemical diffusion
(that is, D1(T0) ≈ D2(T0)) and balance between the
reactants (i.e. K(T0) ≈ 1).

The reaction-diffusion length w can be redimensional-
ized to the critical spatial dimension L0 as:

L0 =

√
D1D2

k+,0D2 + k−,0D1
(21)

If D1 = D2 = D0 and k+,0 = k−,0 = k0 (i.e. λ = κ = 1),
this expression comes down to:

L0 =

√
D0

2k0
(22)

The system spatial dimension l0 should be adjusted ac-
cordingly. Optimal energy extraction and nonequilibrium
chemical reactions are obtained for l0 < L0, optimal
chemical transport over large distances for l0 > L0, and
the optimal reaction-diffusion cycle for l0 ∼ L0,

The second critical factor is the temperature gradient
imposed on the system. T0 indicates the critical tempera-
ture variation above which nonlinear far-from-equilibrium
effects are observed:

T0 =
2RT 2

0

Ea,+ + Ea,−
(23)

Symmetrical cold/warm behaviors will be obtained for
∆T ≪ T0, and an asymmetry with increased activity in
the cold region for ∆T > T0.

Finally, the shape of the temperature gradient can be
tailored to control the localization of chemical activities.
Typically, the chemical reaction will be concentrated in
the spatial areas characterized by large local variation of
the temperature gradient slope (i.e. large values of ∇2T )
on space scale smaller than L0. In contrast, chemical
transport is established across temperature gradients (i.e
following ∇T ).

b. Example of peptide exchange reaction Reversible
peptide exchange reaction mediated by N-methylcysteine
is a good candidate for being driven by temperature
gradients[38]. It possesses high activation energies, and
its equilibrium constant is K = 1 close to the ambient
temperature[39]:

P1 + P2 P1P2 + mC (24)

Its thermokinetic characteristics are:

E+
a = 55× 103 J.mol−1 (25a)

E−
a = 43× 103 J.mol−1 (25b)

∆rH0 = 12× 103 J.mol−1 (25c)

k+0 = k−0 = 1.4× 10−3 M−1.s−1 (25d)

at T0 = 314 K (25e)

The setup conditions for efficiently sustaining nonequilib-
rium chemical reaction fluxes can be directly determined
from these characteristics.
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(C-D), and θg = 0.04, β = 4, ρ = 100 (E-F).

This is a second-order reaction. An apparent first-order
constant (that depends on the global reactant concentra-
tions) can be evaluated from k+0 to k0,app = 1.4×10−6 s−1

assuming a concentration c0 = 10−3 M.
The diffusion coefficients of short oligopeptides[40, 41]

are approximately equal to D0 = 5× 10−10 m2.s−1, and
will be assumed that they are identical (that is, λ = 1).

Under such conditions, the critical parameters of this
reaction-diffusion system are L0 = 1.3 cm and T0 = 17 °C.
In order to optimize this chemical system for efficient
reaction-diffusion cycles, an optimal setup should be on
the centimeter scale, with a mean temperature of 40 °C.
Nonlinear behavior should be obtained when subjected
to a gradient of at least ±17 °C.
We consider three systems of characteristic lengths

l0 = 10−2 m, l1 = 3 × 10−2 m (i.e. ∼ 2L0) and
l2 = 10−1 m, each of which is subject to a Heaviside
temperature gradient T ∈ [9 °C, 71 °C]. This scaling cor-
responds to a nondimensionalized system with β = 18.8,
γ = 0.122, θg = 0.1, d = 1, κ = 1, λ = 1, and respectively
ρ = 0.28, ρ = 2.5, and ρ = 28 for l0, l1 and l2. These
systems are characterized by the following characteristic
lengths:

• l0 = 1 cm: wcold = 3.8, wwarm = 0.57. Both lengths
are larger than the length of each cold/warm re-
gion; this corresponds to a small system in which
the activity is fully extended to the entire system,
dominated by dissipative reactions and small con-
centration gradients.

• l2 = 10 cm: wcold = 0.38, wwarm = 0.057.
Both lengths are smaller than the length of each
cold/warm region; this corresponds to a large sys-
tem where the activity is restricted in the region

close to the x̄ = 0.5 boundary, dominated by dissi-
pative transport and large concentration gradients.

• l1 = 3 cm: wcold = 1.27, wwarm = 0.19. This
corresponds to an intermediate system in which the
activity is fully extended in the cold region and
restricted in the region close to the warm boundary,
dominated by a dissipative reaction-diffusion cycle
across both regions.

The numerical models of these three systems confirm this
scaling analysis (see Fig. S4 in SI).

D. Coupling to a secondary reaction

Thus, energy can be directly extracted from a tem-
perature gradient using these reaction-diffusion systems.
However, the design of a coupled chemical reaction net-
work implies the ability to propagate energy input to the
secondary processes[3, 14, 15]. We further investigate the
coupling of the minimalist network in Eq. (1) to maintain
nonequilibrium secondary processes.

1. Maintaining a secondary chemical reaction flux

The robustness of this system for transferring the tem-
perature gradient-induced nonequilibrium state to the
U1/U2 compounds was assessed by adding a secondary
reaction involving a V1/V2 interconversion:

V1 V2 (26a)

U1 + V1 U2 + V2 (26b)
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.

A direct uncoupled reaction (26a) is introduced; it is
assumed to be slow compared to the driving reaction
(1), with a nondimensionalized reaction rate constant
fixed at 10−3. It can be driven by a coupled reaction
(26b), whose reaction rate constant is equal to the kinetic
rates of the driving reaction (1), multiplied by a factor
ρ′. Moreover, it is supposed to be athermic so that any
steady nonequilibrium state would result from a transfer
from the U1/U2 couple.

Numerical models (see Fig. 6A-C) show that the V1/V2

couple can be efficiently driven to an active nonequi-
librium state with respect to reaction (26a), which is
characterized by a sustained chemical flux φ′. A neces-
sary condition is ρ′ ≫ 1, implying that the secondary
driven reaction in Eq. (26b) must be faster than the pri-
mary driving reaction in Eq. (1). Furthermore, the total
concentration of the compounds Vi must be lower than
that of U1, to avoid perturbation of the primary reaction.

2. Maintaining a secondary chemical diffusion flux

The driving reaction can also be used to couple the
nonequilibrium state of U1/U2 compounds induced by
the temperature gradient to the active transport of a
compound A. The following reaction can be used to
mediate the transport of A by its docking to U1:

A + U1 B (27)

This reaction is assumed to be athermal, with a nondi-
mensionalized kinetic rate ρ′ in both directions, which
does not depend on temperature. This implies that the
compound A can be bound to U1 as a complex B, then
diffuses from the cold to the warm region, where it is
released back as A; then it can diffuse back to the cold
region.
Once again (see Fig. 6D-F), large gradients can be

obtained as long as the coupling reaction (27) is faster
than the driving reaction (1). Transport is also essentially
efficient for lower concentrations of A compounds than
for U1/U2 compounds.

III. CONCLUSIONS

A general model was established to describe how an
nonequilibrium steady reaction-diffusion process can be
sustained by a temperature gradient. A difference in
temperature across the system induces spatial differences
in the chemical equilibrium states. This results in a frus-
trated state because it is impossible to simultaneously
sustain the chemical equilibrium (which would induce a
concentration gradient) and the global transport equilib-
rium (which would imply homogeneous concentrations).
Consequently, reaction-diffusion cycles are necessarily
established, with chemical reactions counterbalancing
chemical transports, as long as a temperature gradient
is coupled to an endothermic or exothermic chemical
process. We determined the parameters that enable the
system to be dominated at will by either transport or re-
action. Moreover, we demonstrated that the temperature
gradient shape can be tuned so that both the reaction
and transport processes can be spatially disconnected
from each other or concentrated in the same spatial area.
We showed that this nonequilibrium steady state can

be characterized in terms of:

• chemical force, describing the local distance from
equilibrium. This essentially originates from the
reaction enthalpy and the intensity of the tempera-
ture gradient.

• chemical flux, describing the resulting steady reac-
tion rate. It is proportional to the chemical force,
but additionally depends on the reaction rate con-
stants and diffusion constants, as well as the system
symmetry at the mean temperature.

• entropy production rate, which describes the dissi-
pative efficiency. This results from the combination
of chemical force and flux.

These characteristics can be understood as analogous to
the electromotive force, current intensity, and dissipated
power in an electric circuit, respectively. This yields a
fruitful quantitative description of the nonequilibrium
state. The expression of these characteristics was estab-
lished analytically in the simple case of two homogeneous
compartments that exchange matter. This result was
then extended to interpret the complete reaction-diffusion
systems that were solved numerically.

The entropy dissipated by the reaction-diffusion system
is distributed unequally among each process. A net dif-
ference can be observed between the diffusion-dominated
and reaction-dominated systems. The desired regime can
be tailored by scaling the system to a critical system
length L0. It should be noted that the traditional “local
equilibrium” approximation reduces to the limit case of
fast reactions, that is, to large systems whose physical
length is well above L0. This regime is suboptimal for
generating nonequilibrium reaction fluxes; it is the worst
case for extracting chemical energy from the temperature
gradient, as it leads to minimization of the chemical flux.
This framework also demonstrates the possibility of

concentrating the chemical reactants in either the cold
or warm region under the effect of the temperature gra-
dient. This global effect is only effective in large systems
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compared to the critical length L0, when the reactants
possess sufficiently different diffusion coefficients, with
large temperature gradients centered on an optimal tem-
perature.
This study is based on an imposed steady tempera-

ture gradient. However, steady chemical reaction fluxes
can act as secondary heat sources that can influence
back the temperature gradient from which they origi-
nate. Having a steady temperature gradient comes down
to the assumption of the presence of infinitely efficient
external heat sources that can seamlessly absorb this
chemical heat. Further work should describe the full
coupling between the external and internal heat sources
in these reaction-diffusion systems, to evaluate their im-
pact. In addition, we should be able to explain how
optimal reaction-mediated heat transport[24], leading to
an increase in thermal conductivity[30], can be obtained.
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Appendix A: Numerical tools

Four geometries of increasing complexity were used:

1. Two homogeneous stirred compartments, each
thermostated at a different temperature, were con-
nected to each other, allowing chemical exchange
between them.

2. A single unstirred system was connected to two ther-
mostats, each of which maintained a homogeneous
temperature in two contiguous regions, with free
chemical diffusion throughout the compartment.

3. A single unstirred system was connected to two
thermostats, each of which maintained a fixed tem-
perature at each extremity of the system, leading
to a steady linear gradient throughout the system,
with free chemical diffusion throughout the com-
partment.

4. A single unstirred system was connected to two
spatially extended thermostats, each of which main-
tained a fixed temperature at each extremity over
a length 1⁄4, leading to a steady linear gradient over
the central part of the system x̄ ∈ [1/4, 3/4], with free
chemical diffusion throughout the compartment.

The first model was solved by calculating the steady
state of the resulting ordinary differential equation (ODE)
system. An analytical solution was obtained for a low
gradient intensity. The full derivation of the steady
state behavior was performed using the Python symbolic
computation package Sympy[42, 43]. It is available as a
Jupyter notebook[44] in the SI, and the major results
are detailed in Section C.
The other models were solved numerically by inte-

grating the resulting partial differential equation (PDE)
system (see Section D1). The steady states of the
reaction-diffusion systems were numerically calculated
for a wide set of values of β ∈ [0.5, 5], θg ∈ [0.01, 0.5], ρ ∈
[10−3, 10+3], d ∈ [10−3, 10+3], γ ∈ [0.2, 1], κ ∈ [0.1, 10],
and λ ∈ [0.1, 10]. The steady state was considered to be
reached when the relative residual flux was sufficiently
small, following:

∫ 1

0
φdx̄

|
∫ x̄0

0
φdx̄|+ |

∫ 1

x̄0
φdx̄|

< ω (A1)

where x̄0 is the position at which φ = 0 (see D 2). In all
simulations, ω = 10−6 was used. When necessary, the
total simulation time was increased until the condition
of Eq. (A1) was met.
The calculations were performed using XMDS2[45].

In each simulation, a steady temperature gradient was
imposed with either a Heaviside, linear, or mixed pro-
file. In all models, the influence of temperature on the
chemical reaction was introduced via the Arrhenius rela-
tionship for the reaction rate constants. Integration was
performed using the 8th (embedded 9th) order adaptive
Runge-Kutta method. Spatial derivation was performed
on the basis of a discrete cosine transform for the imple-
mentation of zero Neumann boundaries, thus describing
a closed system.

Appendix B: Parameter description

The chemical system is reduced to the following single
chemical reaction:

U1

k+

k−
U2 (B1)

with

K =
k+
k−

(B2)

Using thermodynamics and Arrhenius relationships,
the variation in the constants with temperature can be
expressed as:

K = K∞e−
∆rH0
RT (B3a)

k+ = k∞+ e−
Ea,+
RT (B3b)

k− = k∞− e−
Ea,−
RT (B3c)

with

∆rH0 = Ea,+ − Ea,− (B3d)
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These parameters can be described from a reference
temperature T0, so that K0 = K(T0), k+,0 = k+(T0),
k−,0 = k−(T0), leading to:

K = K0e
∆rH0
RT0

(
T−T0

T

)
(B4a)

k+ = k+,0e
Ea,+
RT0

(
T−T0

T

)
(B4b)

k− = k−,0e
Ea,−
RT0

(
T−T0

T

)
(B4c)

This is then nondimensionalized as:

k̄+ = κρeβ(1−γ) θ
θ+1 (B5a)

k̄− = κ−1ρeβ(1+γ) θ
θ+1 (B5b)

K = κ2e2βγ
θ

θ+1 (B5c)

η = 2βγ (B5d)

ε+ = β(1− γ) (B5e)

ε− = β(1 + γ) (B5f)

β corresponds to the average activation energy, and γ
corresponds to the energetic asymmetry of the system
(see Fig. S5 in SI).

In the two-compartments model, diffusion is modeled
as a first-order exchange reaction between two compart-
ments as a function of the geometric mean of the exchange
kinetic constant δ:

δ1 = λδ (B6a)

δ2 = λ−1δ (B6b)

In unstirred systems, the free diffusion of the chemical
reactants is fully considered. Neglecting the variation
in the diffusion constant with temperature, chemical
diffusion is described as a function of the geometric mean
of the diffusion constant d, and the exchange ratio λ:

d1 = λd (B7a)

d2 = λ−1d (B7b)

Appendix C: Mathematical derivation in the stirred
compartments model

The temperature is set to −θg in compartment A, and
to +θg in compartment B. The initial concentration is
1 in each compartment, i.e.:

u1a(0) + u2a(0) = u1b(0) + u2b(0) = 1 (C1)

The system is described by the following chemical pro-
cesses:

Compartment A :

U1a

k̄+,a

k̄−,a
U2a (C2a)

Compartment B :

U1b

k̄+,b

k̄−,b
U2b (C2b)

Diffusion of U1:

U1a

λ–1δ

λ–1δ
U1b (C2c)

Diffusion of U2:

U2a

λδ

λδ
U2b (C2d)

The dynamics of this system is described by the following
set of ODEs:

du1a

dt̄
= λ−1δ (−u1a + u1b)− k̄+,au1a + k̄−,au2a

(C3a)

= −φd1 − φra (C3b)

du1b

dt̄
= λ−1δ (u1a − u1b)− k̄+,bu1b + k̄−,bu2b (C3c)

= +φd1 − φrb (C3d)

du2a

dt̄
= λδ (−u2a + u2b) + k̄+,au1a − k̄−,au2a (C3e)

= −φd2 + φra (C3f)

du2b

dt̄
= λδ (u2a − u2b) + k̄+,bu1b − k̄−,bu2b (C3g)

= +φd2 + φrb (C3h)

1. steady state

The steady state u∞
ij (with i ∈ [1, 2] and j ∈ [a, b])

can be obtained directly from the resolution of the set

of equations (C3), for
duij

dt̄
= 0. Each chemical force

and flux of any reaction or exchange process k can be
expressed as:

φk = r+k − r−k (C4a)

αk = ln
r+k
r−k

(C4b)

where r+k and r−k are the process rates of direct and
indirect reactions, respectively.

It is then possible to express the on-equilibrium steady
state of each reaction and compound exchange in terms
of [α,φ] as:

φra = k̄+,au
∞
1a − k̄−,au

∞
2a (C5a)

αra = ln

(
Ka

u∞
1a

u∞
2a

)
(C5b)

for the reaction in compartment A,

φrb = k̄+,bu
∞
1b − k̄−,bu

∞
2b (C5c)

αrb = ln

(
Kb

u∞
1b

u∞
2b

)
(C5d)

for the reaction in compartment B,

φd1 = λ−1δ(u∞
1a − u∞

1b) (C5e)

αd1 = ln

(
u∞
1a

u∞
1b

)
(C5f)
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for the diffusion of U1, and

φd2 = λδ(u∞
2a − u∞

2b) (C5g)

αd2 = ln

(
u∞
2a

u∞
2b

)
(C5h)

for the diffusion of U2.
At the steady state, all the chemical fluxes compensate

for each other, following Eqs. (C3) such that:

φ = −φra = φrb = φd1 = −φd2 (C6)

This implies that each process k is characterized by αk

and φk = ±φ. Thus, each process is characterized by its
chemical resistance Rk:

Rk =
αk

φk
(C7)

Each process dissipate entropy as:

σk = αkφk (C8a)

= Rkφ
2
k = Rkφ

2 (C8b)

Each term σk is positive, so Rk ≥ 0; αk and φk are thus
necessarily of the same sign.
The full entropy dissipation is then:

σ =
∑

k

σk (C9a)

=
∑

k

Rkφ
2 (C9b)

This yields the total dissipation of entropy in the sys-
tem as:

σra = αraφra = −αraφ (C10a)

= Rraφ
2 (C10b)

σrb = αrbφrb = +αrbφ (C10c)

= Rrbφ
b (C10d)

σd1 = αd1φd1 = +αd1φ (C10e)

= Rd1φ
2 (C10f)

σd2 = αd2φd2 = −αd2φ (C10g)

= Rd2φ
2 (C10h)

σr = σra + σrb = (αrb − αra)φ (C10i)

= Rrφ
2 (C10j)

σd = σd1 + σd2 = (αd1 − αd2)φ (C10k)

= Rdφ
2 (C10l)

σ = σr + σd = (αr2 − αr1 + αd1 − αd2)φ (C10m)

= αφ = Rtotφ
2 (C10n)

with

Rtot = Rr +Rd (C10o)

Rr = Rra +Rrb (C10p)

Rd = Rd1 +Rd2 (C10q)

According to Eqs. (C5), (C6) and (B5c), the total
chemical force α can be expressed as:

α = −αra + αrb + αd1 − αd2 (C11a)

= ln

(
K−1

a

u∞
2a

u∞
1a

·Kb
u∞
1b

u∞
2b

· u
∞
1a

u∞
1b

· u
∞
2b

u∞
2a

)
(C11b)

= ln

(
Kb

Ka

)
(C11c)

=

(
θg

θg + 1
− θg

θg − 1

)
η (C11d)

=
2ηθg
1− θ2g

(C11e)

Solving the corresponding set of equations exactly leads
to complex expressions of αi, φi, and σi parameters.
Thus, we simplified the system by assuming relatively
small variations in temperature, using a second order
Taylor expansion; α is further simplified to:

α = 2ηθg +O(θ3g) ≈ 2ηθg (C12)

2. Expression of the steady chemical flux

The expression of the steady chemical flux can also
be evaluated with a second order Taylor expansion as a
function of θg, leading to:

φ =
ρλ′δ

λ′δ + ρ

κ′ηθg
2

(C13a)

with

κ′ =
2κ

1 + κ2
(C13b)

and:

λ′ =
2κλ

1 + κ2λ2
(C13c)

κ′ and λ′ are parameters that characterize the asymmetry
of the chemical reaction and chemical exchange, respec-
tively. The chemical flux in Eq. (C13a) indicates that the
behavior of the system depends on the relative values of
ρ and λ′δ, with the intensity proportional to the reaction
asymmetry κ′.
a. Distribution between chemical reaction and ex-

change The total dissipation is distributed between the
chemical reactions and exchanges:

αr =
λ′δ

λ′δ + ρ
α (C14a)

αd =
ρ

λ′δ + ρ
α (C14b)

This implies the following distribution of entropy distri-
bution:

σr =
λ′δ

λ′δ + ρ
σ (C15a)

σd =
ρ

λ′δ + ρ
σ (C15b)
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b. Distribution of the chemical reaction dissipation in
each compartment The chemical forces for each chemical
reaction can be evaluated as:

αra = −1 + ε

2
αr (C16a)

αrb = +
1− ε

2
αr (C16b)

with

ε = β +
ηρ

2(λ′δ + ρ)

1− κ2λ2

1 + κ2λ2
(C16c)

implying the following distribution of entropy dissipation:

σra =
1 + εθg

2
σr (C17a)

σrb =
1− εθg

2
σr (C17b)

The parameter ε tends to β when κ ≈ λ−1, to β(1−γ) =
ε+ when κ or λ tends to large values and to β(1+γ) = ε−
when κ or λ tends to zero. ε can be interpreted as the
global activation energy for the whole system, varying
from ε+ to ε− through the average value of β, depending
on the global symmetry of the system.

c. Distribution of the exchange dissipation for each
compound The chemical forces for each chemical reac-
tion can be evaluated as:

αd1 = +
λ2κ2

1 + λ2κ2
αd (C18a)

αd2 = − 1

1 + λ2κ2
αd (C18b)

implying the following distribution of entropy dissipation:

σd1 =
λ2κ2

1 + λ2κ2
σd (C19a)

σd2 =
1

1 + λ2κ2
σd (C19b)

The dissipation due to the exchange is equally shared
by the exchange of each compound U1 and U2 when the
system is symmetrical (κ = λ−1), but is diverted towards
U1 for large values of κλ, and towards U2 for small values
of κλ.

3. Chemical resistance

By analogy with electric circuits, the relationship be-
tween the chemical fluxes φi and the chemical forces αi

leads to the chemical resistance of process Ri as:

Ri =
αi

φi
(C20a)

Rra =
2(1 + εθg)

κ′ρ
(C20b)

Rrb =
2(1− εθg)

κ′ρ
(C20c)

Rd1 =
2κλ

κ′δ
(C20d)

Rd2 =
2

κ′δκλ
(C20e)

Rr =
4

κ′ρ
(C20f)

Rd =
4

κ′λ′δ
(C20g)

Rtot =
4

κ′

(
1

ρ
+

1

λ′δ

)
(C20h)

4. Entropy yield

The ratio yk = σk/σ provides the fraction of entropy
dissipated through the process k. This can be linked
to the energy yield, which is the fraction of the energy
dissipated through a specific process of interest. This can
be calculated as:

yk =
σk

σ
(C21a)

=
Rkφ

2

Rtotφ2
=

Rk

Rtot
(C21b)

The efficiency of a given system to be used for chemical
reactions is yr, and that for chemical transport is yd:

yr =
λ′δ

λ′δ + ρ
(C22a)

yd =
ρ

λ′δ + ρ
(C22b)

5. General expression

All φ, αk and σk values can be directly derived from
the expression of Rk in Eqs. (C20) and α from Eq. (C12):

φ =
α

Rtot
(C23a)

αk =
Rk

Rtot
α (C23b)

σk =
Rk

R2
tot

α2 (C23c)

In all situations, the steady state can thus be described
as:

φ =
λ′δρ

λ′δ + ρ
φ0 (C24a)

with

φ0 =
1

2
κ′ηθg (C24b)
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for the chemical flux,

αr =
λ′δ

λ′δ + ρ
α0 (C24c)

αd =
ρ

λ′δ + ρ
α0 (C24d)

with

α0 = 2ηθg (C24e)

for the chemical force, and

σr =
(λ′δ)2ρ

(λ′δ + ρ)2
σ0 (C24f)

σd =
λ′δρ2

(λ′δ + ρ)2
σ0 (C24g)

with

σ0 = κ′(ηθg)
2 (C24h)

for the entropy dissipation.

This results in a reference steady state ([α0, φ0, σ0]),
which depends on the thermokinetic characteristics of the
chemical reaction. The state of a given system can be
retrieved from this reference state based on Eqs. (C24).

6. Entropy dissipation variations

The variation of σr can be expressed as:

(
∂σr

∂ρ

)

δ,σ0

=
(λ′δ)2

(δλ′ + ρ)
3σ0

(
λ′δ − ρ

)
(C25a)

(
∂σr

∂δ

)

ρ,σ0

=
2λ′δρ2

(δλ′ + ρ)
3σ0 (C25b)

For a given value of λ′δ, σr is thus maximal for ρ = λδ′; it
varies proportionally to ρ for ρ ≪ λ′δ and to ρ−1 for ρ ≫
λ′δ. For a given value of ρ, σr increases monotonically
with λ′δ; it varies proportionally to (λ′δ)2 for λ′δ ≪ ρ,
and reaches a plateau for λ′δ ≫ ρ.

Similarly, the variation of σd can be expressed as:

(
∂σd

∂ρ

)

δ,σ0

=
2(λ′δ)2ρ

(δλ′ + ρ)
3σ0 (C26a)

(
∂σd

∂δ

)

ρ,σ0

=
ρ2

(δλ′ + ρ)
3σ0

(
ρ− λ′δ

)
(C26b)

For a given value of ρ, σd is thus maximal for λδ′ = ρ; it
varies proportionally to λ′δ for λ′δ ≪ ρ and to (λ′δ)−1

for λ′δ ≫ ρ. For a given value of λ′δ, σd increases
monotonically with ρ, varying proportionally to ρ2 for
ρ ≪ λ′δ, but reaches a plateau for ρ ≫ λ′δ (see fig. S1
in SI.).

Appendix D: PDE system

1. Expression of the PDE model

Chemical reaction-diffusion is described based on the
following set of partial differential equations (PDEs):

∂u1

∂t̄
= d1

∂2u1

∂x̄2
− φr(x̄), (D1a)

∂u2

∂t̄
= d2

∂2u2

∂x̄2
+ φr(x̄), (D1b)

with

φr(x̄) = k̄+(x̄)u1(x̄)− k̄−(x̄)u2(x̄) (D1c)

In contrast to the two-compartment model, the variables
are expressed as a function of the nondimensionalized
spatial position x̄, following an imposed temperature
gradient θ(x̄), with θ(x̄) ∈ [−θg,+θg]).
The general properties of the system are described

based on its characteristic concentration c0 and tem-
perature T0. However, the introduction of the spatial
dimension introduces two new characteristics: length
l0 (corresponding to the system dimension), and diffu-
sion constant D0 (corresponding to the average diffusion
constant of the reactants). The characteristic time is
then directly obtained as t0 = l20/D0. The system is thus
described in terms of the nondimensionalized concentra-
tions ui, position x̄, temperature deviation θ, diffusion
constants di, and time t̄.
Chemical transport is now defined as molecular diffu-

sion; it cannot be treated anymore as a chemical reaction.
The rates of entropy production of the chemical reaction
(σr) and chemical diffusion of compound Ui (σd,i) are
expressed as[46]:

σr = φrαr = (k̄+u1 − k̄−u2) ln
k̄+u1

k̄−u2
(D2a)

σd,i =
di
ui

(
∂ui

∂x̄

)2

(D2b)

2. steady state characteristics

The steady-state conditions must consider the spatial
extension of the system. In steady state, the total con-
centrations of each compound U1 and U2 are constant.
This implies that the global reaction is zero, i.e.:

∫ 1

0

φdx̄ = 0 (D3)

In all situations, φ < 0 in the cold region (for x̄ ∈
[0, x̄0[), and φ > 0 in the warm region (for x̄ ∈]x̄0, 1]),
where x̄0 is the position at which φ = 0. This implies
that:

∫ x̄0

0

φdx̄ = −
∫ 1

x̄0

φdx̄ (D4)
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For quantities whose sign changes across the system, this
integral value is thus calculated as:

φint =

∣∣∣∣∣

∫ x̄0

0

φdx̄

∣∣∣∣∣ (D5a)

αint =

∣∣∣∣∣

∫ x̄0

0

α dx̄

∣∣∣∣∣ (D5b)

Because σ is necessarily a positive value, its integral
value is calculated over the full system extension:

σint =

∫ 1

0

σ dx̄ (D6)
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2

NOTEBOOK: ANALYTICAL DEVELOPMENT OF THE COMPARTMENT MODEL

[1]: import sympy as sp

A. Solving the steady state from the equation system

Chemical reactions:

• Compartment A: U1a ⇌U2a, kinetic rates k̄+a and k̄−a

• Compartment B: U1b ⇌U2b, kinetic rates k̄+b and k̄−b

• Exchange of U1: U1a ⇌U1b, kinetic rate λ−1δ

• Exchange of U2: U2a ⇌U2b, kinetic rate λδ

All following calculations are performed from nondimensionalized parameters.

[2]: u1a, u1b, u2a, u2b, delta, kpa, kma, kpb, kmb , theta, lamb = sp.symbols("u1a, u1b, u2a,␣
↪→u2b, delta, \\bar{k}_{+a}, \\bar{k}_{-a}, \\bar{k}_{+b}, \\bar{k}_{-b}, theta, lambda",␣
↪→real=True)

1. Solution

dU1a

dt
:

[3]: eq1 = delta / lamb * (u1b-u1a) - kpa* u1a + kma * u2a

dU1b

dt
:

[4]: eq2 = delta / lamb* (u1a-u1b) - kpb* u1b + kmb * u2b

dU2a

dt
:

[5]: eq3 = lamb * delta * (u2b-u2a) + kpa* u1a - kma * u2a

dU2b

dt
:

[6]: eq4 = lamb * delta * (u2a-u2b) + kpb* u1b - kmb * u2b

Matter conservation: total initial concentration is 1 in each compartment

[7]: eq5 = u1a + u1b + u2a + u2b -2

The steady state comes thus down to solve {eq1=0; eq2=0; eq3=0; eq4=0; eq5=0}

[8]: res = sp.solve([eq1, eq2, eq3, eq4, eq5],[u1a, u1b, u2a, u2b])
u1as = res[u1a].simplify().factor(delta)
u1bs = res[u1b].simplify().factor(delta)
u2as = res[u2a].simplify().factor(delta)
u2bs = res[u2b].simplify().factor(delta)
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2. Check equations

Checking that everything is correct:

[9]: def replace(x):
res = x.replace(u1a, u1as).simplify()
res = res.replace(u1b, u1bs).simplify()
res = res.replace(u2a, u2as).simplify()
res = res.replace(u2b, u2bs).simplify()
return res

[10]: replace(eq5)

[10]:

0

[11]: replace(eq4)

[11]:

0

[12]: replace(eq3)

[12]:

0

[13]: replace(eq2)

[13]:

0

[14]: replace(eq1)

[14]:

0

Total concentration in both compartments shall be 2 (matter conservation):

[15]: (u1as+u2as+u1bs+u2bs).simplify()

[15]:

2

u1a +u2a should not be 1 (differences due to λ )

[16]: (u1as+u2as).simplify()

[16]:

2
(

k̄+ak̄+bλ 2 + k̄+ak̄−b + k̄+bk̄−aλ 2 + k̄−ak̄−b +δλ
(
k̄+a + k̄+b

)
+δλ

(
k̄−a + k̄−b

))

2k̄+ak̄+bλ 2 + k̄+ak̄−bλ 2 + k̄+ak̄−b + k̄+bk̄−aλ 2 + k̄+bk̄−a +2k̄−ak̄−b +2δλ
(
k̄+a + k̄+b + k̄−a + k̄−b

)

u1b +u2b should not be 1 (differences due to λ )
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[17]: (u1bs+u2bs).simplify()

[17]:

2
(

k̄+ak̄+bλ 2 + k̄+ak̄−bλ 2 + k̄+bk̄−a + k̄−ak̄−b +δλ
(
k̄+a + k̄+b

)
+δλ

(
k̄−a + k̄−b

))

2k̄+ak̄+bλ 2 + k̄+ak̄−bλ 2 + k̄+ak̄−b + k̄+bk̄−aλ 2 + k̄+bk̄−a +2k̄−ak̄−b +2δλ
(
k̄+a + k̄+b + k̄−a + k̄−b

)

B. Data derivation

1. Fluxes

ϕa (Signs chosen according to the directions indicated in Fig. 1 of the main text)

[18]: phia = (kpa* u1as - kma * u2as).simplify().factor(delta)

[19]: phib = (kpb* u1bs - kmb * u2bs).simplify().factor(delta)

[20]: phidiff1 = (delta/lamb * (u1as-u1bs)).simplify().factor(delta)

[21]: phidiff2 = (lamb*delta * (u2as-u2bs)).simplify().factor(delta)

Check that ϕa =−ϕb

[22]: (phia+phib).simplify()

[22]:

0

Check that ϕd,1 =−ϕd,2

[23]: (phidiff1+phidiff2).simplify()

[23]:

0

Check that ϕa =−ϕd,1

[24]: (phidiff1+phia).simplify()

[24]:

0

Define ϕ as the reaction-diffusion flux, defined as ϕ =−ϕa = ϕb = ϕd,1 =−ϕd,2

[25]: phi = -phia
phi

[25]:

− 2δλ
(
k̄+ak̄−b − k̄+bk̄−a

)

2k̄+ak̄+bλ 2 + k̄+ak̄−bλ 2 + k̄+ak̄−b + k̄+bk̄−aλ 2

+k̄+bk̄−a +2k̄−ak̄−b +δ
(
2k̄+aλ +2k̄+bλ +2k̄−aλ +2k̄−bλ

)
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2. α and σ

a. Chemical reaction
[26]: Ka = kpa/kma

Kb = kpb/kmb

[27]: Qa = u2as/u1as
Qb = u2bs/u1bs

[28]: KQa=(Ka/Qa).simplify()

[29]: KQb=(Kb/Qb).simplify()

[30]: alpha_a = sp.log(KQa).simplify()

[31]: alpha_b = sp.log(KQb).simplify()

[32]: sigma_a = (phia*alpha_a).simplify()

[33]: sigma_b = (phib*alpha_b).simplify()

[34]: sigmar=(sigma_a+sigma_b).simplify()
sigmar

[34]:

2δλ
(
k̄+ak̄−b − k̄+bk̄−a

)

·


 log




k̄+a

(
k̄+bk̄−aλ 2 + k̄−ak̄−b +δλ

(
k̄−a + k̄−b

))

k̄−a

(
k̄+ak̄+bλ 2 + k̄+ak̄−b +δλ

(
k̄+a + k̄+b

))




− log




k̄+b

(
k̄+ak̄−bλ 2 + k̄−ak̄−b +δλ

(
k̄−a + k̄−b

))

k̄−b

(
k̄+ak̄+bλ 2 + k̄+bk̄−a +δλ

(
k̄+a + k̄+b

))







2k̄+ak̄+bλ 2 + k̄+ak̄−bλ 2 + k̄+ak̄−b + k̄+bk̄−aλ 2

+k̄+bk̄−a +2k̄−ak̄−b +2δλ
(
k̄+a + k̄+b + k̄−a + k̄−b

)

b. Chemical diffusion
[35]: KQ_diff1 = (u1as/u1bs).simplify()

[36]: KQ_diff2 = (u2as/u2bs).simplify()

[37]: alpha_diff1 = sp.log(KQ_diff1)

[38]: alpha_diff2 = sp.log(KQ_diff2)

[39]: sigma_diff1 = (phidiff1 * alpha_diff1).simplify()

[40]: sigma_diff2 = (phidiff2 * alpha_diff2).simplify()

[41]: sigma_diff = (sigma_diff1+sigma_diff2).simplify()

[42]: alphar = alpha_b-alpha_a
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[43]: alpha_diff=alpha_diff1-alpha_diff2

[44]: alpha_tot = (alphar+alpha_diff).simplify()
alpha_tot.simplify()

[44]:

− log

(
k̄+ak̄+bλ 2 + k̄+ak̄−b +δλ

(
k̄+a + k̄+b

)

k̄+ak̄+bλ 2 + k̄+bk̄−a +δλ
(
k̄+a + k̄+b

)
)

+ log

(
k̄+bk̄−aλ 2 + k̄−ak̄−b +δλ

(
k̄−a + k̄−b

)

k̄+ak̄−bλ 2 + k̄−ak̄−b +δλ
(
k̄−a + k̄−b

)
)

− log




k̄+a

(
k̄+bk̄−aλ 2 + k̄−ak̄−b +δλ

(
k̄−a + k̄−b

))

k̄−a

(
k̄+ak̄+bλ 2 + k̄+ak̄−b +δλ

(
k̄+a + k̄+b

))




+ log




k̄+b

(
k̄+ak̄−bλ 2 + k̄−ak̄−b +δλ

(
k̄−a + k̄−b

))

k̄−b

(
k̄+ak̄+bλ 2 + k̄+bk̄−a +δλ

(
k̄+a + k̄+b

))




C. Switch to β/γ/ρ description

Previous description misses information. Switch to better parameters κ , β , γ , ρ θ . New parameters suffixed by ‘x’. Suppose
from here κ = 1

[45]: kappa, rho, gamma, beta, epsilon = sp.symbols("kappa, rho, gamma, beta, \\varepsilon",␣
↪→real=True)

epsilon

[45]:

ε

[46]: kpax = kappa * rho*sp.exp(-theta/(1-theta)*(1+gamma)*beta)

[47]: kpbx = kappa * rho*sp.exp(theta/(1+theta)*(1+gamma)*beta)

[48]: kmax = kappa**-1 * rho*sp.exp(-theta/(1-theta)*(1-gamma)*beta)

[49]: kmbx = kappa**-1 * rho*sp.exp(theta/(1+theta)*(1-gamma)*beta)

[50]: def replacek(x):
""" Substitute old k parameters with the new kx parameters"""
res = x.replace(kpa,kpax).simplify()
res = res.replace(kpb,kpbx).simplify()
res = res.replace(kma,kmax).simplify()
res = res.replace(kmb,kmbx).simplify()
return res

[51]: alphax = replacek(sp.log(Kb/Ka)).expand(force=True).simplify()
alphax

[51]:
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− 4βγθ
θ 2 −1

[52]: phix = replacek(phi).expand(force=True).simplify()
phix

[52]:

2δκ2λρ

(
e

2βθ(γ(θ−1)+2θ)
(θ−1)(θ+1) − e

2βθ(γ(θ+1)+2θ)
(θ−1)(θ+1)

)
· e−βθ

(
1

θ+1+
1

θ−1

)

2δκλ
(

κ2e
2βγθ
θ−1 +1

)
eβθ

(
γ

θ+1+
1

θ−1

)
+2δκλ

(
κ2e

2βγθ
θ+1 +1

)
eβθ

(
γ

θ−1+
1

θ+1

)
+2κ4λ 2ρe

βθ
(

2γθ
θ2−1

+ γ
θ+1+

γ
θ−1+

2θ
θ2−1

)

+ρ
(

κ2λ 2e
2βγθ
θ−1 +κ2λ 2e

2βγθ
θ+1 +κ2e

2βγθ
θ−1 +κ2e

2βγθ
θ+1 +2

)
eβθ

(
1

θ+1+
1

θ−1

)

D. Taylor expansion for low values of θ

This still remains complex. . . and needs simplification. Taylor expansion with θ (order 3 is sufficient). Corresponding
parameters are suffixed by ‘d’, and with ‘d2’ with +O(. . . ) removed

[53]: def develop(x, order=3):
""""Shortcut for Taylor expension for θ"""
return sp.series(x,theta, n=order)

def full_removeO(x, order=3):
"""Sympy sometimes need to be tricked for removing the O(...)
Sometimes usefull for better simplification after simplify() steps"""
return develop(x, order).removeO().simplify().factor()

1. Thermokinetic constant

[54]: kpad = develop(kpax).simplify()

[55]: kpad2 = full_removeO(kpad).factor([theta, beta])
kpad2

[55]:

κρ
(

β 2θ 2
(

γ2 +2γ +1
)
+βθ 2 (−2γ −2)+βθ (−2γ −2)+2

)

2

[56]: kpbd = develop(kpbx).simplify()

[57]: kpbd2 = full_removeO(kpbd).factor([theta, beta])
kpbd2

[57]:

κρ
(

β 2θ 2
(

γ2 +2γ +1
)
+βθ 2 (−2γ −2)+βθ (2γ +2)+2

)

2
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[58]: kmad = develop(kmax).simplify()

[59]: kmad2 = full_removeO(kmad).factor(theta)
kmad2

[59]:

ρ
(

θ 2
(

β 2γ2 −2β 2γ +β 2 +2βγ −2β
)
+θ (2βγ −2β )+2

)

2κ

[60]: kmbd = develop(kmbx).simplify()

[61]: kmbd2 = full_removeO(kmbd).factor(theta)
kmbd2

[61]:

ρ
(

θ 2
(

β 2γ2 −2β 2γ +β 2 +2βγ −2β
)
+θ (−2βγ +2β )+2

)

2κ

[62]: def replaced(x, order=3):
"""Replace old parameters k with new DL'd kd parameters
and computes corresponding DL"""
res = x.replace(kpa,kpad)
res = res.replace(kpb,kpbd)
res = res.replace(kma,kmad)
res = res.replace(kmb,kmbd)
if order == -1:

return res.simplify().factor()
return develop(res, order).simplify().factor()

2. κ Simplification

Further, we will need identification of λ ′ =
2λκ

1+λ 2κ2 and κ ′ =
2κ

1+κ2

[63]: lp, kp, x, y, h = sp.symbols(["\\lambda'", "\\kappa'", "x", "y", "\\eta"], real=True)
lp

[63]:

λ ′

[64]: def to_h_kp(res, debug=False):
""" simplify the expression by attempting to identify
\lambda', \kappa' and \eta parameters
"""
if debug:

sp.pprint(res)
res = res.subs(kappa**2*lamb**2+1, x)
if debug:

sp.pprint(res)
res = res.subs(2*lamb*kappa, y)
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if debug:
sp.pprint(res)

res = res.factor(x/y)
if debug:

sp.pprint(res)
res = res.subs(y,lp*x)
if debug:

sp.pprint(res)
res = res.subs(beta*gamma, h/2)
if debug:

sp.pprint(res)
res = res.simplify()
res = res.subs(x,kappa**2*lamb**2+1)
res = res.subs(y, 2*lamb*kappa)
if debug:

sp.pprint(res)
res = res.subs(kappa**2+1, x)
if debug:

sp.pprint(res)
res = res.subs(2*kappa, y)
if debug:

sp.pprint(res)
res = res.factor(x/y)
if debug:

sp.pprint(res)
res = res.subs(y,kp*x)
if debug:

sp.pprint(res)
res = res.simplify()
if debug:

sp.pprint(res)
res = res.subs(x,kappa**2+1)
res = res.subs(y, 2*kappa)
return res.simplify()

[65]: Kad = replaced(Ka)

[66]: Kad2 = full_removeO(Kad).factor(theta)

[67]: Ka_ok = to_h_kp(Kad2).factor(theta)
Ka_ok

[67]:

κ2
(
−2ηθ +θ 2

(
η2 −2η

)
+2
)

2

[68]: Kbd = replaced(Kb)

[69]: Kbd2 = full_removeO(Kbd).factor(theta)

[70]: Kb_ok = to_h_kp(Kbd2).factor(theta)
Kb_ok

[70]:
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κ2 ·
(

2ηθ +θ 2
(

η2 −2η
)
+2
)

2

3. ϕ

[71]: phid=replaced(phi)
phid

[71]:

4βδγκ2λρθ +O
(

θ 3
)

(
κ2 +1

)(
2δκλ +κ2λ 2ρ +ρ

)

[72]: phid2 = full_removeO(phid)
phid2.factor(rho)

[72]:

4βδγκ2λρθ
(
κ2 +1

)(
2δκλ +ρ

(
κ2λ 2 +1

))

[73]: phi_ok = to_h_kp(phid2*2).factor(rho)/2
phi_ok

[73]:

ηκ ′λ ′δρθ
2(λ ′δ +ρ)

4. α

a. Reaction in compartment A
[74]: KQad = replaced(KQa)

KQad

[74]:

ρ2 +2κ2λ 2ρ2 +κ4λ 4ρ2 +4δκλρ +4δκ3λ 3ρ +4δ 2κ2λ 2

−4βδγκλρθ −4βδγκ3λ 3ρθ −8βδ 2γκ2λ 2θ −4β 2δγκλρθ 2 −4β 2δγκ3λ 3ρθ 2

−4β 2δγ2κλρθ 2 +4β 2δγ2κ3λ 3ρθ 2 −8β 2δ 2γκ2λ 2θ 2 +8β 2δ 2γ2κ2λ 2θ 2 +O
(

θ 3
)

(
2δκλ +κ2λ 2ρ +ρ

)2

[75]: alpha_ad = develop(sp.log(KQad)).simplify()
alpha_ad

[75]:
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−4βδγκλθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

−4β 2δγκλθ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

2δγκλ
(

2δκλ +κ2λ 2ρ +ρ
)2

+
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)

·
(
−2δγκλ +2δκλ − γκ2λ 2ρ + γρ +κ2λ 2ρ +ρ

))

+O
(

θ 3
)

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[76]: alpha_ad2=full_removeO(alpha_ad)
alpha_ad2

[76]:

−
4βδγκλθ

(
2βδκλθ −βγκ2λ 2ρθ +βγρθ +βκ2λ 2ρθ +βρθ +2δκλ +κ2λ 2ρ +ρ

)

(
2δκλ +κ2λ 2ρ +ρ

)2

[77]: alpha_a_ok = to_h_kp(alpha_ad2)
alpha_a_ok

[77]:

−

ηλ ′δθ
(

κ2λ 2 +1
)

·
(
−ηκ2λ 2ρθ +ηρθ +κ ′βκλ 2ρθ

(
κ2 +1

)
+κ ′κλ 2ρ

(
κ2 +1

)

+2λ ′βδκ2λ 2θ +2λ ′βδθ +2λ ′δκ2λ 2 +2λ ′δ +2βρθ +2ρ
)

2
(
λ ′δκ2λ 2 +λ ′δ +κ2λ 2ρ +ρ

)2

b. Reaction in compartment B
[78]: KQbd = replaced(KQb)

KQbd

[78]:

ρ2 +2κ2λ 2ρ2 +κ4λ 4ρ2 +4δκλρ +4δκ3λ 3ρ +4δ 2κ2λ 2 +4βδγκλρθ +4βδγκ3λ 3ρθ +8βδ 2γκ2λ 2θ

−4β 2δγκλρθ 2 −4β 2δγκ3λ 3ρθ 2 −4β 2δγ2κλρθ 2 +4β 2δγ2κ3λ 3ρθ 2 −8β 2δ 2γκ2λ 2θ 2 +8β 2δ 2γ2κ2λ 2θ 2 +O
(

θ 3
)

(
2δκλ +κ2λ 2ρ +ρ

)2

[79]: alpha_bd = develop(sp.log(KQbd)).simplify()
alpha_bd

[79]:
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4βδγκλθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

−4β 2δγκλθ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

2δγκλ
(

2δκλ +κ2λ 2ρ +ρ
)2

+
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)

·
(
−2δγκλ +2δκλ − γκ2λ 2ρ + γρ +κ2λ 2ρ +ρ

))

+O
(

θ 3
)

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[80]: alpha_bd2=full_removeO(alpha_bd)
alpha_bd2

[80]:

−
4βδγκλθ

(
2βδκλθ −βγκ2λ 2ρθ +βγρθ +βκ2λ 2ρθ +βρθ −2δκλ −κ2λ 2ρ −ρ

)

(
2δκλ +κ2λ 2ρ +ρ

)2

c. Total reaction
[81]: alpha_rd = (alpha_bd-alpha_ad).simplify()

alpha_rd

[81]:

8βδγκλθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+O
(

θ 3
)

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[82]: alpha_rd2 = (alpha_bd2-alpha_ad2).simplify()
alpha_rd2

[82]:

8βδγκλθ
2δκλ +κ2λ 2ρ +ρ

[83]: alpha_r_ok = to_h_kp(alpha_rd2)
alpha_r_ok

[83]:

2ηλ ′δθ
λ ′δ +ρ

d. Further simplification of independent reactions:
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e. identification of ε
[84]: f_d2 = (((-alpha_ad2-alpha_bd2).simplify()/alpha_rd2/theta)-beta).simplify()

f_d2

[84]:

βγρ
(
−κ2λ 2 +1

)

2δκλ +κ2λ 2ρ +ρ

[85]: epsilon_d2 = (beta+f_d2)
epsilon_d2

[85]:

βγρ
(
−κ2λ 2 +1

)

2δκλ +κ2λ 2ρ +ρ
+β

[86]: epsilon_ok = to_h_kp(f_d2.factor(rho))+beta
epsilon_ok

[86]:

−
ηρ
(

κ2λ 2 −1
)

2(λ ′δ +ρ)
(
κ2λ 2 +1

) +β

f. ε properties
[87]: epsilon_d2.replace(kappa,0).simplify()

[87]:

β (γ +1)

[88]: epsilon_d2.replace(lamb,0).simplify()

[88]:

β (γ +1)

[89]: epsilon_d2.replace(kappa,1/lamb).replace(lp,1).simplify()

[89]:

β

[90]: sp.limit(epsilon_d2, kappa,sp.oo).simplify()

[90]:

β (1− γ)

[91]: sp.limit(epsilon_d2, lamb,sp.oo).simplify()

[91]:

β (1− γ)
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[92]: sp.limit(epsilon_ok-beta, rho,sp.oo)+beta

[92]:

−
η
(

κ2λ 2 −1
)

2
(
κ2λ 2 +1

) +β

[93]: sp.limit(epsilon_d2, rho,0).simplify()

[93]:

β

g. Simplified expressions
[94]: (alpha_ad2 + alpha_rd2/2*(epsilon_d2*theta+1)).simplify()

[94]:

0

[95]: alpha_a_s = -alpha_rd2/2*(epsilon*theta+1)
alpha_a_s

[95]:

− 4βδγκλθ (εθ +1)
2δκλ +κ2λ 2ρ +ρ

[96]: alpha_a_ok = to_h_kp(alpha_a_s)
alpha_a_ok

[96]:

−ηλ ′δθ (εθ +1)
λ ′δ +ρ

[97]: alpha_a_ok/alpha_r_ok

[97]:

−εθ
2

− 1
2

[98]: (alpha_bd2 - alpha_rd2/2*(1-epsilon_d2*theta)).simplify()

[98]:

0

[99]: alpha_b_s = alpha_rd2/2*(1-epsilon*theta)
alpha_b_s

[99]:

4βδγκλθ (−εθ +1)
2δκλ +κ2λ 2ρ +ρ
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[100]: alpha_b_ok = to_h_kp(alpha_b_s)
alpha_b_ok

[100]:

ηλ ′δθ (−εθ +1)
λ ′δ +ρ

[101]: alpha_b_ok/alpha_r_ok

[101]:

−εθ
2

+
1
2

h. Diffusion of U1

[102]: KQ_diff1d = replaced(KQ_diff1)
KQ_diff1d

[102]:

ρ2 +2κ2λ 2ρ2 +κ4λ 4ρ2 +4δκλρ +4δκ3λ 3ρ +4δ 2κ2λ 2

+4βγκ2λ 2ρ2θ +4βγκ4λ 4ρ2θ +8βδγκ3λ 3ρθ +8β 2γ2κ4λ 4ρ2θ 2 +O
(

θ 3
)

(
2δκλ +κ2λ 2ρ +ρ

)2

[103]: alpha_diff1d = develop(sp.log(KQ_diff1d)).simplify()
alpha_diff1d

[103]:

4βγκ2λ 2ρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8β 2γ2κ4λ 4ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2 −
(

2δκλ +κ2λ 2ρ +ρ
)2
)
+O

(
θ 3
)

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[104]: alpha_diff1d2=full_removeO(alpha_diff1d)
alpha_diff1d2

[104]:

4βγκ2λ 2ρθ
2δκλ +κ2λ 2ρ +ρ

[105]: alpha_diff1_ok = to_h_kp(alpha_diff1d2/kappa)*kappa
alpha_diff1_ok

[105]:

ηλ ′κλρθ
λ ′δ +ρ

i. Diffusion of U2
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[106]: KQ_diff2d = replaced(KQ_diff2)
KQ_diff2d

[106]:

ρ2 +2κ2λ 2ρ2 +κ4λ 4ρ2 +4δκλρ +4δκ3λ 3ρ +4δ 2κ2λ 2

−4βγρ2θ −4βγκ2λ 2ρ2θ −8βδγκλρθ +8β 2γ2ρ2θ 2 +O
(

θ 3
)

(
2δκλ +κ2λ 2ρ +ρ

)2

[107]: alpha_diff2d = develop(sp.log(KQ_diff2d)).simplify()
alpha_diff2d

[107]:

−4βγρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8β 2γ2ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2 −
(

2δκλ +κ2λ 2ρ +ρ
)2
)
+O

(
θ 3
)

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[108]: alpha_diff2d2=full_removeO(alpha_diff2d)
alpha_diff2d2

[108]:

− 4βγρθ
2δκλ +κ2λ 2ρ +ρ

[109]: alpha_diff2_ok = to_h_kp(alpha_diff2d2*kappa*lamb*4)/kappa/lamb/4
alpha_diff2_ok

[109]:

− ηλ ′ρθ
κλ (λ ′δ +ρ)

j. Total diffusion
[110]: alpha_diffd = (alpha_diff1d-alpha_diff2d).simplify()

alpha_diffd

[110]:

4βγρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+4βγκ2λ 2ρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8β 2γ2ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(
−4δ 2κ2λ 2 −4δκ3λ 3ρ −4δκλρ −κ4λ 4ρ2 −2κ2λ 2ρ2 −ρ2 +

(
2δκλ +κ2λ 2ρ +ρ

)2
)

+8β 2γ2κ4λ 4ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2 −
(

2δκλ +κ2λ 2ρ +ρ
)2
)
+O

(
θ 3
)

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4
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[111]: alpha_diffd2 = (alpha_diff1d2-alpha_diff2d2).simplify()
alpha_diffd2

[111]:

4βγρθ
(

κ2λ 2 +1
)

2δκλ +κ2λ 2ρ +ρ

[112]: alpha_diff_ok = to_h_kp(alpha_diffd2)
alpha_diff_ok

[112]:

2ηρθ
λ ′δ +ρ

[113]: alpha_diff1_ok/alpha_diff_ok

[113]:

λ ′κλ
2

[114]: alpha_diff2_ok/alpha_diff_ok

[114]:

− λ ′

2κλ

k. Total α
[115]: alpha_d = (alpha_rd+alpha_diffd).simplify()

alpha_d

[115]:

4βγρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+4βγκ2λ 2ρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8βδγκλθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8β 2γ2ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(
−4δ 2κ2λ 2 −4δκ3λ 3ρ −4δκλρ −κ4λ 4ρ2 −2κ2λ 2ρ2 −ρ2 +

(
2δκλ +κ2λ 2ρ +ρ

)2
)

+8β 2γ2κ4λ 4ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2 −
(

2δκλ +κ2λ 2ρ +ρ
)2
)

+O
(

θ 3
)

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4
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[116]: alpha_d2 = (alpha_rd2+alpha_diffd2).simplify()
alpha_d2

[116]:

4βγθ

[117]: alpha_ok = to_h_kp(alpha_d2)
alpha_ok

[117]:

2ηθ

l. Ratios
[118]: alpha_diff_ok/alpha_ok

[118]:

ρ
λ ′δ +ρ

[119]: alpha_r_ok/alpha_ok

[119]:

λ ′δ
λ ′δ +ρ

[120]: (alpha_a_ok/alpha_r_ok).factor()

[120]:

−εθ +1
2

[121]: (alpha_b_ok/alpha_r_ok).factor()

[121]:

−εθ −1
2

[122]: (alpha_diff1_ok/alpha_diff_ok).simplify()

[122]:

λ ′κλ
2

[123]: (-alpha_diff2_ok/alpha_diff_ok).simplify()

[123]:

λ ′

2κλ
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[124]: alpha_r_ok/alpha_diff_ok

[124]:

λ ′δ
ρ

5. Chemical resistance R = α/ϕ

[125]: r_tot = alpha_ok/phi_ok
r_tot

[125]:

4
(
λ ′δ +ρ

)

κ ′λ ′δρ

[126]: r_r = alpha_r_ok/phi_ok
r_r

[126]:

4
κ ′ρ

[127]: r_diff = alpha_diff_ok/phi_ok
r_diff

[127]:

4
κ ′λ ′δ

[128]: r_a = -alpha_a_ok/phi_ok
r_a

[128]:

2(εθ +1)
κ ′ρ

[129]: r_b = alpha_b_ok/phi_ok
r_b

[129]:

2(−εθ +1)
κ ′ρ

[130]: r_diff1 = alpha_diff1_ok/phi_ok
r_diff1

[130]:

2κλ
κ ′δ
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[131]: r_diff2 = -alpha_diff2_ok/phi_ok
r_diff2

[131]:

2
κ ′δκλ

6. σ

[132]: sigmad = (alpha_d*phid).simplify()
sigmad

[132]:

(
4βδγκ2λρθ +O

(
θ 3
))

·
(

4βγρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+4βγκ2λ 2ρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8βδγκλθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8β 2γ2ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(
−4δ 2κ2λ 2 −4δκ3λ 3ρ −4δκλρ −κ4λ 4ρ2 −2κ2λ 2ρ2 −ρ2 +

(
2δκλ +κ2λ 2ρ +ρ

)2
)

+8β 2γ2κ4λ 4ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2 −
(

2δκλ +κ2λ 2ρ +ρ
)2
)

+O
(

θ 3
))

(
κ2 +1

)(
2δκλ +κ2λ 2ρ +ρ

)(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[133]: sigmad2 = full_removeO(alpha_d2*phid2).simplify()
sigmad2

[133]:

16β 2δγ2κ2λρθ 2
(
κ2 +1

)(
2δκλ +κ2λ 2ρ +ρ

)

[134]: sigma_ok = to_h_kp(sigmad2)
sigma_ok

[134]:

η2κ ′λ ′δρθ 2

λ ′δ +ρ
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[135]: sigma_diffd = (alpha_diffd*phid).simplify()
sigma_diffd

[135]:

(
4βδγκ2λρθ +O

(
θ 3
))

·
(

4βγρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+4βγκ2λ 2ρθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+8β 2γ2ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(
−4δ 2κ2λ 2 −4δκ3λ 3ρ −4δκλρ −κ4λ 4ρ2 −2κ2λ 2ρ2 −ρ2 +

(
2δκλ +κ2λ 2ρ +ρ

)2
)

+8β 2γ2κ4λ 4ρ2θ 2
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)2

·
(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2 −
(

2δκλ +κ2λ 2ρ +ρ
)2
)
+O

(
θ 3
))

(
κ2 +1

)(
2δκλ +κ2λ 2ρ +ρ

)(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[136]: sigma_diffd2 = full_removeO(sigma_diffd)
sigma_diffd2

[136]:

16β 2δγ2κ2λρ2θ 2
(

κ2λ 2 +1
)

(
κ2 +1

)(
2δκλ +κ2λ 2ρ +ρ

)2

[137]: sigma_diff_ok = to_h_kp(sigma_diffd2).factor()
sigma_diff_ok

[137]:

η2κ ′λ ′δρ2θ 2

(λ ′δ +ρ)2

[138]: sigma_rd = (alpha_rd*phid).simplify()
sigma_rd

[138]:

(
4βδγκ2λρθ +O

(
θ 3
))

·
(

8βδγκλθ
(

2δκλ +κ2λ 2ρ +ρ
)(

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2
)3

+O
(

θ 3
))

(
κ2 +1

)(
2δκλ +κ2λ 2ρ +ρ

)(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)4

[139]: sigma_rd2 = full_removeO(sigma_rd)
sigma_rd2

[139]:
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32β 2δ 2γ2κ3λ 2ρθ 2

(
κ2 +1

)(
2δκλ +κ2λ 2ρ +ρ

)2

[140]: sigma_r_ok = to_h_kp(sigma_rd2).factor()
sigma_r_ok

[140]:

η2κ ′λ ′2δ 2ρθ 2

(λ ′δ +ρ)2

[141]: (sigma_diff_ok+sigma_r_ok).simplify()

[141]:

η2κ ′λ ′δρθ 2

λ ′δ +ρ

a. Ratios
[142]: sigma_r_ok/sigma_diff_ok

[142]:

λ ′δ
ρ

[143]: sigma_diff_ok/sigma_ok

[143]:

ρ
λ ′δ +ρ

7. ¯A

[144]: a_a_d = develop((1-theta)*alpha_ad)
a_a_d

[144]:
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θ


− 8βδ 2γκ2λ 2

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

− 4βδγκ3λ 3ρ
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

− 4βδγκλρ
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2




+θ 2


−

8β 2δ 2γ2κ2λ 2
(

2δκλ +κ2λ 2ρ +ρ
)2

(
4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

)2

−
4β 2δγκλ

(
−2δγκλ +2δκλ − γκ2λ 2ρ + γρ +κ2λ 2ρ +ρ

)

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

+
8βδ 2γκ2λ 2

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

+
4βδγκ3λ 3ρ

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2

+
4βδγκλρ

4δ 2κ2λ 2 +4δκ3λ 3ρ +4δκλρ +κ4λ 4ρ2 +2κ2λ 2ρ2 +ρ2




+O
(

θ 3
)

[145]: a_a_d2 = full_removeO(a_a_d)
a_a_d2

[145]:

−
4βδγκλθ

(
2βδκλθ −βγκ2λ 2ρθ +βγρθ +βκ2λ 2ρθ +βρθ −2δκλθ +2δκλ −κ2λ 2ρθ +κ2λ 2ρ −ρθ +ρ

)

(
2δκλ +κ2λ 2ρ +ρ

)2

[146]: a_a_s = (alpha_a_s+a_a_d2-alpha_ad2).simplify()
a_a_s

[146]:

4βδγκλθ (−εθ +θ −1)
2δκλ +κ2λ 2ρ +ρ

[147]: a_a_ok = to_h_kp(a_a_s)
a_a_ok

[147]:

ηλ ′δθ (−εθ +θ −1)
λ ′δ +ρ
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[148]: a_b_d = develop((1+theta)*alpha_bd)
a_b_d2 = full_removeO(a_b_d)
a_b_d2

[148]:

−
4βδγκλθ

(
2βδκλθ −βγκ2λ 2ρθ +βγρθ +βκ2λ 2ρθ +βρθ −2δκλθ −2δκλ −κ2λ 2ρθ −κ2λ 2ρ −ρθ −ρ

)

(
2δκλ +κ2λ 2ρ +ρ

)2

[149]: a_b_s = (alpha_b_s+a_b_d2-alpha_bd2).simplify()
a_b_s

[149]:

4βδγκλθ (−εθ +θ +1)
2δκλ +κ2λ 2ρ +ρ

[150]: a_b_ok = to_h_kp(a_b_s)
a_b_ok

[150]:

ηλ ′δθ (−εθ +θ +1)
λ ′δ +ρ

[151]: E = (a_b_s -a_a_s).simplify()
E

[151]:

8βδγκλθ
2δκλ +κ2λ 2ρ +ρ

Same values are thus obtained for α and ¯A considering the Taylor expansion.

[152]: E_ok = to_h_kp(E)
E_ok

[152]:

2ηλ ′δθ
λ ′δ +ρ

[153]: alpha_r_ok

[153]:

2ηλ ′δθ
λ ′δ +ρ
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FIGURES

A B C

FIG. S1. Normalized entropy production σi/σ0 in a two-compartment system, as a function of ρ ∈ [10−10,1010] and λ ′δ ∈ [10−10,1010]
(defined in Eq. (C24) in MT). A, total entropy production σ ; B, entropy production by chemical reaction σr; C, entropy production by
chemical diffusion σd .

φ φ

A B

FIG. S2. Effect of the dependence on temperature on the diffusion coefficient. A first order correction on the diffusion coefficient was
introduced as d = d0(1+δd ·θ). β = 1, γ = 0.2, θg=0.1, ρ = 1000, κ = 1, λ = 1, d0 = 1, δd = 0 (red) or δd = 5 (green). A: Heaviside
temperature profile; B: Linear temperature profile.
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FIG. S3. Profile scaling of maximal and integral values on ϕ , σ and y (see Table 2 in Main Text). The dotted lines represent, for convenience
of reading, slopes corresponding on scaling in wn. Parameters: β = 1, κ = 1, γ = 0.2, θg = 0.1. Heaviside and linear profiles: d ∈ [10−3,103]

and ρ ∈ [10−3,103]. Mixed profile: d = 1 and ρ ∈ [10−3,103].

φ uiσ A B C

FIG. S4. Peptide exchange reaction in Heaviside temperature gradient. A, entropy production (σr, solid lines; σd , dotted line); B, reaction flux
ϕ , C concentrations (u1, dotted line; u2, solid line). β = 18.8, γ = 0.122, θg = 0.1, d = 1, κ = 1 and λ = 1. Red lines, ρ = 0.28, l1 = 1 cm;
blue lines, ρ = 2.5, l0 = 3 cm; green lines, ρ = 28, l2 = 10 cm.
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FIG. S5. Energetic profiles. A: activation energies ε+ and ε−, and reaction enthalpy η . B: Evolution of energetic profiles as a function of γ
for a constant β value.


