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Hands-free teleoperation of a nearby manipulator through a virtual
body-to-robot link

Alexis Poignant1, Nathanaël Jarrassé1,2, Guillaume Morel1

Abstract— This paper introduces an innovative control ap-
proach for teleoperating a robot in close proximity to a human
operator, which could be useful to control robots embedded on
wheelchairs. The method entails establishing a virtual connec-
tion between a specific body part and the robot’s end-effector,
visually displayed through an Augmented Reality (AR) headset.
This linkage enables the transformation of body rotations into
amplified effector translations, extending the robot’s workspace
beyond the capabilities of direct one-to-one mapping. Moreover,
the linkage can be reconfigured using a joystick, resulting in
a hybrid position/velocity control mode using the body/joystick
motions respectively.

After providing a comprehensive overview of the control
methodology, we present the results of an experimental cam-
paign designed to elucidate the advantages and drawbacks of
our approach compared to the conventional joystick-based tele-
operation method. The body-link control demonstrates slightly
faster task completion and is naturally preferred over joystick
velocity control, albeit being more physically demanding for
tasks with a large range. The hybrid mode, where participants
could simultaneously utilize both modes, emerges as a compro-
mise, combining the intuitiveness of the body mode with the
extensive task range of the velocity mode. Finally, we provide
preliminary observations on potential assistive applications
using head motions, especially for operators with limited range
of motion in their bodies.

Index Terms— Physically Assistive Devices, Telerobotics and
Teleoperation

I. INTRODUCTION

Body-machine interfaces are devices linked to the body in
order to extend or replace body functions [1]. They include
assistive manipulators [2], and generic physical input devices
such as mouses, keyboard or computer screens. In the domain
of assistance to the disabled, e.g individuals with spinal cord
injury exhibiting residual mobility of upper-body parts [1],
some devices are controlled through upper-body motions,
like head [3] or shoulders [4].

The most common control mode used for these devices is
position-to-velocity, where a displacement of a user’s body
part from a neutral point generates a velocity of the device.
Position-to-velocity controllers are particularly efficient for
wide-range tasks and delayed interfaces [5] which make them
adapted for wheelchair control for example. However, such
velocity control usually require highly customized interfaces
[6] and training.

For manipulation tasks, as long the spatial range is limited,
with no significant delay [5] nor large input noise [7],
position-to-position control, which directly maps operator’s
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Fig. 1. Representation of the set-up used during the experiments: the
virtual end-effector FE⋆

R
(light blue sphere) is linked (light blue segment)

to the user’s thorax FEH
, whose movements are captured using Optitrack

markers. This link is displayed using a virtual reality headset and can be
reconfigured using a 3D joystick manipulated by the user’s dominant hand.
A robot, set nearby, with end-effector FER

(red sphere) is then servoed to
follow the desired end-effector position. The link and spheres on the image
are representations of what is seen through the AR headset. A frame F• is
referenced by its three axes X , Y and Z.

motions into robotic motions, is therefore often assessed as
more intuitive. This approach enables better performances in
terms of time [8], accuracy [9] and user-assessed preferences
[10] while requiring no operator’s specific tuning as it solely
relies on geometric relations. Examples include surgical
telemanipulators [11] or nuclear or chemical closed spaces
[12], where the environment and the spatial configuration are
well controlled. In this master-slave scenario, the mapping
between the user’s and the robot’s displacements is made
efficient through a careful alignment between user hands and
robot end-effector frames.

This direct position mapping therefore eases the robot
control, but only applies across a small task space and while
the operator stays still at a fixed control cabin. This direct
mapping is therefore not transposable to assistive manipula-
tors without using amplifying mechanisms like clutching or
scaling [13] which degrade intuitiveness or precision.

When the robot and the operator are close from each
other, another possible position-to-position control approach
consists in creating a link between a human body’s part
and the end-effector. Examples include head-pointers, e.g.
mechanical [14][15] or optical (laser pointers for computer
screens, [16]). Those are used to convey desired 3D or 2D
positions through head movements and could be used to input



desired positions of a robotic effector. This pointer-mapping,
or rotation-to-position mapping, allows to transform body
rotations into large effector translations using the leverage
of the link. Unlike direct mapping, it scales the operator’s
motions, without requiring any tuning like traditional scaling
or velocity control interfaces as shown in [15]. Finally, it is
also ”hands-free” and can, unlike joystick, utilize dexterity
of the head or the thorax while the hand might present little
to no mobility, especially in rehabilitation scenarios.

For such a mechanical pointer connected to a human body
part, the desired robot end-effector location given by the
pointer, with respect to the world frame, TW→E⋆

R
, can be

computed as:

TW→E⋆
R
(t) = TW→EH

(t) TEH→E⋆
R
, (1)

where TA→B is the homogeneous transform from frame
FA to frame FB , FEH

a frame linked to the human body
effector, where the pointer base is attached, FE⋆

R
is the

desired frame location for the robotic end-effector and FW

the world fixed frame. In this equation, TW→EH
(t) shall be

measured to record the human motions while TEH→E⋆
R

is
constant and reflects the shape of the pointer. Finally, the
real robot with effector FER

and base fixed with respect to
FW , is servoed to follow FE⋆

R
, with unavoidable delays in

the position tracking process.
Using rigid physical pointers (and thus constant TW→E⋆

R
)

limits the attainable task space for the user. In this paper,
we propose to implement a virtual pointer whose geometry
can be changed using an external control, namely a joystick.
With this system, referring to Eq. (1), the user can control
the desired robot position E⋆

R using whether its own body
motions TW→EH

(t) or by reshaping on-line the pointer,
making TEH→E⋆

R
(t) time varying. In order for the user to

benefit from a visual feedback of the virtual pointer end-
effector’s location, FE⋆

R
, we add in the setup an augmented

reality headset that displays the current virtual link shape.
The visualization allows to easily deal with the inherent delay
of the cobot, which is slower than the operator, especially
due to the lever effect.

In the following sections, we first detail the control
algorithms and then report experimental results aimed at
determining how humans subjects try to achieve positioning
tasks with such a system, when they are asked to use one of
the two control inputs, or both simultaneously.

II. DIFFERENT MODES AND METHODOLOGY

A. Experimental set-up

The set-up is presented in Fig. 1. The virtual device base
frame FEH

is materialized by an optical marker attached to
the user’s thorax. The marker is localized in real time by an
Optitrack motion capture system w.r.t. its fixed frame FO. In
this paper, the thorax was chosen as a body part that presents
limited translation motions, making it therefore unsuitable
for direct position-to-position mapping, while having little
influence on the perception of the task (unlike the head)
or the hand motions, allowing an industrial scenario where

the thorax controls a proximal robot, while the hands are
performing another task.

An illustrative video detailing the system shows other
choices for the location of the marker FEH

(head, elbow), is
available online1. The experiment also involves a Hololens
2 Augmented Reality (AR) headset that is self-localized in
real-time w.r.t. a fixed FWAR

, and a 7 DOFs Kinova GEN3
robot with fixed base frame FBR

. It is noteworthy that in a
laboratory setting, the motion capture system offers precise
and high-frequency tracking. However, we highlight that
tracking of the human frame can also be accomplished using
the native headset SLAM (Simultaneous Localization and
Mapping) and inertial measurement units, as demonstrated
towards the end of the video.

Prior to the experiment, a procedure allows for registering
FO, FWAR

and FBR
, all with respect to a fixed world frame

FW (chosen arbitrarily). This allows to express in the same
frame FW the optical measurements, the location of the
pointer tip to be displayed in the AR headset, and the robot
position or velocity commands.

The AR headset is used to display the pointer end-effector
location to the participant. This end-effector is a sphere
centered at the origin of frame FE⋆

R
, whose orientation is

kept constant during an experiment. Namely, the desired pose
for the robot writes:

TW→E⋆
R
(t) =

(
RW→ER

(t0) xW→E⋆
R
(t)

0 0 0 1

)
, (2)

where RA→B and xA→B are the rotation matrix and the
origin translation from FA to FB , respectively, while t0 is
the time at the beginning of the experiment.

The robot end-effector location TW→ER
is servoed to

TW→E⋆
R
(t) using a simple resolved rate controller im-

posing an end-effector velocity proportional to the error.
The controller guarantees, due to its integral effect, a null
permanent error. The convergence rate is tuned thanks to
a simple proportional gain k determining the closed-loop
position control bandwidth. Its value is set to k = 0.5 s−1,
heuristically determined to obtain the fastest behavior before
exciting the internal joint position controller oscillations.

In a closely proximate scenario, such as when the robot
is affixed to a wheelchair, the controller necessitates imple-
mentation with kinematic constraints. These constraints can
be realized through the utilization of bounding boxes that
prohibit the robot from entering specific regions, like the
participants themselves. One effective method for achiev-
ing this is by employing a Quadratic Programming (QP)
controller, as demonstrated in [17]. During the subsequent
experimental campaign, where participants were situated at
a given distance from the robot, the inverse kinematics were
solved using a conventional pseudo-inverse Jacobian matrix.

B. Teleoperation control modes

Three teleoperation modes were implemented to allow
participants controlling the desired position xW→E⋆

R
(t).

1https://www.youtube.com/watch?v=EgwzT784Fws
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1) Joystick Mode: With the joystick mode, the user con-
trols the robot desired velocity thanks a 3D SpaceMouse
joystick. This corresponds to state of the art and will be
used as a reference. The robot end-effector desired pose is
computed thanks to Eq. (2), with:

xW→E⋆
R
(t) = xW→ER

(t0) +

∫ t

t0

ẋJ
W (τ)dτ, (3)

with ẋJ
W the velocity input provided by the joystick at all

time relative to the reference world frame W .
The velocity is computed from the joystick output with

a gain that tunes the sensitivity of the system. Prior to
the recorded experiments, each participant performs a few
positioning experiments with several gains, and chooses the
preferred one. The joystick is a 3D SpaceMouse compact
[18], which is a 6 degrees of freedom joystick, though only
its translations where used in this experiment. In this mode,
the virtual effector E⋆

R is displayed in the AR headset as a
sphere. Controlling the virtual end-effector E⋆

R and not the
real effector allows to have velocity inputs that are more
important than without, and deletes the potential delay of
the velocity control loop and maximum acceleration of the
robot at the start of the motions.

2) Body Mode: In the body mode, the user mobilizes
his/her thorax movements to move the robot end-effector
thanks to a rigid virtual link between FEH

and FE⋆
R

.
Namely:

xW→E⋆
R
(t) = RW→EH

(t) xEH→ER
(t0) + xW→EH

(t) .
(4)

At the beginning of each experiment, the robot end-
effector is at a given initial location TW→ER

(t0) while the
participant is asked to stand at a given location (without high
precision). Its precise location TW→EH

(t0) is recorded and
used to shape the pointer xEH→E⋆

R
(t0). The shape of the

pointer might vary depending on the physiognomy of the
participants, but ensures that ER is in the center of the robot
task space, to avoid getting close to singularities. The length
of the link was around 1 meter for all the participants. In
order to move the effector, participants could either translate
their thorax (they were authorized to put one of their foot
forward or backward for stability, but not both), or rotate it.

3) Dual Mode: In the dual mode, the user can use
simultaneously the joystick and his/her thorax movements
to move the desired end-effector:

xW→E⋆
R
(t) = RW→EH

(t) xEH→E⋆
R
(t) + xW→EH

(t), (5)

where xEH→E⋆
R
(t) depends on the joystick’s inputs:

xEH→E⋆
R
(t) = xEH→ER

(t0)

+

∫ t

t0

REH→W (τ) ẋJ
W (τ)dτ . (6)

Notice that, if the participant stays still, then
∀t,TW→EH

(t) = TW→EH
(t0) the hybrid controller

given in Eqs. (5-6) is equivalent to the joystick controller
given in Eq. (3). Similarly, if the participant does not

use the joystick and teleoperates the robot from his/her
body movements only, then ∀t, ẋJ

W (t) = 0, and the hybrid
controller is equal to the body control mode described in
Eq. (4).

C. Protocol

Before starting the experimental session, subjects could
train as long as they wished using the joystick and famil-
iarizing with the virtual+robotic environment, without being
asked to precisely reach any target. This familiarization
session lasted typically five minutes. The sensitivity of the
joystick could be adjusted by the subjects according to their
preference. All of them chose a sensitivity gain leading to a
maximum velocity of the virtual effector E⋆

R faster than the
time response of the position controller used to servo ER,
thus the utilization of the AR even in joystick mode. There
was no preliminary training with the Body mode nor Dual
mode.

The whole experiment corresponded to 7 trials that the
participants had to perform using the three different control
modes, in the following order:

• 1st, 4th, 7th trials using Joystick mode (Joystick 1, 2
and 3 respectively),

• 2nd, 5th trials using Body mode (Body 1 and 2),
• 3rd, 6th trials using Dual mode (Dual 1 and 2).

Subjects rested as much as they wanted between trials. The
joystick was performed 3 times as we suppose that on the first
trial people were still not fully familiarized with AR headset
and visualization. Therefore, a third joystick trial was added
as a final reference.

Each of the 7 trials consisted of reaching 30 targets, 15
of them being the same central point, 15 others spread on
a 15 cm radius sphere following the Fibonacci distribution,
as outlined in [19]. This distribution facilitates the explo-
ration of directions that are nearly uniformly distributed on
the sphere. The target alternated between the central point
and the surface of the sphere, creating 15 back and forth
trajectories (see Fig. 2).

Fig. 2. A task example with 3 blue targets and 6 trajectories (numbered
arrows). The task starts from the central point (red sphere), goes to one
blue spherical target centered on the black sphere surface, and then back to
center. Each target is completed when the robot end-effector ER has stayed
for 1s less than 2cm away from the target center. Only 1 target appears at
a time. Real trials consisted of 15 blue targets to reach.

Each target reaching was acknowledged when the robot
stood at least 1 second inside a 2cm radius tolerance sphere.
This tolerance was chosen such as the real robot effector
had to immobilize close to the target, but such as it was not



too difficult for the subjects to maintain (mostly due to the
depth being hard to distinguish for some participants in the
AR visualization, as well as their slight sway or tremor).

Total completion of all the trials took from 30 minutes to
1 hour depending on the participants’ performances and rest
sessions duration.

D. Metrics

From a first set of preliminary experiments with five
subjects (notice that the results of those first five participants
were not included in the experimental results analysis),
we analyzed the signals (participant and robot movements,
joystick output) and selected three indexes:

1) Completion time per target: Since the task was the
same for all the control modes, we did not study the precision
but rather the duration to complete each target, from when
it appeared to its validation.

2) Total Body Displacement per target: In order to evalu-
ate how much a participant uses his/her body during a task,
we measure the displacement between the beginning of the
task (at t0, when the target appears in the AR headset) and
its validation at tf (task completed), TEH(t0)→EH(tf ).

We then evaluate the following 6 components (X ,Y ,Z in
translation, α,β,γ in rotation) of this displacement:


δHX

δHY

δHZ

δHα

δHβ

δHγ

 =


∣∣xEH(t0)→EH(tf )

∣∣
∣∣angleaxis

(
REH(t0)→EH(tf )

)∣∣

 , (7)

where angleaxis(R) is a vector oriented along the rotation
axis of R with a norm corresponding to its geodesic distance.
X corresponds to the trunk moving forward/backward, Y
sideways and Z up and down.

3) Control distribution in the Dual Mode: During trials
3 and 6 (dual mode) participants can perform the task using
only the joystick controls, only body movement controls or
a mix of both. Joystick controls modify the shape of the
virtual link between the body marker and the desired robot
location, namely xEH→E⋆

R
(t). The contribution to the robot

movement produced by the joystick input, from t0, at a given
time t, writes:

δJ(t) = xEH→E⋆
R
(t)− xEH→E⋆

R
(t0) . (8)

The total robot displacement (produced by both inputs),
from t0 (was resetted each time a goal was attained) to t
expressed in the initial body frame FEH

(t0), writes:

δ(t) = REH→W (t0)
(
xW→E⋆

R
(t)− xW→E⋆

R
(t0)

)
. (9)

We therefore define the contribution to the robot displace-
ment by the body control mode by:

δB(t) = δ(t)− δJ(t) (10)

Finally for the analysis, we use the contribution of each
control mode to the robot movement normalized over the
total displacement. Namely, along the • axis (with • corre-
sponding to X , Y or Z), we define the following ratios:

b•(t) =
δB•(t)

δ•(tf )

j•(t) =
δJ•(t)

δ•(tf )

, (11)

where δ(t) = [δX δY δZ ]
T , δB(t) = [δBX

δBY
δBZ

]
T

and δJ(t) = [δJX
δJY

δJZ
]
T , all in FEH

(t0).
In any direction X , Y or Z, data points where the total

displacement of the effector in that direction was inferior to
2 cm (task tolerance) were not considered in order to remove
noisy measures from the distributions.

E. Questionnaires

Additionally, after the whole experimental session, partic-
ipants were asked to fill questionnaires with six questions.
From French to English they can be translated as:

1) To what extent has the task required a physical effort?
2) To what extent has the task required a cognitive effort?
3) How much did you feel in the control of the robotic

arm?
4) How intuitive was it to control the robotic arm?
5) To what extent have you felt that the robot was an

extension of yourself?
6) Which global score would you rate this experiment?

Participants answered with a score ranging from -3 (very
little) to 3 (very much).

One questionnaire was filled for each control mode. For
the reading of the results in the next section it is worth
remembering that a high rated answer for questions 1 and 2
corresponds to a negative characteristics of the system (high
load), while, for questions 3 to 6 it reflects a positive
characteristics (intuitiveness, general satisfaction, etc.).

F. Participants

The experimental study was carried out in accordance
with the recommendations of Sorbonne Université ethics
committee CER-SU, which approved the protocol.

Fourteen asymptomatic participants, aged 20-45, volun-
teered for this experimental study. They all gave their
informed consent, in accordance with the Declaration of
Helsinki.

III. RESULTS

Data presented in the results are not normal according
to the Shapiro-Wilk test. Therefore the Mann-Withney-U
Test was used to compute p-values and to analyse statistical
difference between sessions and modes. In figures, ⋆ denotes
significant difference at p < 0.05, and ⋆⋆ at p < 0.005. When
2 comparisons where made using the same data, a Bonferroni
correction of 2 was applied.



A. Performances and preferences between modes

A distribution of the completion time per target for all the
participants is provided in Fig. 3. Body mode was the fastest,
approximately 10% than the other modes (p < 0.005), and
with a lower variance.

Fig. 3. Distribution of the completion time per target for each participant
(medians, 25th and 75th quartiles, and whiskers of width 1.96 the standard.

Fig. 4. TBD of the thorax per target in translation in cm

Fig. 5. TBD of the thorax per target in rotation in radians

The total body displacement (TBD) of the thorax per target
along the three axes in translation and rotation are provided
in Fig. 4 and 5 respectively. In any mode, δHX

and δHY
are

much higher than δHZ
. Further, the rotation δH,α around the

X-axis is less used than δH,β and δH,γ . Nonetheless, in all
directions, both in translation and rotation, the displacements
exhibited by the participants’ were significantly higher in
Body Mode compare to Joystick Mode, around 3 to 6 times
higher depending on the axes. Similarly, Dual Mode exhibits
values around 3 to 4 times higher than the ones in Joystick
Mode, but significantly lower than in Body Mode.

Finally, the questionnaire results shown Fig. 6 exhibit that:
• the average global grade was equally positive for all

control modes (+1.8);
• the body control has been rated significantly more

physical than the other modes (p < 0.005). Dual mode
is also significantly less physical than body mode;

• there are no significant differences between all the
modes regarding questions 2, 3 and 4 (p > 0.2 for all
the tests);

• during the body control mode, the arm is rated as
slightly more as an ”extension” of oneself (p < 0.05).

Fig. 6. Questionnaires responses distribution for each mode along the 14
participants.

B. Control distribution during dual mode

In Dual mode, the median curve of the body b•(t) contri-
bution and joystick contribution j•(t) relative to the whole
robot displacement, b•(tf ) are shown Fig. 7. Overall, in all
directions, body movements contributed to 80% of the task
in median (and therefore the joystick for the remaining 20%),
with the upper 75th quartile being close to 100%. We can
also see that the end-effector motions due to the body and
joystick are sequential: the body engenders a fast and wide
motion at start, then, in a second step, body and joystick
simultaneously adjust the desired position.

C. Evolution of the performances across trials

A distribution of the time of completion per trial is shown
in Fig. 8. Between the first and second trial (and third trial for
joystick) of each mode, we observed a lower median duration
with a statistically significant difference. Dual2 and Joystick3
presented similar median times (6.3 and 6.0 s respectively,
with no statistically significant difference) while Body2 was
slightly faster with a lower median time (5.4 s) and a smaller
variance. This is consistent with the results presented in
Fig. 3.

We can also look at b•(tf ) between both of the dual trials,
shown in Fig. 9. Along X and Y, we can see that between
the first and second trial this percentage has increased signif-
icantly, going from 75% to 85%. Along the Z direction, the
first trial is closer to 80% and does not increase significantly



Fig. 7. Median trajectory curve of the control distribution in dual mode, for
both the body b•(t) (blue) and joystick j•(t) (red), with standard deviation
in a lighter color.

Fig. 8. Distribution of the completion time per target per trial for each
participant (14 participants, 30 targets each)

after ; this might be due to the fact that people were already
using more body motions along Z as they are not used to Z-
joystick and more accustomed to 2 DOFs joystick. After the
second trial, in all directions, the body contributes to more
than 85% of the task in average, showing that the initial body
usage does not fade away over time, but rather increases.

Fig. 9. Body usage in percent regarding the task completion (Medians: X:
0.73 and 0.86 / Y 0.72 and 0.85 / Z 0.76 and 0.85)

IV. DISCUSSION

Body mode has demonstrated a slight improvement of the
completion time compared to Joystick Mode. However, it

involves significantly more physical exertion than Joystick
mode, as indicated by both questionnaires responses and
measured thorax displacements. Yet, in the Dual mode,
where participants were free to choose between the two
modes, more than 80% of the tasks were performed using
body motions. This natural inclination towards body motions
might suggest an intuitive preference of the position-position
body control over a third party velocity-controller, as long as
the physical demands remains manageable. This observation
is further supported by the fact that the body consistently
initiates motion ahead of the joystick, with the joystick being
used later for fine-tuning or minor adjustments. Furthermore,
this behavior remains consistent over time: during the second
Dual trial, the use of the body increased despite participants
potentially experiencing fatigue (the experiment lasted 30 to
60 minutes depending on the participants).

These results were also observed despite participants never
having trained with our interface. The training effect of the
Body Mode was at least as effective as in Joystick Mode,
evidenced by a significant reduction in the variance of task
durations (Fig. 8), which also suggests the intuitiveness of
the interface.

In line with previous research [5], [10], we observed an
apparent preference for position-position control in Dual
mode. Yet, in this experiment, this preference persists de-
spite the high physical demands associated with the thorax
control. However, for more extensive and energy expensive
movements, the joystick comes into play to complete the
motion. It is likely that the use of the joystick will become
more prominent in more challenging tasks, such as executing
larger effector motions or handling rotations, which can be
physically demanding due to the lever effect. Hence, the
utilization of an additional velocity controller would remain
essential to effectively operate within a broader task space.

Additionally, it appears that this behavior is largely un-
conscious, as no significant differences emerged in the
”intuitiveness”-related question, and control modes were
rated similarly in terms of the global grade. During the Body
control mode, the robotic arm was however more frequently
perceived as ”an extension” of the user. To draw more
conclusive insights on this aspect, further studies on body
representation are needed, but it may align with previous
findings suggesting that tools [20], assistive devices [21] or
worn robotic devices like prostheses [22] can be integrated
into our body schema.

We should however note that the participants were not
representative. They were healthy, relatively young (less than
45 years old) and the acceptance of such technology, as well
as the mobility of the users might differ with other group
of participants. Namely, the cognitive load could increase,
resulting in significant results in the questionnaires. The
virtual link was also constantly fixed to the participants’
thorax during a trial, while a real-case scenario would
repeatedly attach and detach the link for each new task,
and a mechanism to attach the virtual link should be used,
for example using gaze. These observations could impact
the acceptance of the technology by the users, which would



remain critical for a daily implementation.
Lastly, it’s important to note that all of these results were

observed while participants used their thorax. It is reasonable
to anticipate even better performances with a hand-based
interface (thus gaining in agility at a price of loosing the
hand-freedom for controlling the robot). These results also
suggest that such a system could be well-suited for assistive
applications, namely using trunk or head motions to control
the robotic arm (which can be captured through the native
headset’s SLAM and Inertial Measurement Units, eliminating
the need for external optical motion capture). Nonetheless,
while the system can facilitate a wide range of horizontal
and vertical motion of the end-effector via natural body
rotations, depth control requires substantial body translations,
and is best handled using a velocity controller. As a result,
a hybrid dual control approach appears to be the most
suitable for such applications, combining position control for
smaller task spaces and velocity control for broader and more
physically demanding motions.

V. DISCOVERY SESSIONS WITH IMPAIRED PARTICIPANTS

Two participants, each affected by upper body movement-
restricting pathologies (spinal amyotrophy and partial
locked-in syndrome), which restricted their head movement
amplitude to less than a few centimeters of displacement, also
tested the system. One of them routinely employs a Kinova
Jaco arm, controlled by the manufacturer conventional 2 DoF
joystick interface [23], while the other participant lacked
prior experience with an assistive robotic arm but uses
a 2 DoF joystick to control her wheelchair. As the data
gathering of such participants can contain sensitive data,
and in compliance with ethical committee guidelines and
French (law Jardé) and European laws governing sensitive
data protection, data from these preliminary sessions were
not recorded and the following feedback is qualitative. The
robot itself was also far away from the participants to ensure
safety.

During a half-hour session, each participant recreatively
used the Hololens mode with virtual fixation to the head to
perform pick-and-place tasks, specifically grasping cups or
pens and placing them on a wide table. Task performance
metrics were not recorded; our aim was to gather their
feedback and preferences. Participants only experimented
with the Body mode, excluding the Dual mode due to
their limited hand motions and inability to use the joysticks
available in the laboratory.

After 5 to 10 minutes of practice, using head motions,
participants successfully performed various proposed tasks,
especially vertically and horizontally, facilitated by the trans-
formation of head rotation to robotic end-effector position
– an achievement unattainable through direct mapping as
the length of the link scales the effector’s motions. It could
be noted that, in contrast to position-to-velocity controllers
that require tuning, the body-based control solely relies on
geometric relations and, consequently, tasks were achieved
without any customization. Both participants, despite distinct

Fig. 10. The first participant using the proposed body control. A Kinova
arm is set on her wheelchair, which she use daily.

Fig. 11. The second participant using the proposed body control. She
had no prior experiences with robotics, but was familiar with gaze-to-text
software.

pathologies, were able to operate the system with little
training.

However, depth-related tasks proved challenging due to
the limited neck and torso movements of the participants.
Even if they could leverage the motion of their wheelchair
to control depth, such method is not viable in uncontrolled
environments. The first participant suggested the potential
use of their own joystick or a force sensor on their headrest
for hybrid control along that direction, while the second,
accustomed to gaze detectors for speech, proposed utilizing
the latter. They also observed that while the headset itself
was not particularly heavy, the presence of the embedded
battery and electronics at the back of their head restricted
the option of comfortably resting against their headrest.
Consequently, the headset case should be relocated to address
this constraint.

To conclude, these preliminary observations in a head-
based control were promising, particularly with individuals
exhibiting restricted upper body movements, and could be
compared to [15] which used rigid head-pointers to draw
or type on a keyboard. Participants seemed enthusiast and
curious to explore further possibilities. However, as previ-
ously mentioned, a hybrid control mode remains necessary
for challenging directions, such as depth control, and would
likely be essential for handling difficult orientations which
where not yet explored in this paper. A hybrid coupling,
integrating personalized inputs (joystick, gaze, etc.), could
facilitate intentional control of more than 3 degrees of
freedom simultaneously. This stands in contrast to existing
sole joystick systems, which are inherently constrained by
the hand dexterity of their users and usually limited to 2
DoF.



VI. CONCLUSION

In this paper, we have introduced an approach for tele-
operating a robotic manipulator in a nearby environment.
This approach could serve to either restore lost manipulation
abilities in an assistive context, or extend one’s capacity to
manipulate objects without relying on natural hands, poten-
tially opening up new possibilities for tasks involving more
than two hands. Our experimental results have demonstrated
that this interface is intuitive to use and that there is a natural
inclination to employ body motions rather than traditional
external velocity joystick controllers. Furthermore, the hy-
brid dual control mode has been shown to combine the
advantages of both position and velocity controllers without
compromising performance. We plan to replicate this study
with a 6 DOFs task to explore the generalization of these
findings in more complex and expansive tasks. Additionally,
investigating the performance of body (or dual) control
with the virtual link attached to different body parts would
be valuable for characterizing the effects of the location
(proximal or distal) of the virtual link fixation on the body.
For example, using the head might interfere with exploration
of the environment or with another simultaneous task.

We emphasize that the body-to-robot link control intro-
duced in this study is not intended to replace existing joystick
solutions but rather to complement them. It offers a hand-less
3-degree-of-freedom (3 DoF) position control that requires
no tuning and proves intuitive for small-range tasks, while
the joystick velocity control remains applicable for larger
or more challenging motions. This pointer mode stands out,
to our knowledge, as the sole position control mode in the
literature that is fully voluntary and potentially adaptable for
use in assistive robotics.

Finally, we observed that body motions consistently ini-
tiate before joystick motions. This sequential pattern raises
the possibility of partially automating joystick velocity inputs
by analyzing body motions. This, at term, could eliminate
the need for an external input hand-based controller to
generate velocity control of the end-effector, allowing for
the generation of both position and velocity control within a
single postural input. Such a paradigm has been explored in
the context of master-slave teleoperation [24] and prosthesis
control [25] and could be applied to our approach.
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