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Abstract

In this paper, we establish an exponential inequality for U -statistics of i.i.d. data, varying

kernel and taking values in a separable Hilbert space. The bound are expressed as a sum

of an exponential term plus an other one involving the tail of a sum of squared norms. We

start by the degenerate case. Then we provide applications to U -statistics of not necessarily

degenerate fixed kernel, weighted U -statistics and incomplete U -statistics.

1 An exponential inequality for Hilbert-valued degener-

ate U-statistics

1.1 Definition of U-statistics

Given an i.i.d. sequence (ξi)i>1 taking values in a measurable space (S,S), a separable Banach

space (B, ‖·‖B) and measurable functions hi : Sm → B (where Sm is endowed with the product

σ-algebra of S), the U -statistic of kernels (hi) is defined as

Un

(
(hi)i∈Incm

)
=
∑

i∈Incmn

hi (ξi) , (1.1)

where Incm = {(ik)mk=1 1 6 i1 < · · · < im}, Incmn = {i = (ik)mk=1 ∈ Nm, 1 6 i1 < i2 < · · · < im 6 n}
and ξi = (ξi1 , . . . , ξim).

When the kernels hi are index free, that is, hi = h and h (ξi) is integrable, it is known

that Un (h) /
(
n
2

)
converges almost surely to E

[
h
(
ξJ1,mK

)]
(see Hoeffding (1948)), where ξJ1,mK =

(ξ1, . . . , ξm) hence Un (h) /
(
n
2

)
is an unbiased estimator of E

[
h
(
ξJ1,mK

)]
. Allowing the kernel h

to vary with the index opens a wider range of applications, including weighted U -statistics and

also incomplete U -statistics.
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In this paper, we will consider U -statistics taking values in a separable Hilbert space that

will be denoted by H. We provide an inequality for the tail of ‖Un (hi)‖H. The upper bound is a

addition of an exponential term with an other one which is expressed in terms via a tail of a sum

of squared norms of some random variables linked with the kernels hi and the sequence (ξi)i>1.

Exponential inequalities for U -statistics of i.i.d. data have been obtained by Arcones (1995),

Bickel and Ritov (1995), Borisov (1990), Christofides (1991), Giné et al. (2000), Houdré and Reynaud-Bouret

(2003) for bounded kernels, Wang (1998) for kernels having finite exponential moments.

For dependent sequences, the following results are available for bounded kernels. In the

mixing case, a deviation inequality has been established by Han (2018) for fixed kernel under an

assumption on β-mixing coefficients, and conditional α-mixing coefficients. Borisov and Volodko

(2009); Borisov and Bystrov (2019) dealt with the φ-mixing case. The case of α-mixing data

combined with a control on the decay of the Fourier transform of the kernel was treated by

Shen et al. (2020). Duchemin et al. (2023) gave exponential inequalities for U -statistics of order

two, of varying kernel case where data is a function of a Markov chain.

One of the main motivations of studying Hilbert space valued U -statistic is to treat spa-

tial sign for robust tests (see Chakraborty and Chaudhuri (2017); Wegner and Wendler (2023);

Jiang et al. (2023)), where the sign function is replaced by the map sending the origin to

itself and u 7→ u/ ‖u‖H if u 6= 0. Wilcoxon-Mann-Whitney-type test are also studied in

Chakraborty and Chaudhuri (2015). The consideration of U -statistics with varying kernel allows

in particular to treat weighted U -statistics. These ones are widely used for change-point tests by

Dehling et al. (2022); Hu and Wang (2023), ranking problems by Clémeņcon et al. (2016, 2008).

Gini mean-differences, that is, when m = 2, S = H and hi1,i2 (u1, u2) = ‖u1 − u2‖H, when the

sequence (ξi)i>1 takes values in a separable Hilbert space can be useful in the study of functional

data. The latter has also been done via U -statistics in Hu et al. (2023). Empirical U -statistics

have also been studied (see Ruymgaart and van Zuijlen (1992) for the i.i.d. case, Ragbi (1998,

1997); Harel et al. (1994) in the mixing case). They can be viewed as random elements of an L2

space hence the deviation inequalities we established can be used.

Our results deal with Hilbert space valued U -statistics, which are not the most general Banach

spaces where U -statistics are involved (see for instance Adamczak (2006) and Giraudo (2024b),

where type 2, respectively, smooth Banach spaces are considered). Let us explain why our work

does not address the latter case. Our argument rests on a deviation inequality for Hilbert valued

martingales. Using the dimension reduction explained in Ding et al. (2013), section 4, such an

inequality could be established for smooth Banach spaces (like in Luo (2022)), at the cost of a

constant that depends on B through a constant C such that for each x, y ∈ B,

‖x + y‖pB 6 ‖x‖pB + pJx (y) + C ‖y‖pB , (1.2)

where 1 < p 6 2 and Jx : B → R is linear and continuous. We would like to use an induction

argument and a change of Banach space, that is, taking BN like in Giraudo (2024a) but the

constant C in (1.2) may depend on N (this was not an issue in the aforementioned paper, since

the involved constant is related to a martingale moment inequality and is the same for B and

BN ).
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1.2 An exponential inequality for degenerate U-statistics

Our approach to derive deviation inequalities rests on martingale methods. In general, U -statistic

of the form (1.1) are not sums of martingale differences in some sense. In order to use such

properties for each index of summation, we will need the following assumption.

Definition 1.1. The U-statistic Un ((hi)) defined as in (1.1) is degenerate if for each i ∈ Incm

and j0 ∈ J1, mK,

E
[
hi

(
ξJ1,mK

)
| ξj, j ∈ J1, mK \ {j0}

]
= 0 a.s., (1.3)

where Ja, bK = {k ∈ N, a 6 k 6 b} and ξJ1,mK = (ξ1, . . . , ξm).

We will see later what can be done if (1.3) does not hold. The inequality for degenerate

U -statistics reads a follows.

Theorem 1.2. Let m > 1. There exist constants Am, Bm and Cm such that if (H, 〈·, ·〉) is a

separable Hilbert space, (ξi)i>1 is an i.i.d. sequence taking values in a measurable space (S,S),

hi : Sm → H are measurable functions for which (1.3) holds, then

P


 max

m6n6N

∥∥∥∥∥∥

∑

i∈Incmn

hi (ξi)

∥∥∥∥∥∥
H

> x


 6 Am exp

(
−
(
x

y

) 2
m

)

+ Bm

∫ ∞

1

u (1 + log u)
m(m+1)

2
−1

P



√ ∑

i∈IncmN

∥∥hi

(
ξdeci

)∥∥2
H
> Cmyu


du, (1.4)

where

ξdeci =
(
ξ
(1)
i1
, . . . , ξ

(m)
im

)

and
(
ξ
(ℓ)
i

)
i>1

, ℓ ∈ J1, mK, are independent copies of (ξi)i>1.

Let us make some comments on Theorem 1.2.

When Mi := sups1,...,sm∈S ‖hi (s1, . . . , sm)‖H is finite, the right hand side of (1.4) vanishes

with the choice y =
√∑

i∈IncmN
M2

i /Cm hence we get

P



 max
m6n6N

∥∥∥∥∥∥

∑

i∈Incmn

hi (ξi)

∥∥∥∥∥∥
H

> x



 6 Am exp



−x
2
mC

2
m
m




∑

i∈IncmN

M2
i




−m

 . (1.5)

It is also known by Arcones (1995) that when h = hi bounded and degenerate with respect to

(ξi)i>1, the exponent 2/m in the exponential term is optimal.

Notice also that the right hand side of (1.4) is finite if and only if for each i ∈ Incmn ,

E

[∥∥hi

(
ξJ1,mK

)∥∥2
H

(
1 + log

(∥∥hi

(
ξJ1,mK

)∥∥
H

))m(m+1)
2

−1
]
< ∞.
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In particular, this require a bit more than the existence of a finite second moment. This is not a

restriction at all, since in the application cases, the random variable
∥∥hi

(
ξJ1,mK

)∥∥
H

is supposed

to admit finite exponential moments. When we only have finite moment of order between 1 and

2, one can use the deviation inequality presented in Giraudo (2024b).

Let us explain how Theorem 1.2 can be applied. The value of x will be imposed by the

application we have in mind. Moreover, for a fixed x, the right hand side of (1.4) is the sum of

two terms, an exponential one, which is increasing in y and and a tail one, which is non-increasing

in y. Usually, we will choose y depending on N and x such that exp
(
− (x/y)2/m

)
has the wanted

decay, which will furnish a condition on the tail of
∑

i∈IncmN

∥∥hi

(
ξdeci

)∥∥2
H

. However, the tail of

such random variable is not easy to control. We will provide some examples where it will be

possible to bound it.

2 Applications

The result of Theorem 1.2 apply when the kernels are degenerate. In the next examples, we will

see which kind of bound can be obtained for non-necessarily degenerate kernels, and also with a

bound involving the random variables ξJ1,mK instead of ξi, 1 6 i 6 N .

2.1 Index free kernel

In this Subsection, we consider the case where the functions hi do not depend on i and will be

simply denoted as h. The corresponding U -statistic will be expressed as

Um,n (h) :=
∑

i∈Incmn

h (ξi) .

The degeneracy assumption (1.3) reads as for each j0 ∈ J1, mK,

E
[
h
(
ξJ1,mK

)
| ξJ1,mK\{j0}

]
= 0 a.s.

Of course, such an assumption has no reason to take place in general. We thus need to decompose

h into a sum of functions of less than m-variables for which the corresponding U -statistic is

degenerate.

Definition 2.1. Let (S,S) be a measurable space and let (H, 〈·, ·〉) be a separable Hilbert space.

We say that the kernel h : Sm → H is symmetric if for each s1, . . . , sm ∈ H and each bijective

map σ : J1, mK → J1, mK, h
(
sσ(1), . . . , sσ(m)

)
= h (s1, . . . , sm).

Define for k ∈ J1, mK the kernels

hk : Sk → H, hk (s1, . . . , sk) =

k∑

j=0

(−1)k−j
∑

(uℓ)
j
ℓ=1∈Inc

j
k

E
[
h
(
su1 , . . . , suj

, ξj+1, . . . , ξm
)]

(2.1)
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and h0 = E [h (ξ1, . . . , ξm)]. In this way, the following equality, known as the Hoeffding’s decom-

position (see Hoeffding (1948)), takes place:

Um,n (h) =

m∑

k=0

(
m

k

)(n
m

)
(
n
k

)Uk,n (hk) . (2.2)

When h is degenerate, the terms of index k ∈ J0, m − 1K vanish. Also, observe that for each

k, Uk,n (hk) is a degenerate U -statistic and that if E
[
h
(
ξJ1,mK | ξJ1,kK

)]
= 0, then hk

(
ξJ1,kK

)
= 0

almost surely.

Definition 2.2. Let m > 1, let (S,S) be a measurable space, let (ξi)i>1 be an i.i.d. sequence

taking values S and let (H, 〈·, ·〉) be a separable Hilbert space. We say that the kernel h : Sm → H

is degenerate of order d if for each k ∈ J0, d− 1K, Uk,n (hk) = 0, where hk is defined as in (2.1).

It is clear that in view of (2.2) that if h is degenerate of order d, then

Um,n (h) =
m∑

k=d

(
m

k

)(n
m

)
(
n
k

)Uk,n (hk) . (2.3)

Theorem 2.3. Let m > 1. There exists constants Am, Bm and Cm such that if (H, 〈·, ·〉) is a

separable Hilbert space, (ξi)i>1 is an i.i.d. sequence taking values in a measurable space (S,S),

h : Sm → H is symmetric and degenerate of order d, then for each positive x and y,

P

(
max

m6n6N
‖Um,n (h)‖

H
> xNm− d

2

)

6 Am exp

(
−
(
x

y

) 2
d

)
+ Bm

m∑

k=d

∫ ∞

1

P
(
Hk > CmuN

k−d
2 x1− k

d y
k
d

)
u (1 + log u)

m(m+1)
2 du, (2.4)

where

Hk := E
[∥∥h

(
ξJ1,mK

)∥∥
H
| ξJ1,kK

]
.

This result relates to Corollary 1.1 in Giraudo (2021) in the following way. Our result deals

with Hilbert-valued U -statistics, while that in Giraudo (2021) is restricted to the real-valued

case. However, in this latter case, the constants are explicit which is not the case in (2.4).

Rates of convergence in the law of large numbers can be derived in exactly the same way as it

was done in Giraudo (2021), replacing the absolute value by the Hilbert norm. We will therefore

simply state them, without proof.

Corollary 2.4. Let (S,S) be a measurable space, m > 2, h : Sm → R be a symmetric function,

and let (ξi)i>1 be an i.i.d. sequence of random variables with values in S. Suppose that h is degen-

erate of order d. If there exists a positive γ > 0 such that M := supt>0 exp (tγ)P
(∥∥h

(
ξJ1,mK

)∥∥
H
> t
)

is finite, then for all x > 0,

P

(
max

m6n6N
‖Um,n (h)‖

H
> Nmx

)
6 K1 exp

(
−K2N

dγ
2+dγ x

2γ
2+dγ

)
,

where K1 and K2 depend on γ, M and m.
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2.2 Weighted sums

In this Subsection, we provide results for weighted sums of non-necessarily degenerate U -statistics.

When hi does not depend on i or more generally when hi = Ti (h), where Ti : H → H is a

bounded linear operator and h is degenerate, it is possible to control the tail of
∑

i∈IncmN

∥∥hi

(
ξdeci

)∥∥2
H

in terms of the operator norms of Ti, defined as ‖Ti‖B(H) = sup {‖Ti (h)‖H , h ∈ H, ‖h‖H = 1},

and the tail of
∥∥h
(
ξJ1,mK

)∥∥
H

.

When h is not necessarily degenerate, one can still do the Hoeffding’s decomposition and get

that
∑

i∈Incmn

Ti (h (ξi)) =
m∑

k=d

∑

i∈Inckn

a
(n,k)
i (hk (ξi)) , (2.5)

where hk is defined as in (2.1) and for i = (i1, . . . , ik) ∈ Inckn,

a
(n,k)
i =

∑

j=(j1,...,jm)∈Incmn ,{i1,...,ik}⊂{j1,...,jm}

Tj .

When m = 2, one has

a
(n,1)
i =

n∑

j=1

(Ti,j + Tj,i) ,

with the convention that Tj,i = 0 if j 6 i. For m = 3, one has

a
(n,2)
i1,i2

=

n∑

j=1

(Ti1,i2,j + Ti1,j,i2 + Tj,i1,i2)

a
(n,1)
i1

=
∑

16j1<j26n

(Ti1,j1,j2 + Tj1,i1,j2 + Tj1,j2,i1) ,

with the convention that Tk1,k2,k3 = 0 if k1 < k2 < k3 does not hold.

Since the operators a
(n,k)
i depend on n, we cannot formulate a deviation inequality for the run-

ning maximum. A deviation inequality for weighted and non-necessarily degenerate U -statistics

reads as follows.

Corollary 2.5. Let m > 1. There exist constants am, bm and cm such that if (H, 〈·, ·〉) is a

separable Hilbert space, (ξi)i>1 is an i.i.d. sequence taking values in a measurable space (S,S),

h : Sm → H is a measurable function which is degenerate of order d and Ti : H → H are bounded

linear operators, then for each positive x and y,

P





∥∥∥∥∥∥

∑

i∈Incmn

Ti (h (ξi))

∥∥∥∥∥∥
H

> xn
m−d

2

√ ∑

i∈Incmn

‖Ti‖2B(H)



 6 am exp

(
−
(
x

y

) 2
m

)

+ bm

∫ ∞

1

u (1 + log u)
m(m+1)

2 P (H > cmyu)du, (2.6)

where

H =
∥∥h
(
ξJ1,mK

)∥∥
H
.
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2.3 Incomplete U-statistics

The computation of a U -statistic of order m based on a sample of size n requires a computation

of a number of terms of order nm, which can be high in practise. For this reason, Blom (1976)

introduced the so-called incomplete U -statistics, whose rough idea is to put a random weight

equal to 0 or 1, reducing the number of terms that one has to compute. Here are the most

common ways of defining the random weights.

• Sampling without replacement: we pick without replacement N m-uples which belong to

Incm.

• Sampling with replacement: we pick with replacement N m-uples which belong to Incm.

• Bernoulli sampling: consider for each i ∈ Incmn , a random variable Zn;i taking the value 1

with probability pn and 0 with probability 1 − pn. Moreover, we assume that the family

(Zn,i)i∈Incmn is independent and also independent of the sequence (ξi)i∈Z.

The weak convergence of incomplete U -statistics has been established in Janson (1984). Rates in

the law of large numbers were obtained by Nasari (2012) and for L1 convergence by Dürre and Paindaveine

(2023). Recent papers include incomplete U -statistics in a high dimensional setting, like Chen and Kato

(2019), and Löwe and Terveer (2021) obtained a central limit theorem when the data is based

on a triangular array.

Our first result deals with sampling with or without replacement.

Corollary 2.6 (Deviation inequality for sampling with and without replacement). Let m > 1.

There exist constants am, bm and cm such that if (H, 〈·, ·〉) is a separable Hilbert space, (ξi)i>1

is an i.i.d. sequence taking values in a measurable space (S,S), h : Sm → H is a measurable

function which is degenerate of order d, N > 1 and n > m are integers and (Zn,i)i∈Incmn is a

collection of random variables taking the values 0 or 1 which is independent of (ξi)i>1 and such

that
∑

i∈Incmn
Zn,i = N and x, y > 0, then

P




∥∥∥∥∥∥

∑

i∈Incmn

Zn,ih (ξi)

∥∥∥∥∥∥
H

> x
√
N
√

min {N, nm−d}


 6 am exp

(
−
(
x

y

) 2
m

)

+ bm

∫ ∞

1

u (1 + log u)
m(m+1)

2 P (H > cmyu)du. (2.7)

Observe that the sampling with or without replacement is packed gives the same result. The

only crucial thing is the numbers of random weights that are not zero.

Also, observe that the normalization
√
N
√

min {N, nm−d} is decreasing with d: if the U -

statistic is degenerate of order m, we only need a normalization by
√
N in order to get a bounded

independent of N and n. In the other extreme case, that is, when d = 1, which corresponds to

the case where hi (ξi) is centered, if one takes N 6 nm−1 (which is logical if one wants to reduce

significantly the number of elements), then one needs the much stronger normalization N .

A deviation inequality for Bernoulli sampling reads as follows.
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Corollary 2.7 (Deviation inequality for Bernoulli sampling). Let m > 1. There exist constants

am, bm and cm such that if (H, 〈·, ·〉) is a separable Hilbert space, (ξi)i>1 is an i.i.d. sequence taking

values in a measurable space (S,S), h : Sm → H is a measurable function which is degenerate of

order d, N > 1 and n > m are integers and (Zn,i)i∈Incmn is a collection of random variables taking

the values 0 or 1 with respective probabilities 1 − pn and pn, which is independent of (ξi)i>1 and

x, y > 0, then

P




∥∥∥∥∥∥

∑

i∈Incmn

Zn,ih (ξi)

∥∥∥∥∥∥
H

> xnm√pn
√

min {pn, n−d}




6 am exp

(
−nmp2n

2

)
+ am exp

(
−
(
x

y

) 2
m

)
+ bm

∫ ∞

1

u (1 + log u)
m(m+1)

2 P (H > cmyu) du.

(2.8)

Let us compare Corollaries 2.6 with 2.7. The right hand side of (2.7) is similar, up to the

constants, to the sum of the second and third terms of the right hand side of (2.8). These

quantities are independent of n and of the involved parameters of the sampling methods. The

required normalizations to have a right hand side independent of n, N or pn (up the the first

term for (2.8)) depend on d and are the weakest if d = m and the strongest if d = 1. When

N = nmpn, the normalizing terms coincide. Nevertheless, an other exponential term appears

in (2.8) due to the control of the probability that the sum of the weights is bigger than some

number.

Let us point out that a Bernstein type exponential inequality for incomplete real valued

U -statistics has been established by Maurer (2022). The results deals with sampling with re-

placement, bounded kernels and the author does not make any assumption on degeneracy. The

results are expressed in terms of the number of m-uples among the chosen N that contain a spe-

cific value k, or that contain both k and ℓ. Therefore, this does not make Corollary 2.6 directly

comparable with Maurer’s results.

If we assume that H has a weak exponential moment, namely that for some positive κ0 and

α > 0,

sup
t>0

exp (κ0t
α)P (H > t) < ∞, (2.9)

the bounds (2.7) and (2.8) can be simplified as follows.

For the sampling with or without replacement, one gets the existence of a constant κ > 0

such that

sup
n>m

sup
x>0

exp
(
κx

2γ
2+mγ

)
P





∥∥∥∥∥∥

∑

i∈Incmn

Zn,ih (ξi)

∥∥∥∥∥∥
H

> x
√
N
√

min {N, nm−d}



 < ∞. (2.10)

8



For Bernoulli sampling, there exists a constant K such that for each n, pn ∈ (0, 1) and x > 0,

exp

(
−min

{
nmpn

2
, κx

2γ
2+mγ

})
P





∥∥∥∥∥∥

∑

i∈Incmn

Zn,ih (ξi)

∥∥∥∥∥∥
H

> xnm√pn
√

min {pn, n−d}



 6 K.

(2.11)

3 Proofs

3.1 Proof of Theorem 1.2

Let us first explain the global idea of proof. It will be show that it is sufficient to prove The-

orem 1.2 for decoupled U -statistics and only in the case x/y > 3m/2. Then we proceed by

induction over m. The induction step is performed first via an application of the martingale

inequality given in Proposition A.5 for an appropriated choice of the filtration. Then, in order to

use the induction assumption, we introduce a new Hilbert space so that we can apply the result

for U -statistics of lower order.

In order to ease the notation of the exponent of the log appearing in the involved terms in

the proof, we define

pm =
m (m + 1)

2
− 1, m > 1.

In view of Corollary B.2, it suffices to prove Theorem 1.2 for decoupled U -statistics. Indeed,

assume that for each m > 1, we can find constants A′
m, B′

m and C ′
m for which the inequality

P


 max

m6n6N

∥∥∥∥∥∥

∑

i∈Incmn

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x


 6 A′

m exp

(
−
(
x

y

) 2
m

)

+ B′
m

∫ ∞

1

u (1 + log u)pm P



√ ∑

i∈IncmN

∥∥hi

(
ξdeci

)∥∥2
H
> C ′

myu


 du

holds for each Hilbert space H and each functions hi which are degenerate with respect to (ξi)i>1.

Applying Corollary B.2, we derive that

P


 max

m6n6N

∥∥∥∥∥∥

∑

i∈Incmn

hi (ξi)

∥∥∥∥∥∥
H

> x


 6 A′

mKm exp

(
−
(

x

yKm

) 2
m

)

+ B′
mKm

∫ ∞

1

u (1 + log u)pm P



√ ∑

i∈IncmN

∥∥hi

(
ξdeci

)∥∥2
H
> C ′

myu


 du

and replacing y by y/Km, we can see that letting Am := A′
mKm, Bm = B′

mKm and Cm = C ′
m/Km,

(1.4) holds.
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We can also reduce the proof to the case x/y > 3m/2, by replacing Am by max {Am, e
3},

so that the contribution of max {Am, e
3} exp

(
− (x/y)2/m

)
makes the inequality trivial for the

range of (x, y) for which x/y 6 3m/2.

Therefore, we will prove by induction on m > 1 the assertion P (m) defined as follows:

”there exists constants am, bm and cm such that for each measurable space (S,S), each indepen-

dent copies
(
ξki
)
, k ∈ J1, mK of an i.i.d. S-valued sequence (ξi)i>1, each separable Hilbert space

(H, 〈·, ·〉)H, each collection hi : Sm → H, i ∈ Incm of measurable maps such that for each i ∈ Incm

and each j0 ∈ J1, mK,

E
[
hi

(
ξJ1,mK

)
| σ (ξj, j ∈ J1, mK \ {j0})

]
= 0, (3.1)

the following inequality holds for each x, y > 0 satisfying x/y > 3m/2 and each N > m:

P



 max
m6n6N

∥∥∥∥∥∥

∑

i∈Incmn

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x



 6 am exp

(
−
(
x

y

) 2
m

)

+ bm

∫ ∞

1

u (1 + log u)pm P




√ ∑

i∈IncmN

∥∥hi

(
ξdeci

)∥∥2
H
> cmyu



 du.”

For m = 1, this follows directly from Proposition A.3, since (3.1) implies that the considered

U -statistic is a sum of independent centered random variables.

Assume that P (m) holds for some m > 1 and let us show P (m + 1). Let (S,S) be a measurable

space, (ξi)i>1 an i.i.d. sequence of S-valued random variables, let (H, 〈·, ·〉) be a Hilbert space

and let hi,im+1 : Sm+1 → H be measurable functions such that for each j0 ∈ J1, m + 1K,

E
[
hi,im+1

(
ξJ1,m+1K

)
| σ (ξj, j ∈ J1, m + 1K \ {j0})

]
= 0 a.s. (3.2)

Let N > m + 1 and x, y > 0 such that x/y > 3(m+1)/2. Let us show that there are constants

am+1, bm+1 and cm+1 depending only on m + 1 such that

P



 max
m+16n6N

∥∥∥∥∥∥

∑

i∈Incm+1
n

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x



 6 am+1 exp

(
−
(
x

y

) 2
m+1

)

+ bm+1

∫ ∞

1

u (1 + log u)pm+1 P



√ ∑

i∈Incm+1
N

∥∥hi

(
ξdeci

)∥∥2
H
> cm+1yu


du. (3.3)

Define for j > m + 1 the random variable

Dj :=
∑

i∈Incmj−1

hi,j

(
ξdeci , ξ

(m+1)
j

)

and the σ-algebras

Fm := σ
(
ξdeci , i ∈ IncmN−1

)
,

Fj = Fm ∨ σ
(
ξ(m+1)
u , u 6 j

)
, j > m + 1.
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Recall the following elementary property of conditional expectations: if Y is an integrable random

variable on a probability space (Ω,F ,P) and G, H are two sub-σ-algebras of F such that H is

independent of σ (Y ) ∨ G, then

E [Y | G ∨ H] = E [Y | G] . (3.4)

Let j > m + 1 be fixed. Then the following equality holds:

E [Dj | Fj−1] =
∑

i∈Incmj−1

E
[
hi,j

(
ξdeci , ξ

(m+1)
j

)
| Fj−1

]
.

Using equality (3.4) for a fixed i ∈ Incmj−1 with Y = hi,j

(
ξdeci , ξ

(m+1)
j

)
, G = σ

(
ξdeci

)
and

H := σ
(
ξdeci′ , i′ ∈ IncmN−1 \ {i}

)
∨ σ

(
ξ(m+1)
u , u 6 j − 1

)
,

furnishes the equality

E [Dj | Fj−1] =
∑

i∈Incmj−1

E
[
hi,j

(
ξdeci , ξ

(m+1)
j

)
| σ
(
ξdeci

)]
,

which equals 0 by (3.2) hence (Dj)j>m+1 is a martingale difference sequence with respect to the

filtration (Fj)j>m. Moreover, observe that

E
[
‖Dj‖2H | Fj−1

]
= E

[
‖Dj‖2H | Fm ∨ σ

(
ξ(m+1)
u , u 6 j − 1

)]

hence an other application of (3.4) to G = Fm and H = σ
(
ξ
(m+1)
u , u 6 j − 1

)
gives E

[
‖Dj‖2H | Fj−1

]
=

E
[
‖Dj‖2H | Fm

]
. Using Proposition A.5 with x1 = x and y1 = y

1
m+1x

m
m+1 gives

P


 max

m+16n6N

∥∥∥∥∥∥

∑

i∈Incm+1
n

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x


 = P


 max

m+16n6N

∥∥∥∥∥

n∑

j=m+1

Dj

∥∥∥∥∥
H

> x




6 4 exp

(
−
(
x

y

) 2
m+1

)
+ 4

∫ ∞

1

uP





√√√√
N∑

j=m+1

‖Dj‖2H > y
1

m+1x
m

m+1
u

8



 du, (3.5)

which can be rewritten, by independence between
(
ξdeci

)
i∈Incm

and
(
ξ
(m+1)
j

)N
j=m+1

, as

P



 max
m+16n6N

∥∥∥∥∥∥

∑

i∈Incm+1
n

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x



 6 4 exp

(
−
(
x

y

) 2
m+1

)

+ 4

∫ ∞

1

u

∫

SN−m

P




N∑

j=m+1

∥∥∥∥∥∥

∑

i∈Incmj−1

hi,j

(
ξdeci , sj

)
∥∥∥∥∥∥

2

H

> y
2

m+1x
2m
m+1

u2

64



 dP
ξ
(m+1)
Jm+1,NK

(
sJm+1,NK

)
du,

(3.6)
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where for a function g : SN−m → R,

∫
g (sm+1, . . . , sN) dP

ξ
(m+1)
Jm+1,NK

(
sJm+1,NK

)
=

∫
g (sm+1, . . . , sN) dPξm+1 (sm+1) . . . dPξN (sN) .

In order to control the tail involved in the right hand side of the previous equation, we introduce

the separable Hilbert space
(
H̃, 〈·, ·〉

H̃

)
which is defined as H̃ =

{
(xj)j∈Jm+1,NK , xj ∈ H

}
and

〈
(xj)j∈Jm+1,NK , (yj)j∈Jm+1,NK

〉
H̃

=
N∑

j=m+1

〈xj , yj〉H ,

and for fixed sj , j ∈ Jm + 1, NK, we define the functions ˜hi;(sj)j∈J1,mK
: Sm → H̃ by

˜hi;(sj)j∈Jm+1,NK
(s1, . . . , sm) =

(
hi,j (s1, . . . , sm, sj) 1i∈Incmj−1

)

j∈Jm+1,NK
. (3.7)

Consequently, (3.6) can be rephrased as

P


 max

m+16n6N

∥∥∥∥∥∥

∑

i∈Incm+1
n

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x


 6 4 exp

(
−
(
x

y

) 2
m+1

)

+ 4

∫ ∞

1

u

∫

SN−m

P




∥∥∥∥∥∥

∑

i∈IncmN−1

˜hi;(sj)j∈J1,mK

(
ξdeci

)
∥∥∥∥∥∥
H̃

> y
1

m+1x
m

m+1
u

8


 dP

ξ
(m+1)
Jm+1,NK

(
sJm+1,NK

)
du.

(3.8)

By assumption (3.2), the following equality takes place for P
ξ
(m+1)
m

⊗ · · · ⊗ P
ξ
(m+1)
N

almost every

(sj)j∈Jm+1,NK:

E
[

˜hi;(sj)j∈Jm+1,NK

(
ξJ1,mK

)
| ξJ1,mK\{j0}

]
= 0.

Therefore, an application of P (m) for such sj, fixed u > 1 and x and y replaced respectively by

x2 = y
1

m+1x
m

m+1
u

8
, y2 =

yu

8 (1 + log u)
m
2

,

gives

P


 max

m+16n6N

∥∥∥∥∥∥

∑

i∈Incm+1
n

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x


 6 4 exp

(
−
(
x

y

) 2
m+1

)

+ 2am

∫ ∞

1

u exp

(
−
(
x

y

) 2
m+1

(1 + log u)

)
du + bm

∫

SN−m

∫ ∞

1

∫ ∞

1

uv (1 + log v)pm

P




√√√√
∑

i∈IncmN−1

∥∥∥ ˜hi;(sj)j∈Jm+1,NK

(
ξdeci

)∥∥∥
2

H̃
>

yuvcm

8 (1 + log u)
m
2


 dudvdP

ξ
(m+1)
Jm+1,NK

(
sJm+1,NK

)
. (3.9)
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Since x/y > 3(m+1)/2, we get

2am

∫ ∞

1

u exp

(
−
(
x

y

) 2
m+1

(1 + log u)

)
du 6 2am exp

(
−
(
x

y

) 2
m+1

)
.

Moreover, using the expression of ‖·‖
H̃

and (3.7) allows us to derive from (3.9) that

P



 max
m+16n6N

∥∥∥∥∥∥

∑

i∈Incm+1
n

hi

(
ξdeci

)
∥∥∥∥∥∥
H

> x



 6 (4 + 2am) exp

(
−
(
x

y

) 2
m+1

)

+ bm

∫

SN−m

∫ ∞

1

∫ ∞

1

uv (1 + log v)pm

P




∑

i∈IncmN−1

N∑

j=im

∥∥hi,j

(
ξdeci , sj

)∥∥2
H
>

yuvcm

8 (1 + log u)m/2


 dudvdP

ξ
(m+1)
Jm+1,NK

(
sJm+1,NK

)

= (4 + 2am) exp

(
−
(
x

y

) 2
m+1

)
+ bm

∫ ∞

1

∫ ∞

1

uv (1 + log v)pm g

(
yuvcm

(1 + log u)m/2

)
dudv, (3.10)

where

g (t) = P




√ ∑

i∈Incm+1
N

∥∥hi

(
ξdeci

)∥∥2
H
>

t

8



 .

Doing the substitution w = u (1 + log u)−m/2 v for a fixed u > 1, it suffices to prove the existence

of constants κm and κ′
m for which for each w ∈ R,

I (w) :=

∫ ∞

1

1u(1+log u)−m/2<w

1

u
(1 + log u)m

(
1 + log

(
w (1 + log u)m/2

u

))pm

du

6 κm1w>κ′
m

(1 + logw)pm+1 . (3.11)

Let us show (3.11). From the observation that there exists a constant κ1,m depending only

on m such that for each u > 1,
√
u 6 κ1,mu (1 + log u)−m/2, we derive that I (ω) vanishes if

w < (κ1,m)−1, hence

I (w) 6 1w>(κ1,m)−1

∫ w2(κ1,m)2

1

1

u
(1 + log u)m

(
1 + log

(
w (1 + log u)

m
2

u

))pm

du.

Moreover, using that (1 + log u)m/2 /u can be bounded independently of u > 1, we get for some

constant κ2,m that

I (w) 6 κ2,m1w>1

∫ w2(κ1,m)2

1

1

u
(1 + log u)m (1 + logw)pm du

+ κ2,m1(κ1,m)−1<w61

∫ (κ1,m)2

1

1

u
(1 + log u)m

(
1 + log

(
(1 + log u)

m
2

u

))pm

du (3.12)

which gives (3.11). This ends the proof of Theorem 1.2.
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3.2 Proof of Theorem 2.3

Starting from (2.3), one has

max
m6n6N

‖Um,n (h)‖
H
6

m∑

k=d

(
m

k

)
max

k6n6N
‖Uk,n (hk)‖H

(
n
m

)
(
n
k

) 6 κm

m∑

k=d

Nm−k max
k6n6N

‖Uk,n (hk)‖
H
,

where hk is defined as in (2.1) and κm depends only on m, hence

P

(
max

m6n6N
‖Um,n (h)‖

H
> xNm− d

2

)
6

m∑

k=d

P

(
max
k6n6N

‖Uk,n (hk)‖
H
> xNk− d

2κm/m

)
. (3.13)

For each k ∈ Jd,mK, we apply Theorem 1.2 in the following context: mk = k, hi = hk, xk =

xNk−d/2κm/m and yk = Nk−d/2x1−k/dκm/m. We obtain in view of (3.13) that

P

(
max

m6n6N
‖Um,n (h)‖

H
> xNm− d

2

)
6

m∑

k=d

Ak exp

(
−
(
x

y

) 2
d

)

+ Bk

∫ ∞

1

u (1 + log u)
m(m+1)

2
−1

P



∑

i∈InckN

∥∥hk

(
ξdeci

)∥∥2
H
>

(
Ck

m
Nk− d

2x1− k
dκmu

)2

 du,

where Ak, Bk, Ck, k ∈ Jd + 1, mK are as in Theorem 1.2. Also, since the random variables∥∥hk

(
ξdeci

)∥∥2
H

, i ∈ InckN , have the same distribution, one has

∑

i∈InckN

∥∥hk

(
ξdeci

)∥∥2
H

6
conv

Nk
∥∥hk

(
ξJ1,kK

)∥∥2
H

6
conv

NkκkHk, (3.14)

where 6
conv

is defined as in Definition A.4 and κk depends only on k. Therefore, we infer from

(A.8) that

P

(
max

m6n6N
‖Um,n (h)‖

H
> xNm− d

2

)
6

m∑

k=d

Ak exp

(
−
(
x

y

) 2
d

)

+
m∑

k=d

Bk

∫ ∞

1

∫ ∞

1

u (1 + log u)pm P

(
Nk
∥∥hk

(
ξJ1,kK

)∥∥2
H
>

(
Ck

m
N

2k−d
2 x

d−k
d κmu

)2
v

4

)
dudv

=
m∑

k=d

Ak exp

(
−
(
x

y

) 2
d

)
+

m∑

k=d

Bk

∫ ∞

1

∫ ∞

1

u (1 + log u)pm P

(
H >

Ckκm

2m
N

k−d
2 x

d−k
d u

√
v

)
dudv.

Lemma 2.2 in Giraudo (2021) gives

∫ ∞

1

∫ ∞

1

u (1 + log u)pm g
(
u
√
v
)
dudv 6 κm

∫ ∞

1

u (1 + log u)pm=1 g (u/κm) , (3.15)

which concludes the proof of Theorem 2.3.
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3.3 Proof of Corollary 2.5

Starting from the decomposition (2.5), one has

P





∥∥∥∥∥∥

∑

i∈Incmn

Ti (h (ξi))

∥∥∥∥∥∥
H

> x



 6

m∑

k=d

P





∥∥∥∥∥∥

∑

i∈Incmk

a
(n,k)
i (hk (ξi))

∥∥∥∥∥∥
H

> x/m



 .

For each fixed k ∈ Jd,mK, we apply Theorem 1.2 with m replaced by k, yk = x1−k/dyk/d and

hi (s1, . . . , sk) = a
(n,k)
i (hk (s1, . . . , sk)). We derive that

P





∥∥∥∥∥∥

∑

i∈Incmn

Ti (h (ξi))

∥∥∥∥∥∥
H

> x



 6

m∑

k=d

Ak exp

(
−
(
x

y

) 2
d

)

+
m∑

k=d

Bk

∫ ∞

1

u (1 + log u)k(k−1)/2−1
P




√√√√
∑

i∈Incmk

∥∥∥a(n,k)i

(
hk

(
ξdeci

))∥∥∥
2

H
>

Ck

m
x

d−k
d y

k
du


 du.

For a convex increasing function ϕ : R → R, one has

E



ϕ




∑

i∈Incmk

∥∥∥a(n,k)i

(
hk

(
ξdeci

))∥∥∥
2

H







 6 E


ϕ


A2

n,k

∑

i∈Incmk

∥∥∥a(n,k)i

∥∥∥
2

B(H)

A2
n,k

∥∥hk

(
ξdeci

)∥∥2
H







6 E



∑

i∈Incmk

∥∥∥a(n,k)i

∥∥∥
2

B(H)

A2
n,k

ϕ
(
A2

n,k

∥∥hk

(
ξdeci

)∥∥2
H

)



= E
[
ϕ
(
A2

n,k

∥∥hk

(
ξJ1,kK

)∥∥2
H

)]

6 E
[
ϕ
(
A2

n,kκmH
2
)]

6 E



ϕ



nm−k
∑

i∈Incmn

‖Ti‖2B(H) κmH
2









6 E



ϕ



nm−d
∑

i∈Incmn

‖Ti‖2B(H) κmH
2









hence a use of (A.8) gives

P




∥∥∥∥∥∥

∑

i∈Incmn

Ti (h (ξi))

∥∥∥∥∥∥
H

> x


 6

m∑

k=d

Ak exp

(
−
(
x

y

)2/d
)

+

m∑

k=d

Bk

∫ ∞

1

∫ ∞

1

u (1 + log u)k(k−1)/2−1
P
(
An,k

∥∥hk

(
ξJ1,kK

)∥∥
H
> x

d−k
d y

k
du

√
v/ (4m)

)
dudv.

We conclude by a use of (3.15).
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3.4 Proof of the results of Subsection 2.3

Before going into the proofs of each corollary, let us mention the common elements of proof.

Define for k ∈ Jd,mK and i ∈ Inckn the random variable

Z
(k)
i :=

∑

j∈Ik(i)

Zn,j,

where Ik (i) denotes the set of indices j = (jℓ)
m
ℓ=1 ∈ Incmn such that on a set K = {ℓ1, . . . , ℓk} of

cardinal k, one has jℓ1 = i1, . . . , jℓk = ik. By symmetry of h, we have

∑

i∈Incmn

Zn,ih (ξi) =

m∑

k=d

∑

i∈Inckn

Z
(k)
n,ihk (ξi) . (3.16)

This decomposition reduces us to show the existence of constants am, bm and cm depending only

on m such that for each k ∈ Jd,mK and x, y such that x/y > 1,

P





∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> x
√
N
√

min {N, nm−d}



 6 am exp

(
−
(
x

y

) 2
m

)

+ bm

∫ ∞

1

u (1 + log u)m(m+1)/2
P (H > cmyu)du and (3.17)

P




∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> xnm√pn
√

min {pn, n−d}




6 am exp

(
−nmp2n

2

)
+ am exp

(
−
(
x

y

) 2
m

)
+ bm

∫ ∞

1

u (1 + log u)m(m+1)/2
P (H > cmyu) du.

(3.18)

Proof of Corollary 2.6. By independence between (Zn,i)i∈Incmn and (ξi)i>1, one has

P




∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> x




=
∑

(zi)i∈Inckn
∈{0,1}C

k
n

P




∥∥∥∥∥∥

∑

i∈Inckn

∑

j∈Ik(i)

zjhk (ξi)

∥∥∥∥∥∥
H

> x


P

(
(Zn,i)i∈Inckn = (zi)i∈Inckn

)
.
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Using Theorem 1.2 for fixed (zi)i∈Inckn, we find that for yk that will be specified later,

P




∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> x


 6 ak exp

(
−
(

x

yk

) 2
k

)

+ bk
∑

(zi)i∈Inckn
∈{0,1}C

k
n

P
(

(Zn,i)i∈Inckn = (zi)i∈Inckn

)

∫ ∞

1

u (1 + log u)k(k−1)/2
P




∑

i∈Inckn

∥∥∥∥∥∥

∑

j∈Ik(i)

zjhk

(
ξdeci

)
∥∥∥∥∥∥

2

H

> u2y2k



 du.

Let A :=
∑

i∈Inckn

(∑
j∈Ik(i)

zj

)2
. For a convex increasing function ϕ : R → R, one has

E



ϕ




∑

i∈Inckn

∥∥∥∥∥∥

∑

j∈Ik(i)

zjhk

(
ξdeci

)
∥∥∥∥∥∥

2

H







 = E



ϕ



 1

A

∑

i∈Inckn




∑

j∈Ik(i)

zj




2

A
∥∥hk

(
ξdeci

)∥∥2
H









6 E


 1

A

∑

i∈Inckn



∑

j∈Ik(i)

zj




2

ϕ
(
A
∥∥hk

(
ξdeci

)∥∥2
H

)



6 E


 1

A

∑

i∈Inckn



∑

j∈Ik(i)

zj




2

ϕ
(
AκmH

2
)



hence
∑

i∈Inckn

∥∥∥
∑

j∈Ik(i)
zjhk (ξi)

∥∥∥
2

H
6
conv

AκmH
2. Since

√∑
ci 6

∑√
ci, one has A 6 N2.

Moreover, by Cauchy-Schwarz, A 6 nm−kN 6 nm−dN . Overall,

∑

i∈Inckn

∥∥∥∥∥∥

∑

j∈Ik(i)

zjhk

(
ξdeci

)
∥∥∥∥∥∥

2

H

6
conv

N min
{
N, nm−d

}
κmH

2

hence by (A.8) and (3.15), we get

P




∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> x


 6 ak exp

(
−
(

x

yk

)2/k
)

+ bk

∫ ∞

1

u (1 + log u)k(k+1)/2
P
(√

N min {N, nm−d}κ′
mH > yku

)
du.

Bounding the exponent k (k + 1) /2 by m (m + 1) /2, choosing yk such that
(

x
yk

)2/k
=
(

x
y

)2/m

and using the fact that x/y > 1, one gets

P




∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> x


 6 ak exp

(
−
(
x

y

)2/m
)

+ bk

∫ ∞

1

u (1 + log u)m(m+1)/2
P
(√

N min {N, nm−d}κ′
mH > yu

)
du
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from which we derive (3.17) by applying the previous inequality with x and y replaced respectively

by x
(
N min

{
N, nm−d

})−1/2
and y

(
N min

{
N, nm−d

})−1/2
.

Proof of Corollary 2.7. We start from

P





∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> xnm√pn
√

min {pn, n−d}



 6 P1 + P2,

where

P1 := P



∑

i∈Incmn

Zn,i > 2nmpn


 and

P2 := P









∥∥∥∥∥∥

∑

i∈Inckn

Z
(k)
n,ihk (ξi)

∥∥∥∥∥∥
H

> xnm√pn
√

min {pn, n−d}



 ∩




∑

i∈Incmn

Zn,i 6 2nmpn







 .

The term P1 is bounded, via Azuma-Hoeffding’s inequality, by 2 exp (−nmp2n/2). Using indepen-

dence between (Zn,i)i∈Incmn and (ξi)i>1, we get

P2 =
∑

(zi)i∈Inckn
∈{0,1}C

k
n

P





∥∥∥∥∥∥

∑

i∈Inckn

∑

j∈Ik(i)

zjhk (ξi)

∥∥∥∥∥∥
H

> xnm√pn
√

min {pn, n−d}





1∑
i∈Incmn

zi62nmpnP
(

(Zn,i)i∈Inckn = (zi)i∈Inckn

)
.

We apply Theorem 1.2 for fixed (zi)i∈Inckn and get

P2 6 ak exp

(
−
(

x

yk

)2/k
)

+bk

∫ ∞

1

u (1 + log u)
k(k−1)

2

∑

(zi)i∈Inckn
∈{0,1}C

k
n

P
(

(Zn,i)i∈Inckn = (zi)i∈Inckn

)

P



∑

i∈Inckn

∥∥∥∥∥∥

∑

j∈Ik(i)

zjhk

(
ξdeci

)
∥∥∥∥∥∥

2

H

> u2 (xnm)2 pn min
{
pn, n

−d
}

 1∑

i∈Incmn
zi62nmpndu.

For (zi)i∈Incmn such that
∑

i∈Incmn
zi 6 2nmpn and a convex non-decreasing function ϕ : R → R,

letting A :=
∑

i∈Inckn

(∑
j∈Ik(i)

)2
, one has

E



ϕ




∑

i∈Inckn

∥∥∥∥∥∥

∑

j∈Ik(i)

zjhk

(
ξdeci

)
∥∥∥∥∥∥

2

H







 = E



ϕ



 1

A

∑

i∈Inckn




∑

j∈Ik(i)

zj




2

A
∥∥hk

(
ξdeci

)∥∥2
H









6 E


 1

A

∑

i∈Inckn



∑

j∈Ik(i)

zj




2

ϕ
(
A
∥∥hk

(
ξdeci

)∥∥2
H

)



6 E
[
ϕ
(
AκmH

2
)]

.
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Since
∑

i∈Incmn
zi 6 2npn, an application of

√∑
ci 6

∑√
ci gives that A2 6 2nmpn. Moreover,

convexity of the square gives A 6 nm−k2nmpn 6 2n2m−dpn. The combination of the obtained

estimates gives
∑

i∈Inckn

∥∥∥
∑

j∈Ik(i)
zjhk

(
ξdeci

)∥∥∥
2

H
6
conv

κm min
{√

2nmpn, 2n
2m−dpn

}
H2. We then

conclude similarly as in the proof of Corollary 2.6: we use (A.8), then (3.15) and take yk making

the terms exp

(
−
(

x
yk

)2/k)
, k ∈ Jd,mK, equal and finally, the fact that x/y is bigger than one

allows to find a bound independent of k. This ends the proof of Corollary 2.7.

A A deviation inequality for Hilbert-valued martingale

differences

A.1 Real-valued case

In this section, we collect existing results in the literature in order to derive an exponential

inequality for real-valued martingale difference sequence. The tail of the maxima of absolute

values of a martingale are controlled via an exponential term and the tail of the sum of squares.

This will be the starting point

Fan et al. (2015) showed the following.

Theorem A.1 (Theorem 2.1 in Fan et al. (2015)). Let (Dj)j>1 be a real-valued martingale dif-

ference sequence with respect to the filtration (Fj)j>0. Suppose that there exists random variables

Vj−1, j ∈ J1, nK, which are non-negative and Fj−1-measurable, non-negative functions f and g

such that for some positive λ and for all j ∈ J1, nK,

E
[
exp

(
λDj − g (λ)D2

j

)
| Fj−1

]
6 1 + f (λ) Vj−1. (A.1)

Then for all x, v, w > 0,

P

(
n⋃

k=1

{
k∑

j=1

Dj > x

}
∩
{

k∑

j=1

D2
j 6 v2

}
∩
{

k∑

j=1

Vj−1 6 w

})
6 exp

(
−λx + g (λ) v2 + f (λ)w

)
.

(A.2)

Notice that the condition (A.1) is satisfied for all λ > 0 when f (λ) = g (λ) = λ2/2 and

Vj−1 = E
[
D2

j | Fj−1

]
provided that E

[
D2

j

]
is finite for each j. After having chosen w = v2,

optimized over λ the right hand side of (A.2) and applying Theorem A.1 to Dj and then to −Dj ,

we derive that for all x and y > 0

P

(
max
16k6n

∣∣∣∣∣

k∑

j=1

Dj

∣∣∣∣∣ > x

)
6 2 exp

(
−x2

y2

)
+ P

(
n∑

j=1

(
D2

j + E
[
D2

j | Fj−1

])
>

y2

2

)
. (A.3)

An inequality in this spirit has been established by Bercu and Touati (2008), Theorem 2.1,

without the max but the event involving the sum of squares and conditional variances is in the

probability in the left hand side.
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A.2 Dimension reduction in Hilbert spaces

An extension of (A.2) to the Hilbert-valued case requires the following dimension reduction

result. This was done by Kallenberg and Sztencel (1991) in the continuous time case, and in

Proposition 5.8.3 in Kwapień and Woyczyński (1992) in the discrete case.

Lemma A.2. Let (H, 〈·, ·〉) be a separable Hilbert space, let ‖x‖H :=
√

〈x, x〉 and let (Dj)j>1

be a H-valued martingale difference sequence with respect to the filtration (Fj)j>0. Enlarging the

probability space if needed, there exists an R2-valued martingale difference sequence ((d1,j, d2,j))j>1

with respect to the filtration (Gj)j>0 such that for each j > 1, ‖Dj‖2H = d21,j + d22,j and for each

n > 1,
n∑

j=1

E
[
‖Dj‖2H | Fj−1

]
=

n∑

i=1

E
[
d2j,1 | Gj−1

]
+

n∑

j=1

E
[
d2j,2 | Gj−1

]
and (A.4)

∥∥∥∥∥

n∑

i=1

Dj

∥∥∥∥∥

2

H

=

(
n∑

j=1

d1,j

)2

+

(
n∑

j=1

d2,j

)2

. (A.5)

A consequence of such a dimension reduction is that a deviation inequality for real valued

martingale difference sequences in terms of tails of norms of increments can be covnerted into

a similar inequality for a Hilbert-valued martingale difference sequences. An inequality in the

spirit of (A.3) reads as follows.

Proposition A.3. For each separable Hilbert space (H, 〈·, ·〉) and each H-valued martingale dif-

ference sequence (Dj)j>1 with respect to a filtration (Fj)j>0,

P



max
16k6n

∥∥∥∥∥

k∑

j=1

Dj

∥∥∥∥∥
H

> x



 6 4 exp

(
−x2

y2

)
+ 2P

(
n∑

j=1

(
‖Dj‖2H + E

[
‖Dj‖2H | Fj−1

])
>

y2

8

)
,

(A.6)

where ‖x‖H =
√

〈x, x〉.

Proof. Let H be a separable Hilbert space and let (Dj)j>1 be a H-valued martingale difference

sequence with respect to a filtration (Fj)j>0. By Lemma A.2, there exist an R2-valued martingale

difference sequence ((d1,j, d2,j))j>1 such that for each j > 1, ‖Dj‖2H = d21,j + d22,j and (A.4), (A.5)

hold for each n. In particular,

∥∥∥∥∥

n∑

j=1

Dj

∥∥∥∥∥
H

6

∣∣∣∣∣

n∑

j=1

d1,j

∣∣∣∣∣ +

∣∣∣∣∣

n∑

j=1

d2,j

∣∣∣∣∣ (A.7)

from which the following inequality follows:

P


max

16k6n

∥∥∥∥∥

k∑

j=1

Dj

∥∥∥∥∥
H

> x


 6 P

(
max
16k6n

∣∣∣∣∣

k∑

j=1

d1,j

∣∣∣∣∣ >
x

2

)
+ P

(
max
16k6n

∣∣∣∣∣

k∑

j=1

d2,j

∣∣∣∣∣ >
x

2

)
.

20



An application of (A.3) with y2 replaced by y21 = y2/4 gives

P


max

16k6n

∥∥∥∥∥

k∑

j=1

Dj

∥∥∥∥∥
H

> x


 6 4 exp

(
−x2

y2

)

+ P

(
n∑

j=1

d21,j + E
[
d21,j | Gj−1

]
>

y2

8

)
+ P

(
n∑

j=1

d22,j + E
[
d22,j | Gj−1

]
>

y2

8

)

and (A.6) follows from the combination of (A.4) and (A.5).

The following ordering was studied in Rüschendorf (1981).

Definition A.4. Let X and Y be two real-valued random variables. We say that X 6
conv

Y if for

each nondecreasing convex ϕ : R → R such that the expectations E [ϕ (X)] and E [ϕ (Y )] exist,

E [ϕ (X)] 6 E [ϕ (Y )].

The point of this ordering is that if X 6
conv

Y , one can formulate a tail inequality for X in

terms of tails of Y . More precisely, Lemma 2.1 in Giraudo (2021) gives that if X and Y are

nonnegative random variables such that X 6
conv

Y , then for each positive t,

P (X > t) 6

∫ ∞

1

P
(
Y > t

v

4

)
dv. (A.8)

When the conditional variances admit a particular form, it is possible to express the tails of

maxima of a martingale by the sum of squares of the norm of the increments, that is, without

conditional moment.

Proposition A.5. Let (H, 〈·, ·〉H) be a separable Hilbert space. Let (Dj)j>1 be a square integrable

martingale difference sequence with respect to a filtration (Fj)j>0. Suppose that

E
[
‖Dj‖2H | Fj−1

]
= E

[
‖Dj‖2H | F0

]
a.s..

Then for each positive x and y, the following inequality holds:

P

(
max
16k6n

∥∥∥∥∥

k∑

i=1

Dj

∥∥∥∥∥
H

> x

)
6 4 exp

(
−x2

y2

)
+ 4

∫ ∞

1

uP




√√√√

n∑

j=1

‖Dj‖2H > y
u

8



 du. (A.9)

Proof. We combine (A.6) with (A.8), applied with X =
∑n

j=1

(
‖Dj‖2H + E

[
‖Dj‖2H | Fj−1

])
and

Y = 2
∑n

j=1 ‖Dj‖2H.

B Decoupling inequalities for U-statistics

Let Un be a U -statistic defined as in (1.1). Suppose for simplicity that hi = h. In general,

its treatment is a difficult problem because the contribution of each random variable ξi appears
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in several coordinates of the function h and the random field defined by Xi = h (ξi) is not

stationary. Moreover, the involved filtrations are not easy to deal with. A much easier object is

the decoupled U -statistic Udec
n for which the entries are replaced by independent copies of (ξi)i>1.

More precisely, we define

Udec
n ((hi)) :=

∑

i∈Incmn

hi

(
ξdeci

)
, (B.1)

ξdeci =
(
ξ
(1)
i1
, . . . , ξ

(m)
im

)
, and the sequences

(
ξ
(1)
i

)
i>1

, . . . ,
(
ξ
(m)
i

)
i>1

, are mutually independent

and have the same distribution as the sequence (ξi)i>1.

An important feature of decoupled U -statistics is that the tail of the U -statistic can be

controlled in terms of that of its decoupled version.

Proposition B.1 (de la Peña and Montgomery-Smith (1995)). For each m > 1, there exists a

constant Km depending only on m such that if (ξi)i>1 is an i.i.d. sequence taking values in a

measurable space (S,S), (B, ‖·‖B) a separable Banach space, hi : Sm → B and let Un ((hi)) and

Udec
n ((hi)) are defined respectively as in (1.1) and (B.1), then the following inequality holds for

each positive x:

P (‖Un ((hi))‖B > x) 6 KmP
(
Km

∥∥Udec
n ((hi))

∥∥
B
> x

)
.

Since we are interested in maxima of U -statistics, we will need the following consequence of

Proposition B.1.

Corollary B.2. For each m > 1, there exists a constant Km depending only on m such that

if (ξi)i>1 is an i.i.d. sequence taking values in a measurable space (S,S), (H, 〈·, ·〉) a separable

Hilbert space, hi : Sm → H and let Un ((hi)) and Udec
n ((hi)) are defined respectively as in (1.1)

and (B.1), then the following inequality holds for each positive x and N > m:

P

(
max

m6n6N
‖Un ((hi))‖H > x

)
6 KmP

(
Km max

m6n6N

∥∥Udec
n ((hi))

∥∥
H
> x

)
.

Proof. We apply Proposition B.1 to the following setting: we take B = HN endowed with the

norm
∥∥∥(yn)Nn=1

∥∥∥
B

:= max16n6N ‖yn‖H and for i ∈ Incm consider h̃i : Sm → HN defined as

h̃i (s1, . . . , sm) =
(
H

(n)
i (s1, . . . , sm)

)N
n=1

,

where

H
(n)
i (s1, . . . , sm) = hii (s1, . . . , sm)1im6n.

In this way,

max
m6n6N

‖Un ((hi))‖H =
∥∥∥UN

((
h̃i

))∥∥∥
B

and a similar equality holds for the decoupled versions of the U -statistics.
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Boston, MA, 1992. ISBN 0-8176-3572-6. doi: 10.1007/978-1-4612-0425-1. URL

https://doi.org/10.1007/978-1-4612-0425-1.
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