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Abstract

Stereocorrelation (SC) is a flexible, non-contact experimental tool for
measuring 3D shape and surface kinematics in complex mechanical tests.
The violation of gray level conservation raises the issue of convergence
of SC (e.g., when local specular reflections are observed). Brightness
and contrast corrections (BCCs) then become necessary. Space-time
separation allows modes of the displacement, brightness, and contrast
fields to be computed on the fly. The paper introduces a framework for
Brightness and Contrast Corrections in Proper Generalized Decomposi-
tion stereocorrelation (BCCs-PGD-SC). It is shown that BCCs-PGD-SC
improves the faithfulness of measured displacement fields and makes the
identification of cracks viable from residual fields. The computational
cost to include BCCs in PGD stereocorrelation is shown to be minimal
within a PGD framework.

Keywords: Proper Generalized Decomposition, Stereo Digital Image
Correlation, Brightness and contrast corrections
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1 Introduction

The increasing performance of high-speed optical cameras has spurred dynamic
mechanical tests since it allows displacement data to be measured from entire
fields of view [1]. In addition to the broad range of spatial resolutions (from
several micrometers to a few meters), significant progress has been achieved in
fast optical imaging, as illustrated by the 30,000 Hz acquisition frequency used
for current studies of crack propagation in laminated glass under projectile
impact [2].

Digital Image Correlation (DIC) [3, 4], and one of its 3D extensions,
namely, Stereocorrelation (SC or 3D-DIC [5-7]) are accurate, non-contacting,
and robust methods to measure full-field kinematic data from acquired images.
SC aims to measure 3D surface deformations between two states (reference
and deformed configurations) using two or more cameras [3, 6, 8]. Similar to
2D-DIC, as for all displacement field measurements, these data can be used
to calibrate constitutive parameters (using e.g., Finite-Element Model Updat-
ing (FEMU) [9] or Integrated SC [6]). When temporal series are used for
dynamic tests, the extension of SC to 4D fields (i.e., 3D space and time) allows
higher temporal resolutions (i.e., higher frame rates) to be processed and more
accurate and trustworthy identification results may be obtained.

Several challenges limit a broader usage of SC to process high-speed imag-
ing:

— The computational speed of standard SC is relatively slow, especially
for global approaches. Performing SC over long image series may become
extremely time-consuming.

— During long time intervals, the gray levels may drastically change due to
local specular reflections, kinematic changes, and cracks. Abrupt changes in
gray levels may compete with kinematic unknowns and affect the convergence
and accuracy of kinematic measurements.

In the early development of SC, “local” approaches were used to mea-
sure the 3D shape and its corresponding deformation, where the result is
described as clouds of 3D scattered points [5]. The so-called Zero-Mean Nor-
malized Sum of Squared Differences criterion (ZNSSD) [10, 11] is a popular
method to account for brightness and contrast corrections. Such a method is
equivalent to having a uniform brightness and contrast correction over each
zone of interest, and the resulting (affine) corrections of gray levels are not
recorded nor exploited. However, because more degrees of freedom (displace-
ment, brightness, and contrast) are allowed for analyzing the same amount of
information (images), the conditioning of the problem may degrade, as well as
the measurement uncertainty.

Although kinematic fields are defined at every physical point, the under-
lined spatial regularity legitimizes using fewer degrees of freedom to represent
the deformation without betraying its accuracy. Inspired by this philoso-
phy, a dense (i.e., “global”) formulation of SC was proposed, using either
facets [8, 12-14] or free-form surfaces [6, 15, 16] to describe the specimen sur-
face and its deformation. The benefits of adopting global SC formulations are
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two-fold. First, with fewer unknowns, the SC Hessian matrix becomes much
better conditioned, and the displacement uncertainty is lowered [17]. Second,
it allows the measured kinematic field to be directly compared to computed
ones with isogeometric or finite-element discretizations, thereby opening ways
to validate numerical simulations seamlessly.

Recently, improvements in the global formulation of SC have addressed the
challenges above:

— A Proper Generalized Decomposition stereocorrelation framework (PGD-
SC) has been proposed to increase the accuracy of kinematic measurements as
well as computation speed [7, 18] (See Ref. [19] for a general overview of PGD
approaches.)

— Brightness and contrast corrections in global SC were first reported by Char-
bal et al. [20, 21]. Later, a global formulation with BCCs was introduced with
a spatial regularization strategy to filter out high-frequency components in BC
fields by penalizing the L2-norm of their gradients [22].

As a natural extension, it is appealing to include Brightness and Contrast
(BC) fields within a PGD-SC framework as extra parameters to be identified.
Both displacement and BC fields are decomposed on the basis of spatial and
temporal modes. PGD-SC introduces a progressive enrichment of the spatial-
temporal modes for kinematic and BC fields, where modes are progressively
added until reaching the final convergence of the global space-time residual.
Moreover, different spatio-temporal regularization strategies may be included
while preserving general formalism.

The proof of concept presented in this paper is a PVB laminated glass
under projectile impact [18]. The large stereo-angles, local specular reflections,
large-amplitude deformations, and severe BC variations make this test case
extremely challenging and discriminative. It is shown that with proper spatio-
temporal regularization, PGD-SC with BCCs outperforms standard SC. The
numerical implementation in an existing global SC code required little effort,
which is an additional benefit of this new implementation.

The novelties of the current work is summarized as follows:

— A unified and generalized PGD-SC framework is proposed to determine any
physical quantities (i.e., kinematic, brightness, contrast) expressed in a varia-
tional formulation.

— The temporal modes of each physical quantity are computed from the gradi-
ent of the cost function instead of space-time residual. The accuracy and the
computational speed of constructing temporal shape functions are improved
thanks to the proper weighting of the sensitivity and drastically reduced dimen-
sionality.

— The staggered approach allows for a separated construction of temporal bases
for both displacement (U) and brightness-contrast (BC) fields. This special
feature leads to an efficient handling of local temporal phenomena that occur
only to one or several physical quantities (e.g., specular reflections only cap-
tured by one camera). Last, different temporal regularizations can be tailored
for each quantity.



Springer Nature 2021 BTEX template

4 PGD-Stereocorrelation with BCCs

The paper is organized as follows.

In Section 2, the general principles of global and instantaneous SC, as well
as brightness-contrast corrections are recalled. In Section 3, the generalized
Space-Time PGD Stereocorrelation is detailed to register any physical fields
that can be cast in a variational form. Then, in Section 4, the experimental
set-up of the impact test is presented. Section 5 discusses the results obtained
with the new implementations.

2 Formulation of SC with Brightness and
Contrast Corrections

In the following, the concept of intrinsic texture is first defined. Standard
(i.e., instantaneous) SC with BCCs is then recalled.Different spatiotemporal
regularization strategies for displacement and BC fields are finally discussed.

2.1 Stereo Calibration

The calibration of the stereoscopic cameras is crucial to link the 3D coordi-
nates of the specimen with its 2D projections onto the different camera image
planes [3], which reads for the i-th camera.

s'{x'} = I{X} (1)

where {X} = {X,Y, Z,1}T gathers the homogeneous coordinates of any point
on the surface of the specimen, {x’} = {x,,1} " the homogeneous coordinates
of its 2D projection onto the i-th retinal image plane, [II’] the projection
matrix for the i-th camera, and s the corresponding scale factor.

2.1.1 Intrinsic texture

Let us first assume that the calibration of the stereoscopic camera system was
successfully achieved [2, 18]. Therefore, the intrinsic texture (i.e., all physical
points inside the region of interest (ROI), which are decorated by speckle
patterns) is accurately estimated by taking the average of normalized reference
images (with a mean p equal to 0 and a standard deviation o of 1)

f(& (X (M), o) — p(f?)
o(f*)

L&
NZ:: 1)), to) (3)

FH (X, [TT)), t0) = (2)

where N is the total number of cameras, f'(x*(X, [IT{]), %) the normalized
reference image for the i-th camera acquired at time ¢t = ¢y, X the position
vector on the 3D surface, and x* the corresponding position vector in the i-th
camera plane.
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2.2 Instantaneous SC

The formulation of instantaneous SC with BCCs was introduced in Ref. [20].
Later, complete BCCs were proposed in Ref. [22], where an L2-norm penalty
of their gradients was applied to filter out high-frequency fluctuations. The
formulation of instantaneous SC is briefly recalled; interested readers may refer
to Refs. [6, 21, 22] for further details.

The FE-based formulation consists in measuring three fields, namely, dis-
placement U(X,t), brightness b?(x,t) and contrast c!(x,t) by minimizing the
global residual for all N cameras at time t. The corrected normalized deformed
image for the i-th camera, fy(x‘,t), for any displacement field U reads

Fi (X 4+ U(X, 1), [IT]) — b (', )

fIiJ(Xivt) = 1+ ci(xi, t)

(4)

The brightness and contrast fields for reference images are defined on each
image plane. Yet, thanks to the established calibration (1), the mapping of
brightness and contrast fields in x? is transported to X. For reasons of simplic-
ity, they are defined as b (X, t) and ¢*(X,t) in the remainder of this paper,
and the same holds for ‘]E(X, t). Local gray level residuals for the i-th camera
are defined as

P(x(X), 1) = f(X) - ﬁ](ﬁ’ t) - bzt ()>)< t)

()

The local residual fields highlight all differences that are not captured or
represented by the measured displacement and BC fields (e.g., convergence,
discretization error, noise, detector artifact, blur [20], or the presence of
cracks [2]).

Assuming the gray-level conservation between the intrinsic texture and
corrected deformed images acquired by each camera, the kinematic field and
BC fields are sought to minimize

2(U,b,¢) Z||p B (6)

~. . 2
_ N fl (th) - bZ(th)
_;/ROI lf X - Tirexy | X

It is worth mentioning that thanks to the normalization of each image,
the sensitivity field for displacement, brightness, and contrast are of similar
dynamic range; otherwise, the determination of U and BC may be prone to
ill-conditioning.
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The displacement, brightness, and contrast fields generally obey a certain
level of regularity in the spatial domain. These fields are described using finite-
element discretizations

)5 (1) ®;(X) (7)
)®;(X)

where ®; denotes the (vectorial) j-th spatial shape function, ®; the corre-
sponding scalar shape function, {ay (¢)} the column vector collecting all sought
nodal displacements at time ¢, {a}(t)} and {a’(¢)} the column vectors gather-
ing the nodal brightness and contrast corrections for the i-th camera at time
t.

One may determine the displacement and BC fields in one shot. Still, for
the sake of simplicity of numerical implementations, a staggered “U-BCC-U”
approach is used herein, where the BCCs step is performed independently for
each camera.

2.2.1 Kinematic measurements

A Gauss-Newton scheme is used to determine the nodal displacements at each
time ¢. The incremental corrections {day (¢)} of the nodal displacement at each
iteration read

[Hyl{éav(t)} = {hu(?)} (8)

where the spatial stereocorrelation Hessian matrix [Hy] is expressed as

HU]k—Z/

ROI

) VX)) (@(X) - V(X)) X (9)

and the second member {hy}

(hy(t ]_Z/

) V(X)) p (X, 1) X (10)
ROI

are assembled. The instantaneous displacement field at iteration it is updated
with the corresponding correction sutt) (X, 1)

U (X 1) = U (X, 1) 40U (X, t) = U (X, t)+(ap ()8, (X) (11)

where Einstein’s summation convention is used.

To estimate the registration quality, normalizing the gray level residual by
the dynamic range dyn(-) of the reference images is usually normalized to allow
for a fair comparison across N cameras. A camera-wise residual field p'(X, )
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and a global instantaneous residual pi,st(t) are defined as

7H(X,t) = M 12

Foxn =200 (12)

Phost(t) = /(P (X, )k (13)
N

Oinst (t) = %Z(p%nst (t))Q (14)
i=1

where (-)x denote spatial averages over the considered ROIL.

2.2.2 Brightness and Contrast corrections (BCCs)

After reaching a pre-converged solution for the kinematic field, BCCs are
performed between the intrinsic texture and the corrected deformed images
to restore the desired gray level conservation. For the i¢-th camera, the
instantaneous BCC Hessian matrix assumes the following expression

Hicol = [(I?{)%T g%j (15)

where the sub-Hessian matrices [HY, ;] are given by

(i) = [ (®X)SLX0) (BX)S)X) aX, (16)

for any « or 3 standing for either brightness b or contrast c. Si(X) and S(X)
denote respectively the sensitivity fields for brightness, b, and contrast, ¢, fields
for the i-th camera. The BC second member reads

(e} = {1ty | a7

with
(1), = [ (@;(0)8,(0) F(X,0) dX. (13)
ROI

The brightness and contrast corrections are estimated by solving the
following linear system

Hioc] {Z%Eg} = {hjoc(t)} (19)

The displacement field is first updated in the “U-BCCs-U” scheme until
the residual reaches a stationary value. Then, the BCCs (between the intrinsic
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texture and corrected deformed images) and kinematic corrections are alter-
natively computed until reaching final convergence, which is estimated with
the following criterion,

(it)
inst
(it)

Pints
The complete instantaneous SC algorithm with BCCs is summarized in
Algorithm 1

<107° (20)

Algorithm 1 Instantaneous SC with BCCs

Compute normalized reference images ]?l and intrinsic pattern f > Eq. (3)
Compute SC Hessian matrix > Eq. (9)
Compute BCC Hessian matrix > Eq. (15)

while ¢t < t; do
while residual stationarity not reached do

Update SC second member > Eq. (10)
Compute displacement corrections > Eq. (8)
Update displacement field > Eq. (11)
Update corrected deformed images > Eq. (4)
if pre-convergence reached then
Update BCC right-hand member > Eq. (17)
Compute brightness and contrast fields for all f’ > Eq. (19)
Update deformed images with BCCs > Eq. (4)
end if
end while
UX,t+ 1)« U(X, 1)
tt+1
end while

3 Brightness-Contrast Corrections for Space-
Time Proper-Generalized-Decomposition

Stereocorrelation (BCCs-PGD-SC)

In this section, space-time stereocorrelation to perform registrations is first
recalled. Then, the space-time PGD approach to stereocorrelation is general-
ized to express any physical field (e.g., U,B, C) within the same formalism.
This generalization is a novel and original contribution of the present paper.

3.1 Space-time formulation

For kinematic registrations,the expected spatiotemporal regularity legitimizes
the use of a much lower number of degrees of freedom in both space and
time domains, using a spatiotemporal finite element formulation, namely, using
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nodal values instead of all the integration points (up to several million points
in space)

N, N
U(X7 t) ~ Z Z(O‘U)ijj (X)\I/m (t) (21)

j=1 m
where ¥,,(t) are temporal shape functions whose number is N, and {ay}
gathers all space-time nodal displacements. Similar expressions are obtained
for the brightness and contrast fields, and the corresponding unknowns are
{ap} and {a.}. They are obtained as a natural extension of instantaneous SC.

({oi?'} {eg?}, {a'}) =

~ (X, 1) — (X, 1)
F(X) = U(1+ci(X7t))

2
i
=1

argmin

{evt{ap} {ach

(22)

ROI X [to,tf]

As for the instantaneous version, the sought space-time displacement field
U(X,t) is progressively updated using an iterative Gauss-Newton scheme.

IMyl{daf} = {my}
UHD(X, 1) = UD(X, 1) + (Sarr) 85 (X) T, (1) (23)

where the space-time Hessian matrix [My] and second member {m} are
expressed as

(Mv) jkemn = (Hu ) jm (K) kn

(m) i = / (e (£)) (1) dt (24)

to

The “temporal” Hessian matrix [K| assumes the following expression

() = / " () (25)

In a previous work [23], it was shown that if the temporal shape func-
tions are orthonormal, then [K] is equal to the identity matrix. Thus, the
space-time problem of SC consists of N; independent linear systems using the
instantaneous Hessian matrix.

3.2 Proper Generalized Decomposition formulation

In most cases, the temporal shape functions are unrestricted. Thus, either prior
knowledge (e.g., loading history or numerical simulation) or intuition is used
for an “educated” guess. In most classical space-time approaches, the temporal
shape functions are prescribed based on prior knowledge of the loading history.
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Alternatively, one may update temporal modes on the fly based on registration
residuals. The latter is often referred to as a “PGD” approach [7, 18, 23].

In the determination of any physical field W (X,t) (be it displacement or
BC) that is cast in a variational form, the same low-rank approximation can be
sought. The temporal modes of W(X,¢) are computed from the corresponding
right-hand member my (X, t) in the present global SC framework

~ ) (X)W (L) (26)

where £(X) and Wi(t) stand for respectively the i-th spatial and tempo-
ral modes, e* denotes the corresponding eigenvalue. Spatial modes are still
decomposed over a mesh

£0X) = 3 5i0;(X) (27)

Several comments are worth being made:

1. In previous work, the temporal modes were constructed by performing a
Proper Orthogonal Decomposition (POD) over the space-time SC resid-
uals [18]. The reasons to perform POD of the right-hand member were
twofold:

— First, constructing the temporal modes using the right-hand member
allows for the reliable extraction of the more significant temporal modes
(especially when the displacement amplitudes at given time frames are
relatively small). In contrast with raw residuals, the right-hand member
contains the sensitivity fields as weights. This weighting is naturally tai-
lored to the use of residuals.

— In addition, the POD truncation is much less costly when handling the
right-hand member than the stereocorrelation residuals.

2. The best low-rank approximation of the right-hand member is used instead
of taking all temporal modes exhaustively. The number of temporal modes
N, is chosen so that the “power” (i.e., L2 norm) of the reconstruction error
is less than a prescribed fraction e

Np 7
E.(N,) = M >1—¢ (28)

In this way, several temporal modes are first computed. As they are orthonor-
mal, they are chosen in the global space-time approach, thereby leading to as
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many NN, independent SC problems (the memory load of each modal space-time
problem is equivalent to an instantaneous run).
For any mode k, the PGD-SC problem to solve becomes

ty Np =N N
()l = [ (3l (0) () o)
t=to =1

A

where [Hy| stands for the spatial Hessian matrix for W;(t) (the index ¢ refers
to the i-th nodal degree of freedom) and (?‘(X) =2 B]’?CI)J»(X) and ¥F(t))
constitute its k-th PGD spatial and temporal modes.

In the same spirit as instantaneous SC, the space-time gray-level residual
is normalized

ty
1
al = ins t 30
Pglobal tf "t + 1 t:§t P t( ) ( )

The PGD-SC scheme is iterated until reaching final convergence

(it)

5pgloba1
)

pglobal

<107° (31)

3.3 “U-BCC-U” pathway

For the PGD scheme, all relevant fields (displacement and BC) may be deter-
mined altogether by properly weighing different sensitivity fields. However,
since displacement and BC fields undergo different temporal histories (e.g.,
local reflection captured by a given camera but not by the other one), having
a unified temporal basis may limit the convergence speed and robustness. It is
preferable to choose the "U-BCC-U’ pathway to determine U and BC sequen-
tially, and the temporal modes Uy (t) for U are directly obtained from the
weighted kinematic right-hand member Ay (¢). In contrast, the temporal modes
for BCCs Wpec(t) are constructed from the camera-wise BCC right-hand
member {thc(t)}.
After pre-convergence of U is reached,

H{éaS“}H <1pm (32)

the BCC and U corrections are alternated until reaching final convergence.
The complete algorithm of PGD-SC with BCCs is summarized in Algorithm 2
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Algorithm 2 PGD-SC with BCC

Compute normalized reference images and intrinsic pattern > Eq. (3)
Compute instantaneous SC Hessian matrix > Eq. (9)
Compute instantaneous BCC Hessian matrix > Eq. (15)
while Residual stationarity not reached do
Update space-time right-hand member for U > Eq. (24)
Update temporal modes from current right-hand member > Eq. (26)
Update space-time displacement field > Eq. (23)
if Pre-convergence of U reached then
Update space-time BCC right-hand member > Eq. (24)

Update temporal modes from BCC right-hand member > Eq. (26)
Compute space-time BCC fields
Update space-time BCC
end if
end while

3.4 Regularization

For the studied test, spatial and temporal regularizations were already imple-
mented and discussed (as recalled in Appendix A). Interested readers will find
more details in Refs. [18, 22].

4 Experimental setup

The response of structures subjected to dynamic loadings is complex and often
calls for sophisticated instrumentation. The motivation is a better characteriza-
tion and, thus, more faithful modeling of their mechanical response to optimize
their design concerning criteria such as maintaining structural integrity or
ensuring people’s safety. Laminated glass (i.e., composite composed of two
or more glass plies interleaved with polymeric interlayers, presently polyvinyl
butyral or PVB) is used as glazing in many applications for its good optical
properties (e.g., color control, thermal insulation, UV reflection [24]) combined
with an ability to resist against impact [25]. The latter is a mandatory crite-
rion for manufacturers. Within the framework of EN 356 standard, large panes
(0.9 x 1.1 m?) of laminated glass should resist three successive impacts of a
4 kg steel ball, dropped from a height of 2 to 9 m [26], without being perfo-
rated. In-situ high-speed measurements of impact tests on laminated glass are
very challenging due to many phenomena that may occur during a hard-body
impact:

e After a very short initial elastodynamic deformation, the glass plies dam-
age [27];

® Fragmentation becomes finer as the projectile propagates through the
glazing [28];
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® Then, the broken composite behaves like a membrane that deforms in a large
strain regime. Delamination and stretching of the PVB layers are initiated,
absorbing a large amount of the impact energy while preventing glass shards
from flying away (i.e., keeping them adherent to polymer layers [29-31]).

To monitor this type of test, a device concept has been first introduced [32],
then built [28] to perform impacts on laminated glass in a repetitive and con-
trolled way. The setup, which is known as “cannon”, reproduces a drop-ball
test using the same impactor material and geometry on 300x300 mm? sam-
ples. A projectile is launched thanks to a compressed air device. It hits an
indentor (initially at rest, a few centimeters away from the laminated glass
plate) that strikes the center of the plate positioned in a circular window. The
indentor made of steel is hemispherical with a radius of 50 mm. The device
(Figure 1) has been further instrumented to measure the indentor position at
high rates and its time-resolved kinetic energy during impact combined with
two high-speed cameras (‘1’ and ‘2’) to determine the 3D surface deformation
of laminated glass deformation with an acquisition frequency of 30 kHz, via
SC analyses [2]. Fast imaging required two powerful 400 W spotlights (‘3’)
because of very short integration times (e.g., ~30 ps in the present case). The
stereovision system was calibrated using a dihedron (‘4’) with a known pattern
accurately drawn on its surface to perform quantitative kinematic analyses.

Fig. 1 Stereovision setup [18]. 1: Left-side camera. 2: Right-side camera. 3: 400 W

dedolight® spots. 4: Observed sample or calibration target (presently, an “open-book”)
accurately positioned at the center of a 140 mm in radius window.

A speckle pattern (i.e., black dots on a white background made of elastomer
paints) was sprayed onto the observed rear side of the glazing (Figure 2). This
choice was made to mitigate different very challenging aspects of the test for
SC purposes, namely, glass fracture, large strain regimes, and brightness and
contrast changes [2, 18, 22]. A portion of the surface was left transparent to
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Table 1 DIC hardware parameters of the stereovision system [18]

Cameras Photron® SA-5

Definition 640 x 376 pixels

Color filter none

Gray Levels rendering | 8 bits

Lens Nikon AF Nikkor 24mm {/2.8D
Aperture f/11

Field of view 500 mm x 300 mm = 0.15 m?
Image scale 40 mm / 56 px~ 0.7 mm/px (in the center)
Stereo-angle right camera: 33°, left camera: 37°
Stand-off distance between 70 and 80 cm

Image acquisition rate | 30,000 fps

Patterning technique B/W paints

Pattern feature size 3-10 pixels

track the crack formation and fragmentation, which are essential properties to
evaluate the sample resistance against impact. The hardware parameters are
listed in Table 1.

In Figure 2, the FE mesh used for SC measurements was projected onto
both camera images. Its external radius was adjusted to avoid shadowing
resulting from protruding edges, as seen by the camera. A very good con-
sistency is observed, which validated the stereovision set-up calibration. In
addition, leaving the center of the plate unpainted had two advantages:

® First, the contact of the impactor on the glass surface was accurately mea-
sured, allowing the duration between the elastic-dynamic deformation and
the initiation of the first cracks in the glass plies to be captured.

® Second, the adjustment of the FE mesh, which shares the same boundary
as the speckled region, was made more accurate.

e ¢ :
100 200 300 400 500 600 100 200 300 400 500 600
x (pix.) x (pix.)

Fig. 2 Initial view from (a) left-side and (b) right-side cameras. The SC FE mesh (plotted
in light green) is projected onto the speckled surface.

All the SC analysis parameters are gathered in Table 2. They are identical
to those used in Ref. [18]).
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Table 2 SC analysis parameters (identical to those reported in Ref. [18]).

DIC software Correli 3.0 [33]

Image filtering None

Element sizes 1.5-1.7 mm (= 25 — 26 px, see Figure 2)
Shape functions Linear (T3 elements)

Evaluation points (per element) | 528 (i.e., Nip ~ 23)

Matching criterion Sum of squared differences (Equation (6))
Interpolant Linear

Displacement noise-floor 0(Uz),0(U,),o(U,)] =[8.2,8.5,4.7) pm

5 Results and discussions

In the following, qualitative observations of laminated glass under impact are
made. The details of PGD implementations are then discussed. Last, the per-
formance of PGD-SC and FE-based SC algorithms with and without BCCs
are compared.

5.1 Qualitative observations

For the sake of simplicity, in the present work, the index t refers to the frame
number in the image sequence, and the real-time ¢/F is easily obtained with
the corresponding acquisition frequency F' = 30 kHz. The interested reader
is referred to previous publications [2, 18] for more details. The main points
are briefly recalled hereafter. The initial impactor velocity was 7.53 m/s. By
plotting stereo-image sequences at different instants of time (Figures 3 and 4),
several qualitative observations are made:

1. Before t = 50, the projectile impactor has not yet reached the glass surface.
The reference images are thus chosen as the stereo pair acquired when
t = 50;

2. At t = 70 (i.e., 0.67 ms after impact), radial cracks in glass have rapidly
initiated and are first observed on the unspeckled region;

3. At t =90 (1.33 ms after impact), orthoradial cracks have initiated and are
seen along with the densification of radial cracks.

4. When t € [130,150], specular lighting reflections occurred due to the
glass surface large motion (and rotation). Specular reflections led to local
brightness saturation (particularly for the first camera (Figure 3);

5. Between t = 110 and ¢ = 150, a massive densification of orthoradial cracks
took place;

6. Despite very large out-of-plane motions, the adhesion of glass with the lam-
inated PVB layers successfully limited the detachment of small fragments.
Some small pieces ejected from the sample center are observed at about
t = 250 (i.e., 6.6 ms after impact). The first fragment detachment occurred
when t = 247. This phenomenon violates gray-level conservation, and the
kinematics can no longer be faithfully captured;



Springer Nature 2021 BTEX template

16 PGD-Stereocorrelation with BCCs

7. After t = 250, the axisymmetry of the kinematic field is no longer valid due
to the progressive localization of PVB tearing. The SC analysis was thus
carried out when ¢ € [50, 250] for these two reasons.
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t=50 t=70 t=90

Fig. 3 Image sequence acquired by the first camera from ¢t = 50 to 250, with a step size of
20
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t=50 t=70 t=90

Fig. 4 Image sequence acquired by the second camera from ¢ = 50 to 250, with a step size
of 20
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5.2 Temporal shape functions in PGD-SC
5.2.1 Temporal shape functions from the right-hand member.

The performance of the proposed PGD-SC algorithm using space-time residu-
als or space-time right-hand members to extract the temporal shape functions
is first compared in Figure 5. When using space-time right-hand members,
thanks to the drastically reduced dimensionality (i.e., the space-time residual
is a matrix with size 497280 x 250, while that of the right-hand member is only
1917 x 250), the POD extraction is much faster using space-time right-hand
members.

e
9

CPU Time (s)
o o < o g
[V} w - o (=2}

o
—
T

0
Residual Right-hand member

Fig. 5 Average CPU time for extracting POD modes from space-time residual and space-
time right-hand member.

To evaluate the convergence and robustness of two PGD-SC variants,
the dimensionless global residual is plotted against the iteration number in
Figure 6. Due to the natural weighting of the sensitivity fields, the temporal
shape functions constructed from the right-hand member are more accurate
than those built from the residuals. As a result, the convergence and robustness
of the new PGD-SC variant are slightly improved.
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©
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Fig. 6 Performance comparison of PGD-SC using two different methods to update temporal
shape functions.

5.2.2 Separated construction of temporal shape functions for
U and BC.

At pre-convergence of U in PGD-SC, (i.e., the registration error is less than
5%), the relevant temporal modes of U and BC for each camera are plotted in
Figure 7. Focusing on the temporal modes of BC fields for the first camera in
particular (Figure 7(b)), its 2-nd and 3-rd temporal modes highlight the pres-
ence of local specular reflections (t = 135 and ¢ = 176) and perturbations by
glass fragments (¢t = 247). Let us stress that these spikes are not present in the
temporal modes of the displacement, nor in the BC fields of the second camera
(Figure 7)(a,c)). This result is consistent with the experimental observations
reported in subsection 5.1. In this regard, the staggered approach, separating
temporal mode reconstructions for U and BCCs in the proposed PGD-SC ver-
sion, proves its efficiency in decoupling the kinematics from the effect of these
local reflections.
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Fig. 7 Temporal modes constructed for (top) the kinematics, the BC field for cameras 1
(middle) and 2 (bottom)

5.3 Convergence

Figure 8 shows the convergence of PGD SC with BCCs. The global residual
history is plotted in Figure 8(a). At iteration 25, the pre-convergence of U
was reached, and BCCs and U corrections were alternated for each space-
time iteration. The introduction of BCCs significantly decreased the global

gray-level residual.
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Fig. 8 Convergence of PGD-SC with BCCs. (a) Global residual vs. iteration number.
(b) Converged instantaneous residual as a function of frame number. (c) Instantaneous
residual history as a function of PGD iteration number. The global residual converged after
37 iterations. Before the 5-th iteration, the greedy approach was used (with one temporal
mode), and afterward, more temporal modes were used to compute the space-time correc-
tions. After 22 iterations, the pre-convergence of U was reached. BCCs and U are then
alternated until final convergence (ca. 2.1%).
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At convergence, Figure 8(b) shows the final global instantaneous residual as
a function of frame number. The level varies from 0.5% to 4.5%. The spikes at
t = 135 and ¢t = 176 correspond to local specular reflections, while, at t = 247,
it results from glass fragments flying into the region of interest for camera 1.
The instantaneous residuals came back to 4.1% immediately after this event.

The instantaneous residual norm for each frame vs. iteration number is
plotted in Figure 8(c) with a step size of 5. The local residuals from the first
deformed image to the last are shown in shaded colors from light cyan to pur-
ple. The introduction of more temporal modes after the 5th iteration and the
activation of BCCs after the 23rd iteration significantly improved the conver-
gence of PGD-SC. It is worth noting that even though this test case is very
challenging, the final global residual is very low (i.e., just above 2%).

5.4 Temporal regularization of BC fields

To further study the influence of temporal regularization in BC fields, the
same analysis is carried out with different regularization times for the temporal
modes of BC fields, namely, 75¢c = [1,2,4,8,16,32,64] while the temporal
regularization for U is set to 7y = 10. The global and local residuals are
plotted in Figure 9. In the present case, if a very large regularization time
is selected (i.e., T8¢ > 32), the BCCs in the PGD-SC framework are unable
to take into account local singular events (i.e., specular reflections and local
reflection from cracks that take place at t = 135 and 176, glass fragment flying
into the region of interest ¢ = 247). With a decreasing regularization time, such
local events are better captured, leading to a gradual decrease in instantaneous
residuals. However, if the applied temporal regularization becomes too small
(i.e., TBc = 2), the temporal Hessian matrix becomes ill-conditioned, and the
local residual displays some oscillations (especially around ¢ = 247). Hence, the
best compromise is to adopt a moderate temporal regularization (e.g., with
TBC — )
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Fig. 9 Converged local residual using different temporal regularization for BCCs. Different
curves are shown from the lowest (dark blue) to highest (light magenta) regularization times
TBC = [2,4,8,16,32,64].

5.5 Performance comparison

To fairly compare the performance between standard SC and PGD-SC
enhanced with BCCs, the same FE mesh and convergence criterion are used:

e Gray level residuals. At projectile impact (¢ = 50), both approaches
estimate the same instantaneous residual (p = 0.25%). Their robustness is
cross-validated. PGD-SC with BCCs has an overall lower residual than stan-
dard SC despite temporal regularization over U and BC fields. At the spikes
where glass fragments (¢ = 247) took place, the instantaneous residual of
PGD-SC is slightly higher than standard SC due to the enforced smoothness
for temporal changes due to temporal regularization.
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45 : : .

—— Standard SC with BCCs
4r — — PGD-SC with BCCs
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Image Number

Fig. 10 Instantaneous residual history for standard SC with BCCs (red) and PGD-SC with
BCCs (blue).

¢ Displacement fields. The nodal-wise radial and out-of-plane displace-
ment components as functions of r are displayed with a step size of 10 in
Figure 11. Thanks to the temporal regularization applied in PGD-SC (i.e.,
v = 10, 73¢ = 4), the high-frequencies component in U (especially for axial
displacement components) for PGD-SC have been successfully filtered out.
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Fig. 11 Displacement field measured via PGD-SC and standard SC with BCC with a step
size of 10 frames. Radial (a) and out-of-plane (b) displacements.

The camera-wise gray-level residual fields at frames 150, 180, and 240 are
plotted in Figure 12 and Figure 13. At the late stages of impact, due to the large
displacement amplitude, the gray-level conservation is not fulfilled between the
reference image and displacement-corrected deformed images. Without BCCs,
it is less straightforward to visualize the presence of cracks in the gray-level
residuals. Conversely, by performing BCCs, the radial crack pattern is easily
seen. Clearer observation of crack initiation is an additional benefit of the
present technique, especially for numerical modeling purposes.
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Fig. 12 Crack pattern observed on camera-wise gray-level residual fields for the first
camera at frames 150, 180, 240. (left) With no BC correction, and (right) with BCCs
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Fig. 13 Crack pattern observed on camera-wise gray-level residual fields for the second
camera at frames 150, 180, 240. (left) With no BC correction, and (right) with BCCs
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As an additional validation, the camera-wise gray-level residuals are
back-projected onto each deformed image for frame 240. Through a direct com-
parison (Figure 14), one may correlate the observed crack patterns from the
raw images with the gray-level residuals, qualitatively validating the robustness
of the kinematic registrations.

Fig. 14 Qualitative validation. (left) Deformed configurations for frame 240. (right) Gray-
level residual re-projected onto each deformed image

For the performance comparison between standard SC and PGD SC, both
enhanced with BCCs in Figure 15, PGD-SC converged slightly (13%) faster
than standard SC despite an increased (5%) iteration number. The additional
cost of computing the BC fields did not significantly slow down PGD-SC
computations.
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Fig. 15 Comparison in computational cost between standard SC and PGD-SC with BCCs.
(a) Total CPU Time. (b) Average Iteration Number.

6 Conclusions

In the context of stereocorrelation (SC), the global formulation of SC enables
easy access to PGD-SC. This approach exploits the intrinsic “simplicity” in
time of the entire problem. Instead of using an exhaustive description, a
few “modes” are sufficient to represent displacement and BC fields without
betraying the tolerated accuracy.

A staggered “U-BCC-U” approach was used in the proposed PGD-SC
framework since different spatiotemporal regularization strategies were needed
to penalize displacement and BC fields. The staggered approach proved its
versatility and flexibility in the present test case, where the displacement and
BC fields did not vary similarly in space and time. The additional cost of com-
puting BC fields did not significantly slow down the PGD-SC computations.
Still, it resulted in a globally better kinematic description when compared to
standard SC with BCCs.

During image registration, a few glass fragments detached from the tested
sample and obscured a small zone for some frames after ¢ = 250 as captured
by the first camera (and remained out of the region of interest for the second
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camera). This perturbation was a violation of gray-level conservation. The
following registered images were disqualified from the SC analysis because
of glass fragments and loss of gray-level conservation. In Ref. [34], a modal
decomposition was carried out over an incomplete data set. Hence, performing
PGD-SC with partial measurements (i.e., when a few frames from one camera
are missing) is an appealing perspective to the current PGD-SC framework.
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A Spatial regularization for different physical
quantities

A.1 Spatial regularization for kinematic fields

For the presented test case, the projectile hits the center of the clamped glass
plate so that the kinematic field is considered axisymmetric (at least at the
beginning of impact). Using the axisymmetry assumption, one can use much
fewer spatial degrees of freedom to describe the kinematics of the tested sam-
ple since the displacement of each physical point (in polar coordinates) only
depends on its initial radial distance to the impact center, r, instead of its full
2D coordinates of the surface in the global frame

UX,t) =U.(r,t)e, + U.(r,t)e, (33)

However, the initial FE mesh does not conform to the axisymmetric formula-
tion. A 1D radial discretization (mesh) is introduced in which the radial U, and
out-of-plane U, displacements are expressed as functions of the radius r. This
operation involves a rectangular transformation matrix [T] that relates each
nodal displacement component to the axisymmetric discretization. Then, the
axisymmetric reduction is obtained with a simple modification of the spatial
Hessian matrix and right-hand member,

[H(U,aa:is)] = [T]T [HU] [T}
{h(azis) (1)} = [T] {hu (8)} (34)

A.2 Spatial regularization for BCCs

As mentioned earlier, introducing BCCs leads to a significant increase in spa-
tial degrees of freedom (from 3 to 5 per node), an increase in conditioning,
and, consequently, uncertainties. One way to circumvent this issue is to intro-
duce regularization and constrain the solution to live in a reduced subspace
(e.g., Tikhonov regularization [35]). However, in contrast with displacement,
one cannot use axisymmetry to estimate BCCs because the orientation of the
surface with respect to lighting sources changes during the test. Alternatively,
adding a penalty on high spatial frequencies of BCCs is a way to limit the
effective number of degrees of freedom.

Let us introduce [D] the discrete gradient operator integrated over all
elements of the mesh so that the penalty term is proportional to

(¢3)* = {b'} T [DY] " [DL}{b'} (35)
(¢e)? = {c'} DY) [DL{c'} (36)

where one recognizes [D]T [Di] as the discrete Laplace operator.
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The total cost function to minimize for BCCs of the i-th camera thus
becomes

(ot = 1° (@}, {ac}) +wi(ep)*({ap}) +we(we)’({ac}) — (37)
where w} and w! are two weights attached to BCCs as discussed below.

Boundary regularization

The above formulation does not constrain the BC fields on boundaries (i.e.,
a harmonic field may match any value on its boundary). An easy (and cheap)
way to go around this issue is to assign the value of the average of their first
neighbors to boundary nodes.

Regularization weights

The question of the weights given to regularization terms is always a difficult
issue. Let us, however, point out that a characteristic length scale is hidden
in the weights wy, and w.. A dimensional analysis shows that each weight is
proportional to the square of a length scale. Thus, if each cost function 72, goﬁ
and 2 in @2, is normalized by its value computed for a trial field with a
well-defined scale, then one can easily attach any scale to the regularization
that then acts as a low-pass filter. Here, the chosen reference field is

vrer(X) = exp (in - X /) (38)

where £ is the characteristic length, and n an arbitrary unit vector. One can
easily change the weight of Laplacian regularization w by setting a proper

cut-off length ¢
14 ? 772 (Vret)
w=|=| —/—=% 39
(€ ) ©? (Vret) (39)

To summarize, the Laplacian regularization dampens out high-frequency
fluctuations of the corresponding field below a chosen length scale.

A.3 Temporal regularization

Previous work included a “soft” temporal regularization inside PGD-SC during
the construction of temporal modes [18]. It consists in adding a low-pass filter
to dampen out high-frequency temporal fluctuations. It is proposed to add a
quadratic cost function to the L2-norm of the right-hand member myy

Clmw) = [ ! (M(X”) ai (10)

Similarly, as for spatial regularization of BCCs, the weight of this additional
cost function allows one to tune the cross-over time scale, 7, of this low-pass
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filter. Using the discrete-time derivative in matrix form [D;], regularized tem-
poral modes are obtained from a generalized POD-like problem with a metric
expressed as

{mw} " ([I] + 72[D;] " [Dy]) {mw'} (41)

Thus, after changing {my } into {my} = ([I] +72[D]" [D]) 1z {mw}, the
solution is still given by a mere POD of {my } (additional details are given in
Ref. [23]). This soft regularization allows the time scale 7 to be adjusted at will

with no side cost. Note that setting 7 = 0 enables the temporal regularization
to be fully disabled.
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