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ABSTRACT
The design of automated landscape-aware techniques requires
low-cost features that characterize the structure of the target opti-
mization problem. This paper approximates network-based land-
scape models of multi-objective optimization problems, which were
constructed by full search space enumeration in previous studies.
Specifically, we propose a sampling method using dominance-based
local search for constructing an approximation of the Pareto lo-
cal optimal solution network (PLOS-net) and its variant, the com-
pressed PLOS-net. Both models are valuable to visualize and com-
pute features on the distribution of Pareto local optima. We conduct
experiments with multi-objective nk-landscapes and compare the
features of full-enumerated PLOS-nets with that of approximate
PLOS-nets. We analyze the correlation between landscape features
and the performance of well-established multi-objective evolution-
ary and local search algorithms. Our results show that approximated
networks can predict algorithm performance and provide recom-
mendation for algorithm selection with the same level of accuracy,
even though they are much more computationally affordable com-
pared to full-enumerated networks. We finally illustrate how the
approximate PLOS-net scale to large-size instances.

CCS CONCEPTS
• Theory of computation → Optimization with randomized
search; Discrete optimization; • Applied computing → Multi-
criterion optimization and decision-making.
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1 INTRODUCTION
Over the past thirty years, many evolutionary multi-objective op-
timization (EMO) algorithms and related search heuristics have
been proposed [5, 6]. However, it remains unclear which algorithm
to choose given a particular multi-objective optimization problem
instance. In response to this, much attention has been devoted to
automated algorithm selection and configuration based on problem
features [10, 12]. In such approaches, a set of features character-
izing the problem is provided as input to a pre-trained statistical
or machine learning model in order to predict algorithm perfor-
mance. In black-box scenarios, however, problem-specific features
might not be available. This is where landscape analysis takes
on its full meaning by providing general-purpose features from
a high-level perspective [13, 22, 23, 28]. It is therefore essential
to design features that are both meaningful and computationally
inexpensive in landscape-aware technologies. Landscape analysis
for multi-objective optimization has made recent progress, includ-
ing studies of algorithm selection using multi-objective landscape
features [2, 18, 21, 32].

The global structure of landscapes is known to strongly impact
the performance of optimization methods [14, 22]. Local optima
networks (LONs) [25] have been extensively used to study the
global structure of single-objective landscapes in terms of the dis-
tribution and connectivity pattern of local optima [24, 26, 30]. The
PLOS-net [19] and its variant the C-PLOS-net [20] extend LONs
to multi-objective optimization, and were shown to provide valu-
able features for algorithm selection. However, these models were
constructed from a full enumeration of the search space for small
instances. In order to scale up these models to problems with real-
istic size, sampling mechanisms are required to approximate the
underlying landscapes. In this paper, we construct approximate
PLOS-net and C-PLOS-net models from a carefully-designed sam-
pling method. Our contributions can be summarized as follows:

(1) We propose a new sampling method based on Pareto local
search (PLS) [27], a local search heuristic based on domi-
nance, and compare it with two traditional sampling meth-
ods from landscape analysis: random and adaptive walks;

(2) We compare approximate PLOS-nets against complete PLOS-
nets to clarify the impact of sampling on these models;

(3) We analyze correlations between network features and the
performance of established multi-objective algorithms.

(4) We begin to test the power of the new sampling method to
construct PLOS-net models for large instances.

https://orcid.org/0000-0001-7649-5669
https://orcid.org/0000-0003-3283-3122
https://orcid.org/0000
https://orcid.org/0009-0004-4515-2240
https://doi.org/10.1145/3638529.3653999
https://doi.org/10.1145/3638529.3653999


GECCO ’24, July 14–18, 2024, Melbourne, VIC, Australia Shoichiro Tanaka, Gabriela Ochoa, Arnaud Liefooghe, Keiki Takadama, and Hiroyuki Sato.

𝑓1

𝑓2

𝐟(𝐱2)

𝐟(𝐱1)

Variable space 𝑋 = {0, 1} Objective space 𝑍 ⊆4

Pareto optimal solutions

Pareto local optimal solutions

PLOS-net: G=(N, E) C-PLOS-net: G=(N', E')

𝑟𝑎𝑛𝑘1
𝑟𝑎𝑛𝑘2

cplos1plos1
={plos }1

cplos2

cplos3

ℝ2

Figure 1: PLOS-net and C-PLOS-net construction on a small example instance. From left to right: four-dimensional variable
space 𝑋 = {0, 1}4, two-dimensional objective space 𝑍 ⊆ IR2, PLOS-net, and C-PLOS-net.

We conduct experiments on 𝜌mnk-landscapes, a family of pseudo-
Boolean optimization problems with tunable properties.

The paper is organized as follows. Section 2 provides the nec-
essary background. Section 3 describes the sampling techniques.
Section 4 gives the experimental design and features. Section 5
shows the impact of sampling on (C-)PLOS-nets. Section 6 con-
cludes the paper and discusses further research.

2 BACKGROUND
2.1 Multi-objective Optimization
We are interested in solving a multi-objective optimization prob-
lem with 𝑛 variables and𝑚 objectives to be maximized, such that
f : 𝑋 → 𝑍 . Each solution x = (𝑥1, . . . 𝑥𝑛) in the variable space 𝑋 is
assigned a vector z = (𝑧1, . . . 𝑧𝑚) in the objective space 𝑍 ⊆ IR𝑚 ,
and 𝑧𝑖 = 𝑓𝑖 (x) for all 𝑖 ∈ (1, . . . ,𝑚). Given two solutions x, x′ ∈ 𝑋
and their objective vectors z = f (x), z′ = f (x′) ∈ 𝑍 , x dominates
x′ iff 𝑧𝑖 ⩾ 𝑧′

𝑖
for all 𝑖 ∈ {1, . . . ,𝑚}, and there exists a 𝑗 ∈ {1, . . . ,𝑚}

such that 𝑧 𝑗 > 𝑧′
𝑗
. A solution x ∈ 𝑋 ′ ⊆ 𝑋 is non-dominated in

𝑋 ′ if there is no solution x′ ∈ 𝑋 ′ such that x′ dominates x. Let
𝑁𝐷𝑆 (𝑋 ′) be the set of non-dominated solutions in 𝑋 ′; the set of
Pareto optimal solutions (POS) is 𝑁𝐷𝑆 (𝑋 ).

There exist differentways of ranking solutions to amulti-objective
optimization problem. One of them is based on non-dominated
sorting [8] used, e.g., in NSGA2 [7]. Given a set 𝑋 ′ ⊆ 𝑋 , solu-
tions are sorted into distinct layers of mutually non-dominated
solutions. These non-dominated solutions 𝑁𝐷𝑆 (𝑋 ′) are 𝑟𝑎𝑛𝑘1 so-
lutions: 𝑟𝑎𝑛𝑘1 (𝑋 ′). Non-dominated solutions from 𝑋 ′ excluding
𝑟𝑎𝑛𝑘1 (𝑋 ′) are 𝑟𝑎𝑛𝑘2 solutions, and so on.

2.2 𝜌mnk-Landscapes
A 𝜌mnk-landscape [31] is multi-objective pseudo-Boolean function
where the number of objectives, variables, co-variables and the
correlation between the objectives can be tuned by means of bench-
mark parameters. It is an extension of mnk-landscapes, where each
objective is an independent nk-landscape [1, 15]. A 𝜌mnk-landscape
can be formulated as follows:

f𝜌𝑚𝑛𝑘 (x) = (𝑓𝑛𝑘,1 (x), . . . , 𝑓𝑛𝑘,𝑚 (x)) (1)

such that:

𝑓𝑛𝑘,𝑗 (x) =
1
𝑛

𝑛∑︁
𝑖=1

𝑔𝑖, 𝑗 (mask𝑖 (x)) (2)

where𝑚𝑎𝑠𝑘𝑖 : {0, 1}𝑛 → {0, 1}𝑘+1 maps the solution to the variable
𝑥𝑖 and its 𝑘 < 𝑛 co-variables other than 𝑥 𝑗 . Component-function
𝑔𝑖, 𝑗 : {0, 1}𝑘+1 → [0, 1] assigns a real-valued contribution associ-
ated with 𝑥𝑖 to the 𝑗-th objective value. Following [11], those 𝑘
co-variables are set uniformly at random among the 𝑛 − 1 variables
other than 𝑥𝑖 . As 𝑘 increases, the nk-landscape gradually changes
from a smooth uni-modal landscape to a rugged multi-modal land-
scape. In 𝜌mnk-landscapes, the contribution of each variable is
generated following a multivariate uniform distribution with a pa-
rameter 𝜌 > −1

𝑚−1 defining the correlation among objectives [31].
We use the same correlation coefficient 𝜌 among all pairs of objec-
tives and the same variable interactions for all the objectives. The
source code of the 𝜌mnk-landscapes generator is available at the
following URL: https://gitlab.com/aliefooghe/mocobench.

2.3 Multi-objective Landscapes and Networks
2.3.1 Multi-objective Landscapes. The fitness landscape of a multi-
objective optimization problem is defined as a triplet (𝑋,N , f) such
that 𝑋 is the variable space, N : 𝑋 ↦→ 2𝑋 is a neighborhood struc-
ture, 𝑓 : 𝑋 → 𝑍 is an objective function vector. An example vari-
able space 𝑋 = {0, 1}4 is shown in Figure 1 (far-left). We consider
the neighborhood structure N based on Hamming distance: two
solutions x, x′ ∈ 𝑋 are neighbors if dist(x, x′) = 1. Finally, the
objectives f are as described in Section 2.2.

A solution x ∈ 𝑋 is a Pareto local optimal solution (PLOS) if there
is no neighbor 𝑥 ′ ∈ N (𝑥) which dominates x [27]. POS are colored
and PLOS are framed in black in Figure 1. By definition, any Pareto
optimal solution is a PLOS.

2.3.2 PLOS-nets. In [19], the Pareto local optimal solutions net-
work (PLOS-net) is defined as an unweighted undirected graph
𝐺 = (𝑁, 𝐸) where nodes 𝑁 are the PLOS. Additionally, there is
an edge 𝑒 (plos, plos′) ∈ 𝐸 from plos to plos′ iff plos and plos′

are mutual neighbors. A PLOS-net example is shown in Figure 1
(middle-right).

https://gitlab.com/aliefooghe/mocobench
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2.3.3 C-PLOS-nets. A compressed version of the PLOS-net model,
referred to as C-PLOS-net, was recently proposed in [20]. It aims
to address several shortcomings, including the vast number of
nodes and edges. A C-PLOS-net is a weighted and directed graph
𝐺 ′ = (𝑁 ′, 𝐸′) where nodes 𝑁 ′ are compressed PLOS (C-PLOS).
C-PLOS correspond to connected components of each PLOS-net’s
sub-graph, composed of nodes with the same rank. There is an
edge 𝑒 (𝑐𝑝𝑙𝑜𝑠, 𝑐𝑝𝑙𝑜𝑠′) ∈ 𝐸′ if a neighbor of at least one solution in
𝑐𝑝𝑙𝑜𝑠 is included in 𝑐𝑝𝑙𝑜𝑠′. The weight of a compressed edge is the
normalized count of uncompressed edges it encompasses; see [20]
for details. A C-PLOS-net example is shown in Figure 1 (far-right).

3 APPROXIMATE (C-)PLOS-NETS
Although (C-)PLOS-nets provide insightful information, it should
be noted that they have been constructed by full-enumeration of
the search space so far. To the best of our knowledge, no study has
constructed a (C-)PLOS-net from sampled solutions, nor investi-
gated the effect of sampling on its characteristics. Most landscape
analysis metrics are computed from a sample of solutions [22, 23].
Two sampling techniques are generally used: random walks and
adaptive walks [11, 33]. In addition, we propose a new sampling
method using dominance-based local search, which is more suitable
for constructing local optima networks.

3.1 Random and Adaptive Walks
In landscape analysis, sampling is often performed by means of a
walk over the landscape. A walk is an ordered sequence of solu-
tions 𝑋sample = (x1, . . . xℓ ) such that x1 ∈ 𝑋 is selected at random
and x𝑡 ∈ N (x𝑡−1) for all 𝑡 ∈ {2, . . . , ℓ}. During a random walk [33],
there is no particular criterion to pick the neighboring solution
at each step: a random neighbor is selected, even though the best
neighbor is known. By contrast, an adaptive walk [11] selects an
improving neighbor at each step — similar to hill climbing. In multi-
objective optimization, improving neighbors are those that domi-
nate the current search point. We follow the Pareto adaptive walk
from [31]: the current solution is replaced by a random dominating
neighbor. If no such neighbor exists, the adaptive walk terminates.

In general, walks do not necessarily evaluate all neighbors from
the current solution. However, we recall that the sampling in this
paper aims at identifying PLOS. We thus evaluate the objectives
of all neighbors. This change enables us to flag PLOS from non-
PLOS in 𝑋sample. All solutions evaluated during the walk and their
objective values are stored in an archive 𝐴. This archive does not
only contain non-dominated solutions, since all visited solutions
are included. This archive 𝐴 is necessary to approximate the rank
of solutions without the full-enumeration of the search space.

A random walk usually terminates after a pre-defined length ℓ ,
while an adaptive walk terminates when it converges to a PLOS. In
this paper, we simply use the archive size |𝐴| as the termination cri-
terion in order to fairly compare the different sampling techniques.
In both walks, once a solution is chosen as a search point, it is not
chosen again. This is to prevent evaluating its neighbors again in
future iterations. If a walk converges before reaching the upper
limit on the archive, it simply restarts from a randomly-selected
solution x ∈ 𝑋 , taking over sample 𝑋sample and archive 𝐴. As such,
a user-defined parameter sets the upper bound on the archive size

Algorithm 1: Approximate PLOS-net construction with
PLS-sampling.
Procedure construct_PLOS-net(f, 𝐹𝐸𝑚𝑎𝑥 ):

Initialize nodes and edges: 𝑃𝐿𝑂𝑆sample, 𝐸 ← ∅
Initialize archive and search points𝐴,𝑋sample ← ∅
while |𝐴 | < 𝐹𝐸𝑚𝑎𝑥 do

x is randomly selected from 𝑋

𝐴,𝑋sample ← PLS(x, 𝐴,𝑋sample, f, 𝐹𝐸𝑚𝑎𝑥 )

𝑃𝐿𝑂𝑆sample ← {x ∈ 𝑋sample | �x′ ∈ N(x) s.t. x′ dominates x}
𝐸 ← connect_neighbors(𝑃𝐿𝑂𝑆sample, 𝐸)
return𝐺𝑃𝐿𝑂𝑆 = (𝑃𝐿𝑂𝑆sample, 𝐸 )

Procedure PLS(x, 𝐴,𝑋sample, f, 𝐹𝐸𝑚𝑎𝑥 ):
Initialize candidate of search points 𝑋𝑐 ← {x}
𝑋𝑐−𝑠 ← 𝑋𝑐 \𝑋sample
while 𝑋𝑐−𝑠 ≠ ∅ ∧ |𝐴 | < 𝐹𝐸𝑚𝑎𝑥 do

x is selected randomly from 𝑋𝑐−𝑠
𝑋sample ← 𝑋sample ∪ {x}
foreach neighbor x′ ∈ N(x) do

𝐴← 𝐴 ∪ { (x′, f (x′ ) ) }
𝑋𝑐 ← 𝑁𝐷𝑆 (𝑋𝑐 ∪ N(x) )
𝑋𝑐−𝑠 ← 𝑋𝑐 \𝑋sample

return𝐴,𝑋sample

Procedure connect_neighbors(𝑃𝐿𝑂𝑆sample, 𝐸):
foreach plos ∈ 𝑃𝐿𝑂𝑆sample do

foreach plos′ ∈ 𝑃𝐿𝑂𝑆sample do
if plos ∈ N(plos′ ) then

𝐸 ← 𝐸 ∪ (plos, plos′ )

return 𝐸

𝐹𝐸𝑚𝑎𝑥 , that is the number of evaluated solutions among which the
sampled PLOS belong.

3.2 PLS Sampling
We further propose a sampling technique based on Pareto local
search (PLS) [27]. The pseudo-code for constructing the approxi-
mate PLOS-net using PLS-sampling is given in Algorithm 1. The
middle part of the pseudo-code is where solutions are sampled by
PLS (procedure PLS). PLS is a dominance-based multi-objective
local search that maintains an unbounded set of candidate search
points 𝑋𝑐 . At each iteration, the current solution is selected ran-
domly from the candidate set 𝑋𝑐 , and its neighbors are evaluated.
Dominated solutions are discarded from 𝑋𝑐 and non-dominated
solutions 𝑁𝐷𝑆 (𝑋𝑐 ∪ N(x)) are updated candidates. The search
point x is flagged as visited and is added to 𝑋sample. When all so-
lutions from 𝑋𝑐 are flagged as visited, PLS has converged and the
process restarts from another random solution. The whole process
continues until the archive size reaches the upper bound 𝐹𝐸𝑚𝑎𝑥 .
The archive 𝐴 and visited search points 𝑋sample are kept, but they
no longer take part in the PLS selection to prevent premature con-
vergence.

In the construct_PLOS-net procedure, PLOS are extracted from
the search points 𝑋sample obtained by PLS after sampling. To check
whether a solution x ∈ 𝑋sample is a PLOS, the objective values of x
and of its neighbors N(x) are required. However, by construction,
they are all stored in the archive 𝐴 for visited search points. There-
fore, no additional evaluation is required to extract 𝑃𝐿𝑂𝑆sample
from 𝑋sample. At last, in the connect_neighbors procedure, when
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Table 1: Parameters for the considered 𝜌mnk-landscapes.

parameter considered values

number of variables 𝑛 = 16
number of co-variables 𝑘 ∈ {0, 1, 2, 3, 4}
number of objectives 𝑚 ∈ {2, 3}
objectives correlation 𝜌 ∈ {0.0,∓0.2,∓0.4,∓0.7} s.t. 𝜌 > −1

𝑚−1

any two solutions plos, plos′ ∈ 𝑃𝐿𝑂𝑆sample are neighbors, an undi-
rected edge (plos, plos′) is added to the approximate PLOS-net.

4 EXPERIMENTAL SETUP
We provide below the experimental setup of our analysis, including
the benchmark problems and the considered algorithms with their
parameters. This section also describes the considered landscape
features extracted from (C-)PLOS-nets.

4.1 Benchmark Problems
Regarding problem instances, we randomly generate 10 indepen-
dent 𝜌mnk-landscapes (Section 2.2) for each combination of parame-
ters listed in Table 1, for a total of 650 instances. This setting allows
us to compare the full-enumerated (C-)PLOS-net and approximate
(C-)PLOS-nets for problems with two and three objectives, uncor-
related, independent and correlated objectives, as well as different
numbers of co-variables.

4.2 Multi-objective Algorithms
We experiment with the following well-established multi-objective
approaches, often used for 𝜌mnk-landscapes [18, 20].

4.2.1 PLS. Pareto local search (PLS) [27] is the algorithm on which
the PLS sampling is based, although there are a few differences
between search and sampling. For search, we do not consider the
archive size |𝐴| for the number of evaluations, but the product of
the number of search points and of the neighborhood size 𝑛. This is
a reasonable setting, given that PLS does not normally keep track
of all evaluated solutions.

4.2.2 G-SEMO. The global simple evolutionary multi-objective
optimizer (G-SEMO) is a an elitist steady-state multi-objective evo-
lutionary algorithm [16]. Similar to PLS, it holds unbounded candi-
date search points set 𝑋𝑐 and selects one solution x ∈ 𝑋𝑐 randomly
at each iteration. It then produces a single offspring x′ by means of
the standard stochastic bit-flip mutation. Each binary variable of x
is independently flipped with a rate of 1/𝑛. The candidate set 𝑋𝑐 is
then updated with non-dominated solutions from 𝑁𝐷𝑆 (𝑋𝑐 ∪ {x′}).

4.2.3 NSGA2. The non-dominated sorting genetic algorithm 2
(NSGA2) is a multi-objective evolutionary algorithm using domi-
nance for selection [7]. At each generation 𝑡 , the current population
𝑋𝑐 is merged with its offspring 𝑋 ′𝑐 , and the merged population is
split in non-dominated fronts {𝑟𝑎𝑛𝑘1 (𝑋𝑐∪𝑋 ′𝑐 ), 𝑟𝑎𝑛𝑘2 (𝑋𝑐∪𝑋 ′𝑐 ), . . . }
based on non-dominated sorting. Offspring are generated following
a standard setting with uniform crossover followed by stochastic
bit-flip mutation. In NSGA2, selection is based on rank-values, and
crowding distance is used as a tie breaker. The process of survival
selection involves populating𝑋𝑐 with solutions that have the lowest

rankings, while parent selection for reproduction involves binary
tournaments between random solutions.

4.2.4 Parameter Setting. We conduct 30 independent runs of each
algorithm per instance. For PLS, we consider the (natural) conver-
gence of the algorithm as a termination criterion: We count the
total number of evaluations performed by PLS before it gets stuck
into a Pareto local optimum set [27]. For G-SEMO and NSGA2, the
termination criterion is set to 10 000 evaluations. NSGA2 uses a pop-
ulation of size 100. This means that G-SEMO terminates after 10 000
generations and NSGA2 after 100 generations. For all algorithms,
we return all non-dominated solutions found at each trial. Algo-
rithm performance is measured as the proportion of Pareto optimal
solutions identified (reso) and as the relative hypervolume [34]. The
relative hypervolume is simply ℎ𝑣/ℎ𝑣★, such that ℎ𝑣★ is the best
hypervolume calculated by full-enumeration. A higher relative hy-
pervolume value is better, and hv = 1 (or reso = 1) actually means
that all Pareto optimal solutions were found. Objective values are
normalized in the range [0, 1]. The hypervolume reference point is
set to the origin.

4.3 Network Construction
This section describes the features used to predict algorithm per-
formance as well as the sampling parameters.

4.3.1 Network Metrics. Based on graph theory and complex net-
works, the PLOS-net and C-PLOS-net models are analyzed using
informative structural metrics and statistics. We analyze a num-
ber of network metrics — the features — considered in previous
studies [20]. They are presented in Table 2, where we first list
metrics relevant to both models, followed by metrics relevant to
the compressed model only. The metrics associated to nodes are
their proportion, their ratio to Pareto optimal solutions and dom-
inance ranks, their degree, and whether they are isolated nodes
(i.e. without incident edges). For consistency, we use the same fea-
ture names than previous studies [20]. However, we emphasize
that a sampling is used for approximate (C-)PLOS-nets. For exam-
ple, node_pareto_n is the size of the Pareto set 𝑟𝑎𝑛𝑘1 (𝑋 ) in the
full-enumerated network. However, in the approximate network,
node_pareto_n corresponds to the size of 𝑟𝑎𝑛𝑘1 (𝑋sample) since
there is no guarantee to sample (exact) Pareto optimal solutions.

Metrics related to edges are their density, the likelihood of nodes
to connect with other nodes that share similar degrees (assortativ-
ity), as well as statistics reflecting the graph connectivity (starting
with cc_) and pathways between nodes (starting with path_).

Finally, metrics that only apply to the compressed model include
the mean node width (i.e. the number of compressed solutions in a
node) and the mean rate of compression. Regarding the edges, we
compute the strength (i.e. weighted degree) of all nodes and Pareto
nodes (𝑟𝑎𝑛𝑘1 nodes), the average edge weights, as well as path
distance metrics among nodes, and to Pareto nodes. These metrics
were calculated using the NetworkX package from Python [9].

4.3.2 Network Construction. We construct networks with four al-
gorithms: full-enumeration, random walk, adaptive walk, and the
proposed PLS sampling. In full-enumeration, all PLOS are obtained.
The ranks are determined by the objective values of all solutions.
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Table 2: Considered networkmetrics. We use the same names
and descriptions as [20] for consistency.

metric description

un
co

m
pr

es
se
d
an

d
co

m
pr

es
se
d
ne

tw
or
ks

node_n proportion of nodes
node_pareto_n proportion of Pareto nodes (nodes with rank 1)
node_adj_pareto_n proportion of nodes adjacent to a Pareto node
node_rank_worst maximum (worst) node rank
degree_avg average degree of nodes
rank_degree_cor node rank-vs-degree correlation
isolated_n proportion of isolated nodes
pareto_isolated_n proportion of Pareto nodes that are isolated
isolated_rank_avg average rank of isolated nodes
edge_density density of edges
assort_degree assortativity by degree
cc_n proportion of connected components (cc)
cc_max size of largest cc
cc_avg average size of cc
cc_max_pareto size of largest cc that contains a Pareto node
cc_pareto_max (average) size of cc with most Pareto nodes
cc_pareto_avg average number of Pareto nodes per cc
cc_rank_avg_avg mean of average rank per cc
cc_rank_best_avg mean of best rank per cc
path_length_avg average path length
path_length_max longest path length (diameter)
path_pareto_exist number of nodes connected to a Pareto node
path_pareto_avg avg. nb. of Pareto nodes a node is connected to
path_length_pareto_avg avg. (existing) path length to a Pareto node

co
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node_width_avg average node width
node_cmpr compression rate over nodes
strength_avg average node strength
strength_pareto sum of strengths of Pareto nodes
rank_strength_cor node rank-vs-strength correlation
edge_weight_avg average edge weight
edge_cmpr compression rate over edges
dist_avg average distance
dist_max longest distance
dist_pareto_avg avg. dist. to Pareto nodes (existing paths)

In contrast to full-enumeration, the three sampling algorithms out-
put an archive of all visited solutions, together with the solution
set 𝑋sample for which the objective values of all neighbors have
also been evaluated. We can get 𝑃𝐿𝑂𝑆sample out of 𝑋sample with-
out additional evaluation. The cost of sampling is the upper limit
of the archive size, which is the termination criterion used for
sampling. We set this upper limit to 5% of the variable space, that
is 𝐹𝐸𝑚𝑎𝑥 = 3 276 evaluated solutions for problems with 𝑛 = 16.
The rank values required to construct a C-PLOS-net are computed
according to the objective values recorded in the archive.

5 EXPERIMENTAL ANALYSIS
In this section, we visualize examples of PLOS-nets under different
sampling techniques. We investigate the correlation between algo-
rithm performance and network metrics of both full-enumerated
and approximate (C-)PLOS-nets. We also challenge their ability
to predict algorithm performance and to provide reliable recom-
mendations for algorithm selection. We conclude the section by
experimenting the ability of the PLS sampling method to construct
the PLOS-net for large landscapes.

5.1 PLOS-net Visualization
Let us begin by examining the results of sampling on the construc-
tion of PLOS-nets. The ratios of PLOS obtained by each sampling
technique (random walk, adaptive walk and PLS sampling) are
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Figure 2: Ratio of 𝑃𝐿𝑂𝑆sampled by each sampling technique
for 𝜌mnk-landscapes with𝑚 = 2 and 𝑘 ∈ {0, 2}.

shown in Figure 2 for a subset of instances. We observe that the
proportion of PLOS found with random walk is almost constant
and not much affected by the benchmark parameters. By contrast,
the larger 𝜌 and the lower 𝑘 , the larger the proportion of PLOS
identified by the adaptive walk and the PLS sampling. Anyhow,
they both consistently find much more PLOS than random walk.
Since the number of PLOS obtained by random walk is almost zero,
it is unlikely to construct a meaningful network with such sampling.
Therefore, the results for random walk are omitted hereafter.

We continue by visually inspecting the difference of PLOS-net
structures constructed by adaptive walk and PLS sampling. In Fig-
ure 3, all sub-plots correspond to a selected instance with 𝑛 = 16,
𝜌 = −0.4 and 𝑘 = 2. The top-left plot shows in different colors the
PLOS found by each approach in the objective space. The three
other plots are the constructed PLOS-nets visualized under the rank
layout from [20]. In order to highlight the difference between sam-
pling techniques, the networks are visualized with a fixed layout
computed for the full-enumerated model. The 𝑦-axis is the rank
of each node with respect to the whole variable space, while the
𝑥-axis is determined by a force-directed layout. The PLOS from PLS
sampling shows a bias towards nodes with better ranks — close
to one. PLS being a multi-objective search algorithm, it naturally
emphasizes solutions with a better rank. With adaptive walks, the
rank of identified PLOS is more balanced. Furthermore, we remark
that networks built from adaptive walks have extremely few con-
nections between nodes. A possible explanation is that an adaptive
walk converges to a single PLOS and then restarts from another ran-
dom solution. As such, adaptive walks are not inherently designed
to search for neighboring PLOS.

5.2 Impact of Metrics on Performance
Let us now assess the effect of PLOS-net and C-PLOS-net metrics
on algorithm performance. Figure 4 shows the Spearman rank cor-
relation between each feature and the hypervolume (hv) obtained
by the three algorithms. There is one color per sampling technique.

Apart from a few exceptions, the full-enumerated and PLS sam-
pling network features follow the same trend overall. Features asso-
ciated with connected components (cc_) were found to be important
predictors for algorithm performance in [20]. For the number (cc_n)
and the size (cc_max, cc_avg) of connected components, the PLS
sampling actually strengthens the correlation. Conversely, for fea-
tures related to the ranks of components (cc_rank_) and to the short-
est path length (path_length_), the PLS sampling slightly weakens
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Figure 3: PLOS-nets for a 𝜌mnk-landscape with 𝜌 = −0.4,𝑚 = 2, 𝑛 = 16, 𝑘 = 2: Sampled PLOS in the objective space (top left),
PLOS-net by full-enumeration (top-right), PLOS-net by PLS-sampling (bottom left), PLOS-net by adaptive walk sampling
(bottom right). The color of nodes shows a gradient with higher intensity for lower (i.e. better) ranks.

the correlation. When looking at the adaptive walk sampling, the
features have a different correlation trend compared against the
features of the other two networks. They are rarely correlated with
algorithm performance, especially for the PLS algorithm.

5.3 Predicting Performance
Let us continue by analyzing the impact of sampling on the feature-
based prediction of algorithm performance. We build a regression
model to predict the performance of the different algorithms us-
ing the network metrics as predictors. We not only include the
relative hypervolume (hv) of PLS, G-SEMO and NSGA2, but also
their Pareto resolution (reso) as well as the number of evaluations
performed by PLS. We use random forests [3, 17], a well-established
ensemble learning method for regression, with default parameters.
We assess the prediction accuracy of the regression models using
30 replicates of 10-fold cross-validation. The results are reported in
Figure 5. We first observe that the prediction accuracy with net-
work features constructed by PLS sampling is almost the same as
that with fully enumerated network features. These results suggest
that appropriate sampling is sufficient to predict algorithm perfor-
mance with (C-)PLOS-nets. In [20], it was reported that the metrics
from the compressed model lead to a better prediction accuracy

than metrics from the uncompressed model, with the exception of
PLS (eval) and G-SEMO (hv). The same trends are confirmed by
our results on full-enumerated network metrics. By contrast, we
observe no improvement in prediction accuracy due to compression
in networks constructed with PLS sampling. We attribute this to
the use of approximate ranks when sampling. This is consistent
with the observation that PLS sampling does not obtain quite the
same pattern for rank-related features. The C-PLOS-net model com-
presses the sub-graphs with respect to rank values and is therefore
sensitive to ranking. However, despite these slight differences, we
emphasize that the prediction accuracy remains satisfactory. Inter-
estingly, using PLS for sampling does not appear to negatively bias
the performance prediction of algorithms other than PLS.

Compared against the features from the full-enumerated and
PLS-sampled networks, the ones from the network constructed by
means of adaptive walks significantly deteriorate the prediction
accuracy. Indeed, with adaptive walks, we end up with extremely
sparse networks with few connections between nodes. This drop
in performance suggests that the number of PLOS, but also their
distribution and connection are crucially important for explaining
algorithm performance. Considering the results obtained so far,
we choose to discard adaptive walk sampling and to focus on PLS
sampling in order to construct approximate (C-)PLOS-nets below.
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Figure 4: Correlation between network metrics and algorithm performance (hypervolume) for the different algorithms.
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Figure 5: Prediction accuracy of regression models trained by algorithm performance using network metrics from the PLOS-net
and the C-PLOS-net constructed by full-enumeration, PLS-sampling and adaptive walk sampling. Markers represent 30
replicates of 10-fold cross-validation.

5.4 Algorithm Selection
We train a CART decision tree [4, 29] for recommending the al-
gorithm that obtained the best average hypervolume for a given
instance using PLOS-net and C-PLOS-net metrics as predictors.
This approach tackles a classification task where the classes repre-
sent the three considered algorithms. Out of the 650 instances from
our analysis, we selected 144 instances where there was a substan-
tial difference in performance between algorithms; i.e. a difference
larger than 0.01 in relative hypervolume between the best and

second-best algorithms. The obtained decision tree is shown in Fig-
ure 6 for metrics from both the compressed and uncompressed
networks constructed by PLS sampling. The values beneath each
node of the tree represents the number of instances where PLS (left),
G-SEMO (center) and NSGA2 (right) performs best, respectively.

The 10-fold cross-validated classification accuracy is 90.5% for
networks constructed by PLS sampling. This accuracy is slightly
higher than for full-enumerated networks (87.5%). We can therefore
firstly conclude that the features from approximate (C-)PLOS-nets
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Figure 6: Hypervolume-based algorithm selection using met-
rics from both the approximate PLOS-net and C-PLOS-net
constructed by PLS sampling.

prove to be useful indicators for problem instances where an ap-
propriate algorithm must be selected. We further observe that the
first branch of the decision tree, corresponding to the proportion
of PLOS adjacent to a rank 1 solution (pareto_adj_node_n), dis-
tinguishes NSGA2 and G-SEMO from PLS. The distribution of
pareto_adj_node_n is clearly bimodal. A high value indicates that,
in PLS sampling, solutions labeled as rank 1 were actually visited
from many solutions. This feature reflects the dense connectivity
between good-quality solutions, which appears to be beneficial
for the PLS algorithm whose search process relies on a more local
exploration than G-SEMO and NSGA2.

5.5 Approximate PLOS-nets for Large
Landscapes

A key goal behind approximating PLOS-nets is to be able to scale
up the model to larger landscapes. We here construct models for
𝑛 = 100 variables and several values of the other benchmark pa-
rameters. Due to space constraints, a full analysis of these larger
instances is not feasible in this article. However, we show in Fig-
ure 7 some example landscapes for 𝑛 = 100, 𝜌 ∈ {−0.4, 0.4} and
𝑘 ∈ {0, 2}, using the C-PLOS-net model with the rank layout. The
plots show that the models can differentiate the structure given
by the landscape parameters 𝑘 and 𝜌 . Moreover, they show some
similar trends as those observed for small landscapes. Specifically,
the number of nodes and the number of separated components
increases when we move from no ruggedness to larger ruggedness,
𝑘 = 0 (top row) to 𝑘 = 2 (bottom row). For 𝑘 = 0 and 𝜌 = 0.4,
a single structure resembling a funnel is observed. This is consis-
tent with the expectation of a smooth landscape. Interestingly, for
both values of 𝑘 , the number of nodes decreases with increasing 𝜌 :
correlated objectives tend to reduce the number of PLOS.
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Figure 7: C-PLOS-net graphics for 𝜌mnk-landscapes with
𝑛 = 100, 𝜌 ∈ {−0.4, 0.4},𝑚 = 2, and 𝑘 ∈ {0, 2}. The size of nodes
and the darkness of edges are proportional to their sampling
frequency. Node colors show a gradient with higher intensity
for lower (i.e. better) ranks.

6 CONCLUSION
In this paper, we approximated the PLOS-net (and its compressed
variant), a network-based fitness landscapemodel formulti-objective
optimization, from sampled solutions. Besides common sampling
methods in landscape analysis, random and adaptive walks, we
proposed a new sampling technique using Pareto local search (PLS
sampling) and examined their effectiveness.

We also investigated the effectiveness of features derived from
approximate models in predicting algorithm performance and al-
gorithm selection. Some features were found to correlate more
strongly with algorithm performance under the PLS sampling. Inter-
estingly, this approximate model, despite being smaller, maintains
the same level of prediction accuracy as the original full-enumerated
model. We confronted the approximate network metrics for algo-
rithm selection. Decision trees with approximate network features
were able to recommend the appropriate algorithm with about
90% accuracy in instances where performance substantially differs
between algorithms.

To assess the sampling-based approximate model, we compared
it to the full-enumerated model on small problem instances. We
also started to explore how our approach scales with the search
space size by visualizing the PLOS-net of larger problems. Future
works will consider benchmarks of realistic problem sizes, along-
side examining additional algorithms under different budgets, espe-
cially according to the number of objectives. We also emphasize the
importance of investigating how the sample size impacts the mean-
ingfulness of features, as well as its effect on algorithm prediction
and recommendation models.
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