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Abstract: We introduce an end-to-end differentiable simulation framework for designing
Coded-Aperture Snapshot Spectral Imagers (CASSI) and exploring acquisition strategies.
By leveraging automatic differentiation, we dimension the optical system and optimize
the coded aperture, enhancing imaging quality and facilitating effective co-design of the
instrument. © 2024 The Author(s)

1. Introduction

While computational imaging is making significant strides, it still encounters challenges stemming from the se-
quential design paradigm and accessibility of open-source tools. Unlike conventional imaging systems, computa-
tional imaging systems present a high level of intricacy between optical hardware and processing software, thus
highlighting the drawbacks of independently developing these components. Despite existing literature proposing
end-to-end solutions for CASSI systems [1], these often rely on simplistic sensing matrix models. The advent of
differentiable programming bridges the gap between physics-based modeling and deep learning, facilitating ef-
fective gradient flow and global optimization without compromising optical fidelity. However, new differentiable
tools like dO [2] fall short in efficiently evaluating high-resolution hyperspectral coded images as they rely on the
time-consuming ray-surface intersection method.

We introduce a novel fully differentiable simulation framework (see figure 1-A) that leverages a chief-ray tracing
optical model [3] for the design of CASSI systems with a new compromise between speed and accuracy. While
our primary focus is here scene classification or reconstruction from coded images, our framework allows for an
end-to-end optimization of CASSI systems for a wide variety of imaging tasks. To illustrate the capability of this
framework, we detail the co-design of a double-Amici-prism dual-disperser CASSI.

2. Optical design with gradient-descent

Our framework [4] employs a chief-ray tracing optical model for the evaluation of the sensing matrix HΦ, comple-
mented by nearest neighbor interpolation for the generation of coded images on the detector plane. The model’s
analytical nature ensures rapid chief-ray propagation while incorporating geometric distortions from the dispersive
element into the sensing matrix evaluation. The entire process has been implemented in PyTorch to take full ad-
vantage of the library’s batch processing and automatic differentiation capabilities, ensuring efficient simulations.

Gradient-descent optimization targets both the defining properties of the spectral disperser1 and its precise align-
ment within the optical setup. This optimization is governed by a cost function Loptic that accounts for spectral
dispersion, system compactness, constraints direct-view, and minimizes geometric distortions. Our methodology
achieves a spectral dispersion in the coded aperture plane of 2175µm for the [450− 650] nm range (thus around
1% deviation from the desired dispersion of 2200µm) with the prism design described in figure 1-B and a 75-mm
focal length lens. As shown in figure 1-B and contrarily to widely used simplified model [1], residual geometric
distortions in the coded aperture plane are properly accounted for in the sensing matrix evaluation.

3. Joint-optimization of the coded-aperture and algorithm

In this study, we detail for a dual-disperser CASSI the co-design process of both the coded-aperture pattern Φ and
the parameters θ of the cutting-edge transformer-based reconstruction algorithm DAUHST [5].

Initially, we decouple the optimization to establish a baseline, validating effective hyperspectral scene recon-
struction from coded measurements using randomly generated binary patterns. This is accomplished by training
the reconstruction algorithm Mθ on the CAVE 1024 dataset [6]. Subsequently, we engage in a simultaneous opti-
mization process involving both the coded aperture and the algorithm parameters. This is framed as an optimization

1In the present case, both the glass materials and the apex angles of a double-Amici prism.
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Fig. 1: A: end-to-end framework for coded-aperture spectral imaging systems including design constraints at each
step of the simulation through multiple loss functions; B: Double-Amici prism geometric distortions for a 2200µm
spectral dispersion: C: Reconstruction results for the CAVE 1024 dataset.

problem aimed at minimizing the reconstruction error across a set of K scenes Sk, defined as follows :

{Φ
∗,θ ∗} ∈ argmin

Φ,θ
Lproc(Φ,θ |S,d) with Lproc(Φ,θ |S) = 1

K

K

∑
k=1

RMSE(Mθ (HΦSk),Sk) (1)

We present optimization results for both binary and non-binary coded aperture designs as they are two current
use-cases in coded-aperture spectral imaging [1]. We utilize a step-through estimator to achieve aperture binariza-
tion, facilitating uninterrupted gradient flow during optimization. Comparative analysis, as outlined in the table
of figure 1-C, demonstrates superior performance metrics for optimized aperture designs Φ, underscoring our
framework’s efficacy as a comprehensive tool for end-to-end design in spectral imaging.

4. Conclusion

In this work, we harness the power of automatic differentiation to construct a holistic framework for the end-to-
end design of coded-aperture spectral imaging systems, ensuring the retention of high optical fidelity throughout
the process. Our approach enables the dimensioning of the imaging system’s dispersive element, adhering to both
optical and system constraints, and facilitates the concurrent optimization of the coded aperture patterns and the
parameters of a state-of-the-art reconstruction algorithm.

Future work includes gathering an appropriate dataset for performing a global optimization, including dispersive
element parameters, on task-specific metrics. Additionally, we are in the process of refining our optical model’s
precision by incorporating a shift-variant point-spread function [7]. This improvement is being achieved through
the adoption of an implicit neural representation, striking a balance between inference speed and image quality.
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