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Abstract Global mean sea level has been rising at a rate of 3.25± 0.4 mm yr− 1 over 1993–2018. Yet several
regions are increasing at a much faster rate, such as the Beaufort Gyre in the Arctic Ocean at a rate of
9.3 ± 7.0 mm yr− 1 over 2003–2014. At interannual to decadal time scales, the Beaufort Gyre sea level is
controlled by salinity changes due to sea ice melt and wind‐driven lateral Ekman convergence–divergence of
freshwater. This study uses recent Greenland discharge and river runoff estimates to isolate and quantify the sea
level response to freshwater fluxes variability over the period 1980–2018. It relies on sensitivity experiments
based on a global ocean model including sea‐ice and icebergs. These sensitivity experiments only differ by the
freshwater fluxes temporal variability of Greenland and global rivers which are either seasonal climatologies or
fully time varying, revealing the individual and combined impact of these freshwater sources fluctuations. Fully
varying Greenland discharge and river runoff produce an opposite impact on sea level trends over 2005–2018 in
the Beaufort Gyre region, the former driving an increase, while the latter, a decrease. Their combined impact
leads to a fairly weak sea level trend. The sea level response is primarily driven by salinity variations in the
upper 300 m, which are mainly caused by salinity advection involving complex compensations between passive,
active, and nonlinear advection. This study shows that including the temporal variability of freshwater fluxes in
forced global ocean models results in a better representation of regional sea level change.

Plain Language Summary Sea level is rising globally but not at the same rate everywhere. In the
Arctic Ocean, the Beaufort Gyre sea level has been increasing at a fast rate of 9.3 ± 7.0 mm yr− 1 over 2003–
2014. At long time scales, the Beaufort Gyre sea level change is controlled by salinity, which depends mainly on
continental freshwater runoff—particularly high in this region—and sea ice melt. This study uses recent
estimates of Greenland discharge and river runoff in a global ocean model. The aim is to isolate and quantify the
sea level response of the Beaufort Gyre to freshwater fluxes variability. We compare numerical simulations
where Greenland discharge and river runoff are fully varying or set to a repeated seasonal cycle to reveal the
individual and combined impacts of the variability of these freshwater sources on regional sea level. Both
Greenland discharge and global river runoff impact remotely the Beaufort Gyre sea level. They induce salinity
variations in the upper 300 m of the gyre through salinity advection. This study highlights the importance of the
variability of continental freshwater fluxes in models in order to better represent regional sea level variability.

1. Introduction
Global mean sea level (GMSL) is an integrative indicator of climate change. GMSL has been routinely measured
by satellite altimetry since 1992. GMSL rise is due to global ocean warming, ocean mass increase frommelting of
continental glaciers and ice sheets, and changes in land water storage (Chen et al., 2017; Llovel et al., 2023).
Altimetry data has revealed a linear trend of 3.25 ± 0.4 mm yr− 1 over 1993–2018 and 3.69 ± 0.5 mm yr− 1 over
2006–2018 (Fox‐Kemper et al., 2021) suggesting an acceleration over the entire altimetric period (Nerem
et al., 2018). This acceleration is attributed to an increased ice‐sheet mass loss (Fox‐Kemper et al., 2021).
Moreover, satellite altimetry has revealed large regional variability in sea level trends with regions experiencing
trends three times as large as the global mean trend. Among other drivers, these regional sea level changes can be
driven by density changes known as steric sea level changes (Stammer et al., 2013). Thermosteric and halosteric
sea level correspond to the parts of the steric sea level associated with temperature and salinity changes,
respectively. Evaluating and understanding regional sea level rise is crucial for society as it would be helpful for
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adaptation and/or mitigation efforts for enhanced flooding, salt water intrusion, erosion, and storm surges
(Moftakhari et al., 2015; Neumann et al., 2015; Proshutinsky et al., 2004).

Satellite altimetry data has revealed a positive sea level trend over the Arctic Ocean (66°N to 82°N) of
2.2 ± 1.2 mm yr− 1 since the 1990s (Armitage et al., 2016; Cheng et al., 2015; Fu et al., 2021; Rose et al., 2019).
The greatest rate of sea level rise (15 mm yr− 1) is found in the Beaufort Gyre Region (BGR) in the Canada Basin
(Figure S1 in Supporting Information S1 highlights the main Arctic features). This rise has a halosteric origin due
to freshwater content increase (Carret et al., 2017; Fukumori et al., 2021; Raj et al., 2020). The anticyclonic
Beaufort Gyre is the Arctic Ocean largest freshwater reservoir. The Beaufort Gyre is the main feature of the Arctic
sea level and is characterized by a doming of the mean dynamic height. Its circulation and sea level fluctuation are
related to two main atmospheric circulation regimes over the Arctic Ocean. When the Beaufort High atmospheric
pressure—an anticyclonic circulation over the Canadian sector—dominates, the Beaufort Gyre accumulates
freshwater by Ekman convergence in the surface ocean layer. Whereas an Icelandic Low pressure system—a
cyclonic regime–results in the release of freshwater from the Beaufort Gyre by Ekman divergence (M. Tim-
mermans & Marshall, 2020). The Arctic Ocean has been under an anticyclonic atmospheric circulation regime
since 1997 leading to BGR freshwater content increase causing halosteric changes in sea level (Andersen &
Piccioni, 2016; Armitage et al., 2016; Carret et al., 2017; Giles et al., 2012; Jin et al., 2023; Ludwigsen et al., 2022;
Proshutinsky et al., 2009, 2015; Regan et al., 2019; Rose et al., 2019). The continuously increasing freshwater
input from Greenland into the north Atlantic subpolar region has been hypothesized as a major explanation for the
cessation of the decadal variability of the Gyre circulation since the late 1990s (Proshutinsky et al., 2015).

Models and reanalysis studies have been widely used to estimate the freshwater budget of the Arctic Ocean and to
understand the origin of the freshwater accumulating in the BGR. On interannual timescales, it can originate from
sea ice melt, the Eurasian runoff, the Mackenzie River runoff, and the Bering strait transport (Fukumori
et al., 2021; Kelly et al., 2019; Morison et al., 2012; Proshutinsky et al., 2019). Jahn et al. (2012) compared the
freshwater budget in 10 forced ocean‐sea ice simulations, and found that most of their differences were related to
the interannual variability of the liquid freshwater export, especially through Fram Strait, and to the liquid
freshwater storage in the Arctic due to differences in the salinity field. Therefore, they pointed out the need to
improve the simulations by better representing the variability of the salinity field in the Arctic. Thus, to reduce the
uncertainties, it is necessary to identify the mechanisms and quantify the individual contributors to salinity
variability. Here, we focus our attention on the impact of the temporal variability of river runoff and Greenland
discharge.

Temporal variations in river runoff potentially affect the salinity field in the Arctic, yet forced models commonly
use seasonal runoff climatology as forcing. Greenland's freshwater fluxes, if included, are rarely realistically
represented in their space‐time variability. The sensitivity of the Arctic salinity field in models to the variability of
freshwater input from rivers and Greenland is largely unknown. The increasing melting of Greenland since the
mid‐1990s has been a new phenomenon in the climate system. Recent improvements in the estimation of
Greenland mass loss, both solid and liquid (Mouginot et al., 2019), and river runoff (from Land Surface Model
outputs) (Decharme et al., 2019) allow us to isolate and quantify the sea level response to these freshwater fluxes
variability. To do so, we use ocean sensitivity simulations implemented in a 1/4° global ocean general circulation
model, which includes sea‐ice and icebergs, integrated over the 1980–2018 period. The goal of the present study
is to assess the impact of Greenland's melting and global river runoff spatiotemporal variability on regional sea
level trends in the Beaufort Gyre over the 2005–2018 period and to understand the related mechanisms.

The paper is organized as follows. In Section 2, we describe the model, the data sets used for model evaluation,
and the methods. We evaluate the simulations in Section 3.1. In Section 3.2, we characterize the effects of
freshwater fluxes variability on sea level and its components. In Section 3.3, we analyze salinity budgets to assess
the physical processes involved. We finally discuss our results in Section 4 and conclude in Section 5.

2. Data Sets and Methods
2.1. Model Simulations

The Nucleus for European Modeling of the Ocean (NEMO) model version 4.0 (Madec et al., 2019) is used in a
global configuration at 0.25° horizontal resolution (around 10 km in the Arctic). This configuration includes sea‐
ice and icebergs. There are 75 vertical levels of decreasing resolution from 1 m at the surface to 200 m at the
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bottom, including 24 levels within the upper 100 m. The vertical coordinate uses a partial step formulation to
accommodate the bottom topography (Barnier et al., 2006). The model uses a non‐linear free surface, meaning
that the thickness of each vertical level varies at each time step. At the surface, the model is forced by the JRA‐55
atmospheric reanalysis at a 3‐hr resolution (Kobayashi et al., 2015) using the National Center for Atmospheric
Research (NCAR) bulk formulae (Large & Yeager, 2004). NEMO is fully coupled with the sea ice model SI3
(Vancoppenolle et al., 2023). SI3 represents sea ice as levitating over the ocean, hence sea ice does not apply any
mass loading effect at the surface. It is exchanging heat, salt, mass, and momentum with the ocean.

A first simulation was produced from 1 January 1958 to 31 December 2019 starting from rest, using as initial
conditions the world ocean atlas (WOA18) temperature and salinity (Garcia et al., 2019). This first simulation
uses climatological (i.e., a repeated seasonal cycle) runoff and discharge everywhere. To avoid any spurious
salinity drift due to the fact that the model is not coupled with the atmosphere, the sea surface salinity (SSS) in this
first simulation is relaxed toward the WOA18 monthly climatology (Garcia et al., 2019) with a time scale of
60 days applied to a surface layer of 10 m. The model SSS is spatially smoothed before computing the model/
climatology mismatch to restore only the large‐scale features. From 150 km heading toward the coastline, the SSS
restoring is progressively reduced to zero at the coast using a smooth transition (hyperbolic tangent) to allow the
modeled coastal current systems to carry freshwater of continental origin. In this first simulation, the SSS
relaxation term was stored monthly, and converted into a freshwater air‐sea flux correction term for our actual
sensitivity experiments where no SSS relaxation was applied. This strategy ensures that SSS freely evolves in the
sensitivity experiments with no risk of unrealistic trends in salinity or sea level. The three sensitivity experiments
were initialized from a restart file of the first simulation on 1 January 1980 and ran until 31 December 2018. They
are forced at the surface by the fully varying JRA‐55 forcing with the freshwater air‐sea flux correction described
above.

In NEMO, the continental freshwater fluxes are of four kinds: surface runoff, subglacial runoff, iceberg melting,
and ice shelf melting. First, river runoff is spread over the top 10 m of the ocean. Second, Greenland ice sheet
freshwater fluxes come from multiple sources. The surface runoff from land terminating glaciers is routed to the
closest NEMO coastal wet cell and treated as river runoff. The subglacial runoff from marine terminating glaciers
is routed to the NEMO coastal wet cell near the mouth of the fjord and then spread between the surface and the
fjord's sill depth (the maximum is 720 m, Figure S2 in Supporting Information S1). This method is a good
approximation of what has been observed in the Jakobshavn Fjord (Gladish et al., 2015). Calving from the tide
water glacier is translated to the model fjord mouth. Because of the melting of icebergs in the fjords, 50% of the
iceberg mass is converted to liquid discharge at the first model sea‐point (Enderlin et al., 2016), and treated
together with subglacial runoff. The remaining 50% are kept to feed as calving source the explicit iceberg rep-
resentation (using the Lagrangian iceberg model of Marsh et al. (2015)). Thirdly, Antarctica's freshwater fluxes
are represented as iceberg and ice shelf melting. More details about the implementation of Antarctica's and
Greenland's freshwater fluxes are given in the Figure S2 of Supporting Information S1.

The fully varying and seasonal climatological freshwater fluxes used to force our sensitivity simulations were
derived from three data sets. The fully varying daily river runoff and daily climatology over 1979–2018 come
from the ISBA‐CTRIP land surface model‐reanalysis (Decharme et al., 2019). This data set was validated in the
Arctic Ocean against stations in the polar basins: Mackenzie, Ob, and Lena from 1979 to 2010 (Decharme
et al., 2019, their Figure 14 and Table 4). Mouginot et al. (2019) provided the fully varying Greenland mass loss
monthly data (both solid and liquid). The monthly climatology of Greenland's discharge was estimated over
1950–1972, corresponding to the period prior to Greenland's current intense melting trend (Mouginot
et al., 2019). For Antarctica, the annual calving and basal melt rates estimates for each ice shelf were derived from
Rignot et al. (2013), and they do not vary between simulations. Taking into account the full temporal variability of
river runoff and Greenland discharge–including trends–represents a real change from the commonly applied
repeated seasonal cycle.

The sensitivity simulations aim at assessing the impact of the fully varying freshwater fluxes from Greenland and
rivers on regional sea level change. The reference simulation (exp1) corresponds to all continental fluxes set as
fully varying (except Antarctica). The second experiment (exp2) corresponds to all rivers set as fully varying and
Greenland's discharge set as seasonal. The third experiment (CLIM) corresponds to all continental fluxes set as
seasonal. The difference exp1 − exp2 is interpreted as the impact of Greenland fully varying discharge (referred
to as GREENLAND hereafter). Similarly, the difference exp2 − CLIM is interpreted as the impact of fully
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varying river runoff (referred to as RIVERS hereafter). The difference exp1 − CLIM is interpreted as the
combined impact of fully varying Greenland discharge and river runoff (referred to as Gr + Riv hereafter).
Following the definitions of the experiments, we have Gr + Riv = GREENLAND + RIVERS.

2.2. Data Sets Used for Model Evaluation

To evaluate exp1, we compare the sea level anomalies (SLA) of exp1 with the SLA of five altimetry‐derived data
sets in the BGR. These products are different since specific processing and corrections are applied to the ice‐
covered Arctic region and the time coverage of each of them is different, as they rely on different combina-
tions of satellites. We use the version 3.1 of the Climate Change Initiative (CCI) Technical University of Denmark
(DTU) monthly Arctic SLA based on ERS‐1/‐2, Envisat, and CryoSat‐2 satellites, spanning September 1991 to
September 2018 (Rose et al., 2019). The monthly Arctic dynamic topography data set (Armitage et al., 2016,
2017) spans over the 2003–2014 period and is based on Envisat and CryoSat‐2. The Center for Polar Observation
and Modeling (CPOM) data set (www.cpom.ucl.ac.uk/dynamic_topography) and the data set of Doglioni
et al. (2021) are both based solely on CryoSat‐2 and span the 2011–2020 period. Finally, we use the Delayed‐
Time Level‐4 sea surface height experimental product of Prandi et al. (2021) which combines three missions
(SARAL/AltiKa, CryoSat‐2, and Sentinel‐3A) and has been providing one gridded field every 3 days since 2011.

We also consider the ECCO Version 4 Release 4 (ECCO V4r4) output (ECCO Consortium et al., 2021b). ECCO
V4r4 is an ocean‐sea ice state estimate using the Massachusetts Institute of Technology general circulation model
(MITgcm) (Marshall et al., 1997) coupled with a prognostic dynamic and thermodynamic sea ice model (Losch
et al., 2010). The model is constrained by almost every available data over the ocean during the 1992–2017 period
(ECCO Consortium et al., 2021b). ECCO V4r4 is physically consistent which enables the investigation of the
physical mechanisms governing the ocean (Forget et al., 2015). ECCO V4r4 spans from 1992 to 2017 and uses a
non‐linear free‐surface formulation and real freshwater flux boundary condition (Campin et al., 2008; Fukumori
et al., 2021). In contrast to our simulations, ECCOV4r4 sea‐ice model accounts for the mass loading effect of sea‐
ice on sea level (Forget et al., 2015).

2.3. Sea Level Change Framework

The expression of sea level comes from the hydrostatic balance (Gill & Niller, 1973). By integrating the hy-
drostatic equation from the sea surface (η) down to the bottom of the ocean (− h), and by removing the temporal
mean computed over the entire period, the ocean surface elevation, also called sea level anomaly (η′), can be
written as follows:

η′ = −
1
ρ0
∫

0

− h
ρ′dz

⏟̅̅⏞⏞̅̅⏟
steric

+
P′b − P′a
ρ0g⏟⏞⏞⏟

manometric

, (1)

where z is the vertical coordinate, P′a the deviation of the sea‐surface loading (such as atmospheric surface
pressure) from its temporal mean, ρ0 the mean seawater density (1026 kg m

− 3 in NEMO), g the acceleration of
gravity, ρ′ the density deviation from its temporal mean, and P′b the bottom pressure deviation from its temporal
mean. The terms of the right‐hand side of Equation 1 correspond to the steric SLA and the manometric SLAwhich
is associated with mass changes (Gregory et al., 2019). In NEMO, the atmospheric surface pressure and the sea ice
loading effect are neglected leading to no sea‐surface loading.

As the model is based on the Boussinesq approximation, the global mean steric sea level is not explicitly rep-
resented (Greatbatch, 1994). The GMSL (corresponding to the barystatic sea level) is subtracted at each time step
in each simulation. The model SLA evolution reflects changes in ocean volume due to ocean density and mass
changes. Taking the time derivative of Equation 1, the SLA tendency equation can be written at each grid point as
follows:

∂η′
∂t

= −
1
ρ0
∫

0

− h

∂ρ′(T,S,p)
∂t

dz +
1
ρ0g

∂P′b
∂t
, (2)
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where t is time and T, S, and p are temperature, salinity, and pressure, respectively. Thus, the first term in
Equation 2 reflects the contribution to sea level change of local changes in density (steric sea level) and the second
term reflects the contribution of the local mass change (manometric sea level) (Gregory et al., 2019). Manometric
sea level trend is obtained at each grid point by subtracting the steric sea level trend from the SLA trend. As
seawater density changes are driven by temperature and salinity changes, steric sea level changes can be further
decomposed into temperature change (thermosteric sea level η′thermo) and salinity change (halosteric sea level η′halo)
contributions. Their vertically integrated trends have been computed from the surface to any depth level k as
follows:

∂η′thermo
∂t

=
1
ρ0
∫

0

− k

∂ρ′ (T,S,p)
∂t

dz, (3)

∂η′halo
∂t

=
1
ρ0
∫

0

− k

∂ρ′ (T,S,p)
∂t

dz, (4)

where the overbars indicate the time‐mean over the 1980–2018 period.

2.4. Salinity Budget of the Beaufort Gyre

As variations in the Arctic density field are mainly driven by salinity and as our experiment protocol relies on
continental freshwater fluxes sensitivity, we will investigate salinity budgets to assess the origin of the salinity
contribution to regional sea level change. We use a set of offline diagnostics. The monthly salinity budget for any
given grid cell can be written as follows:

∂S
∂t⏟⏞⏞⏟
Htotal

= − u ⋅∇S
⏟⏞⏞⏟

Hadvection

−
F

δs ρw⏟⏞⏞⏟
Hforcing

+ LDF + ZDF + BBL + DMP + ε
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

Hresidual

, (5)

where Htotal is the total salinity change and is computed monthly using daily outputs (instead of instantaneous
snapshots);Hadvection is the vertical and horizontal advection of salinity (i.e., salinity convergence and divergence)
and is computed using the monthly averaged diagnostic of the products of velocity and salinity; Hforcing is the
surface boundary condition which is calculated here using the monthly downward surface salt flux (F) due to sea
ice freezing and melting, the thickness of the surface layer (δs), and the density of freshwater (ρw); and Hresidual is
the nonresolved salinity changes which include lateral and vertical diffusion (LDF and ZDF, respectively), the
bottom boundary layer (BBL) parametrization, the internal damping (DMP), and the approximations (ɛ) asso-
ciated with using daily diagnostics forHtotal instead of snapshots. Hresidual is deduced by subtractingHadvection and
Hforcing from Htotal. Given that Hresidual is small compared to the other terms of the budget of the sensitivity
experiments, we conclude that the missing diffusion terms and approximations are small and that our budget is
precise enough to determine the major processes driving the salinity changes in the Beaufort Gyre. Then, for each
term of the budgets, we compute the full‐depth spatially weighted mean for a given enclosed volume.

To further analyze the advective term of a given freshwater source (Gr + Riv, GREENLAND, and RIVERS), the
advective term was decomposed into three parts using the velocity and salinity fields changes generated by the
given freshwater source. As the circulation of the Arctic Ocean is weakly sensitive to a given freshwater source
(Figures S3–S5 in Supporting Information S1), we name the velocity and salinity field of exp2 the background
circulation (i.e., the circulation unaffected by the time‐varying Greenland discharge and river runoff). For
instance, the decomposition of the advective term for GREENLAND is calculated as follows:

HGR
advection = Hexp1

advection − Hexp2
advection,

= − uexp1 ⋅∇Sexp1 + uexp2 ⋅∇Sexp2,

= − (uexp2 + uGR) ⋅∇(Sexp2 + SGR) + uexp2 ⋅∇Sexp2,

= − ubkgd ⋅∇SGR − uGR ⋅∇Sbkgd − uGR ⋅∇SGR,

(6)
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where HGR
advection is the salinity advection due to Greenland discharge fluctuations, H

exp1
advection and Hexp2

advection are the
salinity advection terms in exp1 and exp2, respectively. ubkgd= uexp2 and uGR= uexp1 − uexp2 are the background
and GREENLAND velocity fields where uexp1 and uexp2 are the velocity of exp1 and exp2. Sbkgd = Sexp2 and
SGR = Sexp1 − Sexp2 are the background and GREENLAND salinity fields where Sexp1 and Sexp2 are the salinity of
exp1 and exp2. The first component is − ubkgd ·∇SGR and corresponds to the background advection of the salinity
anomalies induced by changes in Greenland discharge. This term can be interpreted as the passive advection of
salinity anomalies (“passive advection term” hereafter). The second component is − uGR ·∇Sbkgd and corresponds
to the advection by the anomalous velocity of the background salinity (“active advection term” hereafter). This
term includes wave dynamics, for instance. The last component − uGR · ∇SGR corresponds to the advection of
salinity anomalies by the anomalous velocity due to Greenland fluctuating discharge (“nonlinear advection term”
hereafter).

Finally, we also define the time‐cumulative salinity impact (G) of instantaneous change (H) as

G =∫

t

t0
H dt. (7)

This formulation is applied to each component (i.e., total, advection, forcing, and residual) and each experiment
(exp1, exp2, CLIM) and their differences (Gr + Riv, GREENLAND, and RIVERS). By definition, Gtotal = S
(t) − S(t0), so that G reflects the salinity change at t since t0 due to a particular component and a particular
experiment.

3. Results
3.1. Model Assessment

We define a box in the BGR between 130–170°W and 70–81°N, and water depths greater than 300 m (black box
in Figure 3 and Figure S1 in Supporting Information S1) as this definition has been largely used for investigations
of freshwater and sea level changes (Proshutinsky et al., 2019; Fukumori et al., 2021; M.‐L. Timmermans &
Toole, 2023). We evaluate the reference run exp1 by comparing the SLA time series in the BGR box from exp1
and from the five altimetry products and ECCO V4r4.

To be able to compare the SLA from altimetry with the model, we remove from the radar altimetry data sets the
GMSL (using the AVISO GMSL product without glacial isostatic adjustment) and their respective time means.
As the altimetry‐based products have different spatial and temporal coverage, we also compare exp1 with the
global ocean‐sea ice state estimate ECCO V4r4 (ECCO Consortium et al., 2021b). ECCO V4r4 is corrected using
its own GMSL and time mean. Altimetry and ECCO V4r4 time series are shifted before plotting, using the
model's time‐averaged value over the overlap period of the data compared to exp1, to facilitate visual comparison
in Figure 1.

Exp1 SLA (black curve in Figure 1) displays a standard deviation of 6.8 cm over the 1980–2018 period and a
significant linear trend of 13.9 ± 3.2 mm yr− 1 over 2005–2017. It decreases from 1980 to 1995 and increases
afterward. The steepening of the black curve from 2012 attests an acceleration in the SLA increase of the Beaufort
Gyre after 2012. This behavior is consistent with previously described Arctic circulation regime changes
(Proshutinsky et al., 2015). Indeed, the SLA decrease over the 1980–1995 period can be associated with an
oceanic cyclonic circulation regime and the following increase with an oceanic anticyclonic circulation regime
still ongoing today (Proshutinsky et al., 2015). Also, the time series of the barotropic streamfunction in the BGR
box of exp1 (Figure S3 in Supporting Information S1) shows a change in the circulation regime, shifting from
negative to positive at the end of the 1990s. This transition from a cyclonic to an anticyclonic circulation might
correspond to an atmospheric regime shift around 1990 (Kenigson & Timmermans, 2021).

On one hand, the altimetry products CCI DTU (from 1993 to 2017), Doglioni et al. (2021), Prandi et al. (2021),
and CPOM (the last three data sets have the same time period 2011–2018) do not show any significant trend over
their respective time coverage (red, green, pink, and blue curves in Figure 1, respectively). Their interannual
variability is weaker than our model one with standard deviations of 3.4, 1.1, 1.1, and 1.9 cm, and they do not
show significant correlation with exp1. On the other hand, the Armitage et al. (2016) product, which has one of the
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longest time coverage, is closer to exp1 with a significant correlation coefficient of 0.82 and similar interannual
variability (4.7 cm) and trend (9.3 ± 7.0 mm yr− 1, computed over 2003–2014) (orange curve in Figure 1).

There are two possible reasons why the Armitage et al. (2016) product is closer to the model than the other four
altimetry products. Firstly, it stops in 2014 and therefore does not include the last few years, that are not well
represented in the model, as shown by the Doglioni et al. (2021), Prandi et al. (2021), and CPOM products.
Secondly, unlike CCI DTU, it does not use conventional altimetry data from the ERS‐1 and ERS‐2 satellites
(covering the period 1993–2003) since their quality is questionable due to poor coverage and inability to
discriminate between ice and leads resulting in the overestimation of SLA (Rose et al., 2019).

The Armitage et al. (2016) and CCI DTU product time series differ from each other probably due to the distinct
processing methods applied to Envisat. Moreover, all the altimetry‐based time series have been in good agree-
ment since 2011, despite different processing methods, highlighting the improvement of data quality retrieved
from SARAL/AltiKa and CryoSat‐2 compared to previous satellites.

Exp1 SLA is in good agreement with ECCO V4r4 SLA (brown curve in Figure 1) with a significant correlation
coefficient of 0.93. The ECCO V4r4 trend over 2005–2017 (12.7 ± 3.5 mm yr− 1)—period of maximum overlap
with our period of interest—is close to the model trend over the same period. It is worth pointing out that although
ECCO V4r4 is a constrained ocean state estimate and exp1 a forced simulation, their regional SLA time series in
the BGR box behave very similarly.

As exp1 is in agreement with satellite‐based SLA from Armitage et al. (2016) and ECCO V4r4 in time and space
(Figures S6 and S7 in Supporting Information S1), we feel confident to investigate the sea level change from our
model in the BGR box.

3.2. Impact of Freshwater Flux Variability on Regional Sea Level Change and Its Components

3.2.1. Sea Level Change

In this section, we investigate the impact of fully varying continental freshwater fluxes from Greenland and rivers
on sea level change in the BGR box. We find that all fully varying freshwater fluxes (Gr + Riv) lead to SLA
interannual variability with a standard deviation of 3.7 mm and no long‐term trend (black curve in Figure 2).
Greenland discharge and river runoff (GREENLAND and RIVERS, respectively) show an opposite impact on
SLA in the BGR (orange and blue curves in Figure 2, respectively). Over the 1980–2005 period, GREENLAND
and RIVERS balance each other, and their combination (Gr + Riv) fluctuates around zero. Between 2006 and
2009, Gr+Riv SLA increased rapidly by 2.2 cm. This is due to a sharp increase in GREENLAND, not fully offset

Figure 1. Sea level anomalies annual time series (1980–2018) in the Beaufort Gyre Region box of (black curve) the control
run exp1 and of altimetry products: (red curve) CCI DTU (Rose et al., 2019), (blue curve) CPOM, (orange curve) Armitage
et al. (2016), (green curve) Doglioni et al. (2021), (purple curve) Prandi et al. (2021), and (brown curve) the state estimate
ECCO V4r4. Altimetry and ECCO V4r4 time series are shifted before plotting, using the model's time‐averaged value over
the overlap period of the data compared to exp1, to facilitate visual comparison. All time series are corrected from their
respective global mean sea level and time mean. The period shaded in light gray corresponds to the period of interest 2005–
2018.
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by RIVERS. Inversely, since 2010, RIVERS have impacted SLA at a higher rate than GREENLAND, re‐
balancing the Gr + Riv SLA curve. SLA trends over the 2005–2018 period for GREENLAND, RIVERS, and
Gr + Riv are 1.47 ± 0.76 mm yr− 1 (95% confidence interval), − 1.47 ± 0.33 mm yr− 1, and 0.01 ± 0.72 mm yr− 1,
respectively (orange, blue, and black dashed lines in Figure 2, respectively). These results indicate that, in the
sensitivity differences, the variability in freshwater fluxes from both Greenland and rivers, has a significant
impact on the BGR SLA over the period 2005–2018 when Greenland discharge and river runoff balance each
other.

We now turn our attention to the spatial trend pattern of the SLA driven by fully varying freshwater fluxes in the
Beaufort Gyre (Figures 3a–3c). The SLA trends in Gr + Riv, GREENLAND, and RIVERS explain roughly 10%
of the SLA trends in exp1 in the BGR box (Figure S8 in Supporting Information S1). Over the period 2005–2018,
relatively large trends are found in the Amerasian basin, particularly in the BGR box (maximum of
6.16± 2.07 mm yr− 1 in GREENLAND and minimum of − 6.94± 1.26 mm yr− 1 in RIVERS), and weak trends, in
the order of 1 mm year− 1, in the rest of the Arctic (shelf seas and Eurasian basin) (Figures 3a–3c). In the BGR box,
the SLA trend pattern of Gr + Riv resembles the one of RIVERS with weaker trends on the eastern side and
stronger trends on the western side (on the Chukchi Plateau), revealing that RIVERS dominate the signal
(Figures 3a–3c). The proportion of RIVERS contribution to Gr + Riv SLA trends is 45% in the Arctic while it is
62% in the BGR box revealing a greater impact of RIVERS on sea level trend in this region. In the BGR box, the
spatial pattern of the trends in RIVERS is a dipole and a positive monopole in GREENLAND (Figures 3b and 3c).
RIVERS’ dipole is positive on the Chukchi Plateau and negative in the Canada basin. It is worth noting that SLA
significant trends are not only located in the BGR box but also extend out of the box in the Amerasian basin with a
broad dipole pattern (Figures 3a–3c). We further decompose the sea level trend induced by fully varying
freshwater fluxes into its steric and manometric components to better understand their contribution.

3.2.2. Sea Level Components Analysis

The steric trends over the 2005–2018 period are very similar to the SLA trends over the Arctic Ocean (Figures 3d–
3f). The manometric trend maps are quite uniform and one order of magnitude lower than the steric ones
(Figures 3g–3i). In the BGR box, the contribution of the steric trends to the SLA trends is 88% for Gr + Riv, 74%
for GREENLAND, and 78% for RIVERS. This implies that the variability of the freshwater fluxes influences the
SLA in the BGR box mostly via density changes, with the effects of addition/removal of mass being of a lower
order. This is in accordance with Fukumori et al. (2021) who showed in ECCO V4r4 that manometric sea level is
unrelated to the Beaufort Sea decadal change.

We further decomposed the full‐depth steric sea level trends into their halosteric (Figures 3j–3l) and thermosteric
(Figures 3m–3o) components for Gr+ Riv, GREENLAND, and RIVERS respectively. For each of the freshwater
sensitivities, the sum of the thermosteric and halosteric trends is roughly equal to the steric trends, showing that
the nonlinearities are small. The halosteric maps are very similar to their corresponding SLA and steric maps over
the entire Arctic Ocean. The halosteric trends in the BGR box explain 87%, 88%, and 90% of the steric trends for
Gr + riv, GREENLAND and RIVERS, respectively. The thermosteric trends are quite spatially uniform and one

Figure 2. Monthly mean sea level anomalies time series in the Beaufort Gyre Region box with a 12‐month running mean. The
black curve represents exp1 minus CLIM (Gr+Riv), the orange curve exp1 minus exp2 (GREENLAND), and the blue curve
exp2 minus CLIM (RIVERS). The dotted black, blue, and orange lines are the linear trends of their corresponding curves
over 2005–2018. The gray shaded part highlights the period 2005–2018.
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order of magnitude lower than the halosteric trends for all sensitivity experiments in the BGR box. Therefore,
freshwater flux variability affects sea level change in the BGR box mainly through changes in salinity.

To locate where the change occurs over depth, we investigate the vertical cumulative steric, thermosteric, and
halosteric sea level trends (calculated following Equations 2–4) averaged in the BGR box for Gr + Riv,
GREENLAND, and RIVERS respectively. Gr + Riv shows an overlap between the halosteric and steric curves
(Figure 4a). Above 1,000 m, they form a peak with a maximum trend of 0.5 mm year− 1 at 78‐m depth, whereas the

Figure 3. Sea level trend maps over 2005–2018 for Gr + Riv (left panels), GREENLAND (middle panels), and RIVERS
(right panels). The rows from top to bottom show the sea level anomalies, the full‐depth steric, manometric, halosteric, and
thermosteric trends, respectively. The black thick contour line is the boundary of the Beaufort Gyre Region box. Bathymetry
is contoured at 200, 1,000, 2,000, and 4,000 m. Gray stippling indicates the areas where the trends are statistically
insignificant below the 90% confidence level using Wald Test with t‐distribution.
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thermosteric depth‐trend remains close to zero. For Gr + Riv, the steric changes occur mainly in the upper 300 m
and are dominated by the halosteric effect throughout the water column. When looking at GREENLAND and
RIVERS, their depth‐cumulative trend components mainly mirror each other with only slight differences
(Figures 4b and 4c), responsible for the Gr + Riv variations. In GREENLAND and RIVERS, The depth‐
cumulative steric and halosteric trends are similar. From the surface to 300‐m depth, they increase (decrease)
steadily in GREENLAND (RIVERS). Below 300 m, the depth‐cumulative halosteric trends stay constant while
the depth‐cumulative steric trends decrease (increase) slightly due to the depth‐cumulative thermosteric trends in
GREENLAND (RIVERS). The peak of the Gr + Riv depth‐cumulative steric and halosteric trends results from
the slight mismatch between GREENLAND and RIVERS: dominance of GREENLAND from 0 to 78 m and
dominance of RIVERS from 78 to 300 m. It could seem surprising at first glance that GREENLAND has a greater
impact on the upper ocean than RIVERS, given that rivers are forced from the surface to 10‐m depth while water
from Greenland can enter at greater depths. However, as it will be noted in Figure 6 and the discussion section,
freshwater fluxes from rivers and Greenland act on the SLA in the BGR box through passive, active, and
nonlinear advection.

This analysis confirms that the variability of Greenland and rivers fluxes act primarily on the salinity field leading
to SLA changes mostly driven by halosteric effect. We highlight that, despite Greenland being far from the BGR,
the variability of freshwater fluxes in GREENLAND contributes to a subsurface freshening in the BGR leading to
an increase in SLA. In addition, our diagnostics indicate that the halosteric changes are mainly restricted to the
upper 300 m of the ocean (in accordance with Fukumori et al. (2021)) while the thermosteric effect is minor, but
deeper. The thermosteric effect in GREENLAND and RIVERS below 300‐m deep probably corresponds to a
warming and cooling, respectively, of the Atlantic water below the halocline (M.‐L. Timmermans &
Toole, 2023). In the case of Greenland, the salinity drop at the surface may strengthen the stratification in the
halocline thus diminishing vertical mixing and hence vertical heat flux to the atmosphere from the Atlantic water
layer. The reverse logic may explain the cooling of the Atlantic water layer in RIVERS.

3.3. Salinity Budget Analysis of the Beaufort Gyre Region Box

To assess the mechanisms of the salinity‐driven sea level change, we perform salinity budgets. The monthly mean
salinity budget in the BGR box helps us to assess whether changes in salinity are due to the advection term, an

Figure 4. Depth‐cumulative steric, halosteric, and thermosteric sea level trends over 2005–2018 from top to bottom for each model level (mm yr− 1) in the Beaufort Gyre
Region box for (a) Gr + Riv, (b) GREENLAND, and (c) RIVERS. The horizontal dashed gray line represents 300‐m depth.
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increase/decrease in local sea ice melt, or diffusion. The evolution of exp1 time‐cumulative total salinity change
(Gtotal) is in line with the exp1 SLA time series evolution (Figure 5a vs. Figure 1). Gtotal is highly anti‐correlated
with exp1 monthly SLA (correlation coefficient (CC) = − 0.93), confirming that the halosteric component is
behind most of the SLA changes. Gtotal is roughly constant from 1980 to 1984, then it rises up to
34.2 × 10− 3 g kg− 1 in 1995 and stays roughly stable until 2005 before decreasing from 2005 to 2018. Gtotal is
decomposed into the advection term (Gadvection), the forcing term corresponding to the salt flux with sea ice
(Gforcing), and the residual term (Gresidual) following Equation 5.

Exp1Gtotal andGadvection largely overlap at the start and gradually begin to diverge, demonstrating that the salinity
evolution is dominated by advection, while Gresidual increases linearly over the 1980–2018 period. Gresidual
cumulatively sums up over time a constant error associated with the approximation linked to the use of daily data
(rather than snapshots) in the calculation of Htotal. For Gr + Riv, GREENLAND, and RIVERS, Gresidual is small
and fluctuates around zero, showing that it cancels out for these sensitivity differences (Figures 5b–5d). This
highlights that the approximation error is very similar between the experiments exp1, exp2, and CLIM. Therefore,
we assume that this error does not impact our results and that the diffusion term remains small. The forcing term
Gforcing fluctuates around zero throughout the simulation (Figures 5a–5d). Gforcing is thus negligible with respect
to Gadvection that explains most of the total time‐cumulative salinity change (Figures 5b–5d).

Figure 5. Time series of the time‐cumulative monthly salinity of each full‐depth budget term of the runs (a) exp1, (b) Gr + Riv, (c) GREENLAND, and (d) RIVERS in
the Beaufort Gyre box for the period 1980–2018. The total salinity change is in blue, the advection term is in red, the forcing term corresponding to the salt flux from sea
ice is in orange, and the residual term is in gray. The gray shaded part highlights the period 2005–2018, where trends are computed.

Journal of Geophysical Research: Oceans 10.1029/2024JC021237

TAJOURI ET AL. 11 of 21

 21699291, 2024, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024JC

021237 by C
ochrane France, W

iley O
nline L

ibrary on [10/09/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Gr + Riv's Gtotal shows a significant long‐term negative trend over the period 1980–2018 of
− 0.03± 0.02 × 10− 3 g kg− 1 yr− 1 (Figure 5b). GREENLAND'sGtotal first increases from 1980 to 2004, reaching a
maximum value of 3.7 × 10− 3 g kg− 1, then decreases until 2018 (Figure 5c). RIVERS's Gtotal first decreases,
reaching a minimum at the end of 2005 of − 3.1 × 10− 3 g kg− 1, then increases until 2018 (Figure 5d). Conse-
quently, as with changes in SLA (Figure 2), the time‐cumulative change in total salinity of the GREENLAND and
RIVER sensitivity differences evolve in an opposite, almost compensatory manner, leading to the variations
observed in Gr + Riv. The Gtotal curves of Gr + Riv, GREENLAND, and RIVERS are strongly anti‐correlated to
their corresponding SLA curves in Figure 2 (CC = − 0.73, − 0.96, and − 0.93, respectively).

The time‐cumulative full‐depth salinity budget of exp1, Gr + Riv, GREENLAND, and RIVERS reveal that the
salinity field evolution in the BGR box is dominated by advection. To better understand the change in advection in
Gr + Riv, GREENLAND, and RIVERS, we further investigate the advection term by breaking it down into three
terms following Equation 6.

For Gr + Riv, the passive advection term starts by decreasing until 1998 and then increases, while the active
advection term starts by increasing until 1998 before decreasing (Figure 6a solid and dotted curves respectively).
Thus, these two advection terms behave very similarly with opposite signs, counterbalancing each other quite
well (as expected for geostrophic flow–i.e., the non‐Doppler effect, Held, 1983; Killworth et al., 1997; Liu, 1999;
Rossby, 1939). The nonlinear term follows closely the Gadvection evolution and displays weak values throughout
most of the simulation (Figure 6a, dashed curve) (this is also expected in a geostrophic flow where gradients of
density anomalies are orthogonal to the flow anomaly).

For GREENLAND (Figure 6b), the nonlinear term and the active advection term behave quite similarly with
opposite signs, largely compensating each other. The passive advection term is close to the Gadvection curve in
magnitude and follows a similar evolution, first increasing until 2005 and then decreasing. Over 2005–2018, the
decrease in Gadvection (Figure 6b, red curve) is due to the passive advection and large compensations of the
nonlinear and active terms highlighting the complex nonlinear dynamics of the Arctic Ocean in GREENLAND.

For RIVERS (Figure 6c), the three advection components evolve very differently. Over 2005–2018, the passive
advection increases rapidly, while the other two terms decrease, leaving a weak increase of Gadvection. Hence, the
evolution over 2005–2018 of the Gadvection term in GREENLAND and RIVERS is due to the passive advection
being compensated by the other two.

We have shown in this section that the variations of SLA in the BGR box in all sensitivity differences are pri-
marily due to the advection of salinity. Furthermore, the three components of the salinity advection term are
equally important and large compensations occur between them.

4. Discussion
The present study reports the potential impact of Greenland ice sheet melting and river runoff variability on sea
level trends in the Beaufort Gyre.

For Greenland impact, we find large trend values over 2005–2018 in the Beaufort Gyre of up to
6.16± 2.07 mm yr− 1. Several studies also investigated the oceanic response to Greenland melting in forced ocean
models using a sensitivity approach. Stammer (2008) found a sea level increase in the Atlantic Ocean associated
with a permanent positive surface freshwater runoff anomaly off the lower half of Greenland in the MITgcm over
a 50‐year simulation. Marsh et al. (2010) evaluated the short‐term impact (8 years) of a sudden and sustained
climatogical increase of Greenland surface meltwater with realistic geographical distribution in NEMO. They
found that it impacts the Arctic Ocean's salinity off the north coast of Greenland via a northward advection of
freshwater anomalies fluxed onto the northeast Greenland shelf by a narrow coastal current. We also find in our
simulations a northward narrow coastal current off the Northeast Greenland shelf (Figure S9 in Supporting In-
formation S1). However, the northward salinity transport by this current is very similar between simulations and
thus might not be sufficient to explain the differences in the BGR between our simulations. Dukhovskoy
et al. (2019) forced Greenland freshwater flux realistically using the products of Bamber et al. (2012, 2018)
between the surface and 6 m depth and released passive tracers to track the anomalous freshwater. They found that
44% of the volume of the Greenland freshwater anomaly is retained in the subpolar North Atlantic by the end of
the 24‐year simulation (1993–2016) and is mixed down to several hundred meters without entering in the Arctic
Ocean. Despite different forcings of Greenland melting, these studies show little or no impact on the Arctic Ocean
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overall but rather on the Atlantic Ocean which was their prime interest in the first place. Our result is probably due
to the new method used to perform Greenland forcing in our simulations: a fully time‐varying realistic liquid and
solid discharge distributed around Greenland in the nearest gridcell to glacier terminations and varying with depth
(Figure S2 in Supporting Information S1). Injecting the freshwater at depth in our simulations probably have an
impact on its mixing and on how it affects the regional salinity field of the Atlantic Ocean. This idea is supported
by the difference in salinity transport between simulations across a section from Greenland to Svalbard (Figure S9
in Supporting Information S1).

Furthermore, we also consider the impact of the full variability of river runoff on sea level in the BGR. This has
not been done before as previous studies either focused on its impact on other features of the Arctic ocean
(stratification, circulation, sea ice, and freshwater content, Hall et al., 2023; Lambert et al., 2019; Nummelin
et al., 2016), or focused on the sea level but using climatological forcing for rivers in their model (Jahn et al., 2012;
Piecuch & Wadehra, 2020; Proshutinsky et al., 2019). Chandanpurkar et al. (2022) is the only study to our
knowledge that quantifies the impacts of nonseasonal river discharge (from the daily discharge JRA55‐do data set

Figure 6. Time series of the decomposition of the time‐cumulative full‐depth salinity advection term of (a) Gr+ Riv (exp1 − CLIM), (b) GREENLAND (exp1 − exp2),
and (c) RIVERS (exp2 − CLIM). The components of the advective term are: the advection of the salinity anomalies by the background circulation (“passive advection
term”, solid curve), the advection of the background salinity by the anomalous velocity (“active advection term”, dotted curve), and the nonlinear–the advection of the
salinity anomalies by the anomalous velocity–advection (dashed curve). The Gadvection term of Figure 5 for each sensitivity difference is also plotted in red. The gray
shaded part highlights the period 2005–2018 where trends are computed.
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of Suzuki et al. (2018)) on sea level in a global forced model (MITgcm). However, their analysis is restricted to
ocean regions in direct proximity with the 10 major river mouths. Hordoir et al. (2022) shows that trends in river
runoff can change the Arctic coastal dynamics which can in turn locally decrease but also increase salinity.

One of the main results of our study is the opposite impact of GREENLAND and RIVERS and their partial
compensation on SLA in the BGR box. Since only the freshwater forcing varies between simulations, we now
discuss the forcing of the freshwater fluxes. For GREENLAND, the time‐cumulative annual time series of
freshwater discharge (black curve in Figure 7a) shows that GREENLAND slightly increased ocean salinity before
2003, but strongly freshened it after 2003. This is due to the fact that Greenland climatology was computed over
the period 1950–1972 and not 1980–2018. The temporal evolution of the time‐cumulative discharge of Greenland
in GREENLAND is consistent with the evolution of the SLA and the time‐cumulative salinity in the BGR (orange
curve in Figures 2 and 5c). It suggests that salinity field differences in GREENLAND induced by Greenland
discharge variability are potentially reflected in the BGR. The whole ice sheet has been losing mass every year
since 2000 (Figure S10a in Supporting Information S1). Greenland's discharge acceleration in GREENLAND
over the 2000–2018 period is 0.13 mSv year− 1 with all regions displaying an acceleration. The strongest
discharge acceleration over 2000–2018 is found in the northwest region (0.044 mSv year− 1) followed by the
central west region (0.023 mSv year− 1). The regions contributing the most in terms of freshwater volume dis-
charged are the southeast, southwest, and central west regions, but further studies are needed to evaluate whether
some regions of Greenland contribute more than others to the SLA rise in the BGR.

Although RIVERS represent the impact of global river runoff variability, we assume that only the rivers
contributing to the Arctic Ocean freshwater budget can impact the regional SLA in the BGR. Therefore, we
perform the freshwater forcing analysis only in the pan‐Arctic region using masks shown in the subpanel of
Figure 7b. Two spatial groups of river runoff could be distinguished based on the time‐cumulative annual time
series of river runoff in RIVERS (Figure 7b). First, North American rivers (masks “Chukchi Sea,” “Baffin Bay”,

Figure 7. Time‐cumulative annual time series of freshwater fluxes forcing in GREENLAND (a) and RIVERS (b) in km3. North American rivers correspond to masks
“Chukchi Sea,” “Baffin Bay,” “Beaufort Sea,” and “CAA.” Eurasian rivers correspond to masks “East Siberian Sea,” “Laptev Sea,” “Kara Sea,” “Barents Sea,” and
“Norwegian Sea.”
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“Beaufort Sea,” and “CAA”) show a similar behavior individually and together show a time‐cumulative positive
flux over 1980–2018 that increases over 1980–2005 and decreases over 2006–2018 (thick blue curve in
Figure 7b). This broad evolution is similar with the evolution of the SLA time series and the time‐cumulative
salinity in the BGR box in RIVERS (blue curve in Figures 2 and 5d). Second, Eurasian rivers (masks “East
Siberian Sea,” “Laptev Sea”, “Kara Sea,” “Barents Sea,” and “Norwegian Sea”) also show a similar behavior
individually and together show a time‐cumulative negative flux over 1980–2008 that increases over 1980–2001
and decreases over 2002–2008 before fluctuating around zero over 2009–2018 (thick red curve in Figure 7b).
Thus, it suggests that, over 2005–2018, North American Rivers may have impacted the SLA in the BGR, while
Eurasian Rivers may have not. This is in accordance with Proshutinsky et al. (2009) who showed that a very small
amount of the freshwater from Siberian rivers was reaching the BGR between 2003 and 2014. Further in-
vestigations are needed to fully understand which rivers contribute to the SLA change in the BGR.

In GREENLAND, the time‐cumulative discharge trend of Greenland has been positive since 2000, while in
RIVERS, the time‐cumulative runoff trend of North American Rivers has been negative since 2005 (black curve
in Figure 7a and thick blue curve in Figure 7b). This opposite temporal evolution from 2005 in the time‐
cumulative forcing of GREENLAND and RIVERS is consistent with the opposite sea level response in the
BGR in GREENLAND and RIVERS and could possibly explain it. It is worth noticing that the interannual
variability introduced in the freshwater fluxes in GREENLAND and RIVERS is not of the same nature. It consists
mostly in trends for GREENLAND and in fluctuations (not trends) for RIVERS (Figure S10 in Supporting In-
formation S1). Thus, our study emphasizes the importance of including the fully varying freshwater fluxes as a
whole to investigate regional sea level trends in the Arctic Ocean.

Changes in Greenland time‐cumulative discharge are much larger than changes in North American rivers time‐
cumulative runoff, yet they produce comparable SLA changes in the BGR box. This suggests that BGR sea level
is more sensitive to North American river runoff than to Greenland discharge, probably because of its geographic
proximity. For instance, under anticyclonic circulation, floats released at the Mackenzie River mouth reach the
BGR in around 1 year through Ekman transport convergence (Proshutinsky et al., 2009). On the other hand,
Greenland's discharge is located further away and potentially impacts the SLA in the BGR through a range of
different mechanisms.

For GREENLAND and RIVERS sensitivity differences, maps of time‐lagged correlations between the full
column mean salinity changes at each grid point and the time series of SLA in the BGR box have been computed
(Figure S11 in Supporting Information S1). These maps tracked the correlations in time and space. The corre-
lations do not indicate a specific area of high correlation. In addition, the strong anti‐correlation within the BGR
box faded out after around 5 years without reaching prescribed sources of freshwater (i.e., Greenland or rivers).
We concluded that tracking backward in time the location of salinity changes from the BGR box to their origin
was not possible through correlation. This is consistent with the fact that salinity has an active role (active and
nonlinear advection terms) in changing the salinity in the BGR box and is not simply passively advected
(Figure 6). Thus, as expected for an active tracer, such as salinity, it is likely not a direct passive impact of the
water released by Greenland (or rivers) that modifies sea level in the BGR, but rather a complex response
involving both changes in circulation and salinity. Greenland discharge may impact water column stability, the
North Atlantic subpolar gyre system, and the Atlantic Meridional Overturning Circulation which in turn may
affect the patterns of sea‐level rise (Lorbacher et al., 2010; Proshutinsky et al., 2015; Stammer, 2008; Swing-
edouw et al., 2013). River runoff variability can modify coastal dynamics which would lead to salinity changes
offshore (Hordoir et al., 2022). It would be interesting to further quantify the role of the passive versus active
advection using the methodology of Stephenson and Sévellec (2021) applied to salinity. In addition, further
investigations are needed to determine whether our results are reproducible with other models or can be identified
in observations.

The sea level response to the freshwater variability is mainly halosteric in accordance with the literature (Carret
et al., 2017; Fukumori et al., 2021; Lyu et al., 2022; Raj et al., 2020). Halosteric changes in the BGR box are
largely caused by salinity advection (Figure 5). In GREENLAND and RIVERS, the salinity advection term is the
result of large compensations between the passive advection on one hand, and the active and nonlinear advection
on the other hand (Figure 6). In addition, we find that it is restricted to the upper 300 m (Figure 4). Similarly,
Fukumori et al. (2021) found in ECCOV4r4 that the interannual sea level change in the BGR is mostly associated
with horizontal convergence modifying its freshwater content nearly uniformly down to 200‐m depth. This may
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result from the fact that the Arctic Ocean is strongly stratified with very low vertical turbulent mixing and
diffusion leading to low vertical fluxes of freshwater (Solomon et al., 2021). However, Fukumori et al. (2021) also
found that, at decadal time scales, the effect of sea ice meltwater accumulates and thus also contributes to sea level
rise in the BGR.

Atmospheric circulation patterns influence the Arctic Ocean's freshwater input (Bring et al., 2016; Carmack
et al., 2016; Solomon et al., 2021; Vihma et al., 2016). Meteoric water is one of the main sources of the Arctic
Ocean's freshwater and includes river runoff (mainly from precipitation over land) and continental melt water
including those from Greenland. In turn, precipitation over land is largely driven by atmospheric moisture
transport (Solomon et al., 2021). Enhanced poleward atmospheric moisture transport across 60°N was found over
1979–2018 using ERA5 reanalysis (Nygård et al., 2020) and over 1950–2015 from NCEP‐NCAR reanalysis
(Villamil‐Otero et al., 2018; Zhang et al., 2013). The enhanced poleward atmospheric moisture transport in turn is
driven by the large‐scale atmospheric circulation, namely the Arctic Oscillation (AO) (Kryzhov &Gorelits, 2015)
and North Atlantic Oscillation (NAO). Furthermore, the figures AIV.1d and e of the IPCC (2021) show that a
teleconnection exists between the boreal winter (DJF) NAO and the near‐surface temperature and precipitation
over land in the Arctic region. It means that the NAO potentially influences river runoff and Greenland discharge
by affecting surface air temperature and precipitation over land. The NAO and AO patterns overlap and they are
highly correlated in time (Dickson et al., 2000; Moritz et al., 2002). Here, we focus on the NAO index (Jones
et al., 1997) and compare it with our freshwater flux forcing in the sensitivity experiments to test the influence of
the NAO on freshwater flux variability.

We detrend the annual freshwater discharge of Greenland in GREENLAND (orange curve in Figure 8a) prior
comparison with the annual NAO index, as we focus here on the interannual variability rather than on long‐term
trend. The acceleration of Greenland discharge since the 1990s can be attributed to rising air temperatures,
changes in precipitation (Hanna et al., 2013), and to the warming of the subpolar North Atlantic ocean itself due to
atmospheric changes (Straneo & Heimbach, 2013). We compare it to the annual NAO index (and not wintertime
NAO) as we have found that the wintertime NAO index is significantly correlated to GREENLAND annual
freshwater discharge with 1 year lag (not shown). The detrended annual Greenland discharge in GREENLAND
and the annual NAO index time series anti‐correlate well over the simulation period (CC = − 0.51, significant)
(Figure 8a). The annual freshwater flux of Eurasian rivers is significantly correlated with the DJF NAO index
(CC = 0.41, Figure 8b), while that of North American rivers is not significantly correlated (CC = − 0.11,

Figure 8. (a) Detrended annual freshwater discharge of Greenland in GREENLAND using a second order polynomial fit
(orange curve) against the annual NAO index (black curve). (b) Eurasian and (c) North American rivers annual freshwater
flux in RIVERS (red and blue curves respectively) against the wintertime NAO index (black curve). The Pearson correlation
coefficient (CC) is indicated in the captions of (a–c). To facilitate visual comparison, the NAO index has been multiplied by
− 1 in (a and c).
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Figure 8c). These correlations suggest that Eurasian runoff in RIVERS and Greenland discharge in
GREENLAND are influenced by the NAO whereas North American river runoff is not. These results are in
accordance with the Fig. AIV.1d of the IPCC (2021) showing a regression map of the blended sea surface
temperature and surface air temperature over land for 1959–2019 with the DJF NAO. Fig. AIV.1d of the
IPCC (2021) shows significant strong positive (negative) correlation over Northern Europe and the Russian sector
(Greenland Ice Sheet), and weakly negative to not significant correlations over the North American continent.
The significant correlations between the freshwater flux variability in the sensitivity experiments and the NAO
index support the hypothesis that the freshwater flux variability could be partly driven by the NAO. However,
further studies are needed as the NAO also influences the pathways of river runoff which can also modulate the
amount of freshwater reaching the BGR (Morison et al., 2021).

It is worth mentioning that our study presents some limitations coming from the model setup of the freshwater
forcing. First, regarding river runoff, the ISBA‐CTRIP model displays two weaknesses in boreal regions: a
general underestimation due to high soil moisture content over high latitudes, and a too early springtime peak over
all Arctic basins due to simulated early snowmelt (Decharme et al., 2019). Thus, future investigations should rely
on a more realistic freshwater forcing set to better assess sea level change from river runoff in the Arctic Ocean.
Secondly, accounting for the solid discharge from Greenland in the form of icebergs raised the challenge of
prescribing a calving rate. This rate is used to take into account the melting of icebergs in fjords before reaching
the first model sea point. The proportion of icebergs that melt in the fjords is very uncertain. Moyer et al. (2019)
mentioned that for Sermilik Fjord 90% of the iceberg volume is lost in the fjord, but large uncertainties remain
(Benn et al., 2017; Moon et al., 2018; Straneo et al., 2013), hence our choice of 50% of iceberg melt in the fjord.
Furthermore, this study is based on the assumption that the model response to river runoff and Greenland
discharge is additive. The GREENLAND sensitivity experiment (exp1 − exp2) is not an independent experiment
in which Greenland discharge is fully varying and river runoff is a repeated seasonal cycle, but it has been
assumed as such. GREENLAND also includes the non‐linearities of the exp1 experiment, which we have
assumed to be small. Finally, our model resolution limits the representation of mesoscale eddies in the Arctic
Ocean. Yet, mesoscale eddies are essential for the Beaufort Gyre dynamics and have been shown to constrain its
variation in freshwater content on interannual time scales (Hochet et al., 2024; Manucharyan & Spall, 2016;
Manucharyan et al., 2016). Therefore, it would be of interest for future studies to use higher resolution numerical
models that resolve eddies in the Arctic region.

5. Conclusions
The sea level trend sensitivity to fully varying freshwater flux from Greenland and rivers over the 2005–2018
period in the Beaufort Gyre region is studied in a forced global ocean model including sea‐ice and iceberg.
We find that Greenland's discharge and river runoff temporal changes produce an opposite impact on sea level
trends in the BGR box, the former driving an increase while the latter a decrease. The combined impact of
Greenland and rivers variability leads to barely any sea level trend in the BGR box. Greenland and rivers vari-
ability drive sea level changes in the BGR primarily via salinity variations in the upper 300 m, themselves mainly
caused by salinity advection involving complex compensations between passive, active, and nonlinear advection.
The SLA in the BGR in GREENLAND and RIVERS is impacted through changes in salinity and velocity and
their interactions.

This study sheds light on the importance of considering the variability of both Greenland discharge and river
runoff simultaneously to better understand regional sea level trends in the BGR. We find that both freshwater
sources involve the same processes in the ocean and may counterbalance each other in the BGR. This topic is of
great importance as Greenland will continue to lose mass and therefore it may no longer be counterbalanced by
rivers in the BGR.

More investigations are needed to fully understand both Greenland discharge and river runoff contributions to
regional sea level trends and variability. To study the robustness of our results, further sensitivity studies are
needed with other models. Furthermore, specific studies to assess the impact of the injection of Greenland
freshwater fluxes over different depths are needed as its advection relies on the depth‐dependant circulation along
Greenland's coast.

Journal of Geophysical Research: Oceans 10.1029/2024JC021237

TAJOURI ET AL. 17 of 21

 21699291, 2024, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024JC

021237 by C
ochrane France, W

iley O
nline L

ibrary on [10/09/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Data Availability Statement
To reproduce the simulations, the model code (NEMO 4.0.6) can be downloaded at http://forge.ipsl.jussieu.fr/
nemo.wiki/Users.; the JRA‐55 reanalysis is available at (Japan Meteorological Agency, Japan, 2013); and a
thorough description of the configuration of the model is available at (Molines & Leroux, 2024). The Jupyter
notebooks used to produce our analyses can be found at (Tajouri, 2024). The continental freshwater fluxes used in
the simulations are taken from Mouginot et al. (2019) for Greenland ice sheet, Decharme et al. (2019) for rivers,
and Rignot et al. (2013) for Antarctica. Arctic dynamic topography data were provided by the Centre for Polar
Observation and Modelling (CPOM), University College London (www.cpom.ucl.ac.uk/dynamic_topography)
and Armitage et al. (2016, 2017). The CCI DTU data set is provided by Rose et al. (2019). The data set of Doglioni
et al. (2021) can be downloaded at Pangaea. The data set of Prandi et al. (2021) was processed by SSALTO/
DUACS (Prandi & Veillard, 2020) and distributed by AVISO+ with support from CNES. ECCO Central Esti-
mate (Version 4 Release 4) was retrieved from https://ecco‐group.org/products.htm. and its GMSL time series
from (ECCO Consortium et al., 2021a). The AVISOGMSL is available at (AVISO+, 2024). The NAO index was
provided by Hurrell et al., (2019).
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