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Abstract

This paper focuses on studying a model for molecular motors responsible
for the bending of the axoneme in the flagella of microorganisms. The model
is a coupled system of partial differential equations inspired by [16} 18} 6],
incorporating two rows of molecular motors between microtubules filaments.
Existence and uniqueness of a solution is proved, together with the presence
of a supercritical Hopf bifurcation. Additionally, numerical simulations
are provided to illustrate the theoretical results. A brief study on the
generalization to N-rows is also included.

1 Introduction

Cilia and flagella are active slender organelles employed by eukaryotic cells to
swim through viscous fluid [27]. They exploit hydrodynamic friction to induce
self-propulsion and show a characteristic non-reciprocal periodic motion in
their dynamics [9, [10]. This enables them to move without relying on inertial
forces, i.e., at a low Reynolds number [22]. Pioneering works ( [20}[11 26} 3} 4, [5])
established that some form of internal activity along the flagellum is necessary
in order to have sustained oscillations.



This internal activity is present in all cilia and flagella due to their common
internal structure, the axoneme. The axoneme consists of nine pairs of protofila-
ments called microtubules. It is an active structure due to the molecular motors
located between neighboring microtubule pairs. These molecular motors are
attached to one microtubule pair and walk along the adjacent pair, creating
local sliding between contiguous microtubule pairs. This mechanism, which is
fueled by the conversion of chemical energy (ATP) into mechanical work, creates
bending along the filament [25].

The three-dimensional structure of the axoneme can be modeled as two
planar filaments, with motors attached to the top filament exerting force on the
fixed bottom filament ([6],[16],[17]). Since we are interested in the emergence
of mesoscopic order in the axoneme from the uncoordinated activity of many
independent molecular motors, we consider a portion of the filaments of arc-
length of the order of 10¢, where £ is a sub-micron length scale defined by the
periodic microtubule structure (specifically, the typical inter-dynein spacing is
24 nm, see [13]). Over this length scale, the filaments can be considered as rigid.

Throughout this paper, we will call the one-row model the system composed
of a single row of motors between two filaments. In this work, we extend the
one-row model by introducing a second row of molecular motors, as in Figure
b). We call this new framework, which symmetrizes the previous model, the
two-row model. We also present a more comprehensive N-row model, where
N corresponds to the number of motor rows.

To study the two-row model, we generalize the stochastic model proposed
in [16]. Each motor is anchored to one of two filament pairs, pair 1 or pair
2, and has two identical heads, e.g. head A and head B, each of them being
either bound or unbound to the opposite filament. The motor has two different
chemical states, state 1, where head A is bound and head B is unbound, or state
2, where the opposite holds. In this model, both heads cannot be unbound (or
bound) at the same time. Between the pair of filaments, passive elastic and
viscous elements resist the motion; they are modeled by the positive constants &
and 7, respectively.

Each state i = 1, 2 is defined by its potential energy W; () at position £ € R.
The transition rates, w;(§) = w;;(§) with i,j = 1,2 and i # j, represent the
probability per unit time for a motor to switch between state i to state j. Moreover,
since the filament is a periodic structure, W; and w; are periodic functions with
period ¢. As ATP provides the energy for the motor to change states, the
transition rates depend on its concentration 2. A detailed explanation of this is
available in [15].

In the limit of an infinite system of motors, we introduce P;({,t) as the
probability density that a motor anchored to tubule pair i is in state 1 at position
¢ and time ¢. To obtain the probability density that a motor anchored to tubule
pair ¢ is in state 2, one must compute 1/¢ — P;. The shift between the moving
and the non-moving filament is measured by z(t), with velocity v(t) = 4 z(t).

Let P(¢,t) = Pi(&,t) and Q(&,t) = Py(€ + z(t),t). Then, we obtain (see
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Figure 1: (a) Cross section of the partial axoneme with two opposite microtubule pairs.
(b) Side view of the partial axoneme with two opposite microtubule pairs.

section ) the following system of equations, for ¢ € [0,/] and ¢ > 0:

CHED 10560 = ~((©) + )Pl 8 + 22,
B0 HOGE0 =~ e + L
I3
1
o) = 5 ( / (PIE.1) ~ QUE 0)OAW (E)de - %x(t)) ,
P(0,t) = P(L,1), Q(0,t) =Q(L,1),

where w; = w;(&;Q) and AW (&) = Wa(§) — W1 (&) are ¢-periodic. As one can
see in Figure[I(b), pair 0 and pair 2 are the same and they are both fixed.

The goal of this paper is twofold. On the one hand, we rigorously prove
an existence and uniqueness result for the solution of . Furthermore, we
show the existence of a Hopf bifurcation for that same system when reasonable
formulas are taken for potentials I; and transition rates w;, depending on the
ATP concentration via (2.

Moreover, we provide the reader with numerical simulations of , where an
upwind scheme is employed to solve both transport equations. The numerical
method is then extended to the more realistic N-row model.

Before stating the theoretical results, we point out that we assume (see
6, 12]),

wi (§562) + w2 (&5 Q) = ao(2), )

where () > 0. Let us define C ([0, £]) as the set of restrictions to [0, £] of C"!
and periodic functions over R, then the first theorem reads as follows:



Theorem 1.1 (Existence and uniqueness). Let us fix £ > 0. Assume w1 (&; Q) and
w2 (&; Q) as in [@). Moreover, assume wy and AW to be at least C, ([0, £]). If the initial
data P(&,0) and Q(&,0) are C, ([0, £]) and x(0) = 0, then the system of equations (T),
admits a unique solution P, Q € C1([0,4] x Ry.), with & — P(&,-) and £ — Q(E, ")
in CL([0,4]), and x € C'(Ry).

2
For the second result we chose AW (£) = U cos (725) , as in [6]. Moreover,

since the two motor heads are identical, then w2 (§) = w; (£ + ¢/2). Taking the
transition rates’ periodicity into account, we use the following Fourier expansion

wa(e:0) = 20, 3 (an(Q)cos%Zg+bn(Q)sin2nZ€), 3)

2
n=2k+1, k>0
with a,,(2) and b,,(Q2) real coefficients.

Theorem 1.2 (Hopf bifurcation). In addition to the hypothesis above, assume that
ao(Q) = adQ, a1(Q) = afQ*, b1 (Q) = b for a9, b) € R and ag, 1,0, €
R.. Furthermore, let us define

ce

I 1 0o a(lJ a1 —aqg
7(Q) := 4(2aOQ + - +2)\a8€§2 ), 4)

with ¢ = 2rk/nl and X = 2w2U/nl. Suppose there exists Qo € Ry such that
7(Qo) = 0and /() > 0, then the solutions P(&,t;Q), Q(&,t; Q) and x(¢; Q) of the

system (1) show a super-critical Hopf bifurcation in time near the bifurcation value Qg
and near the fixed point

(Peg(£59), Qug(€:2), 200 () = (”“59) “’2(5;9),0> .

ao()1 " ag(Q)1

In particular, the fixed point is asymptotically stable for Q0 < o, and unstable for
Q > Q. Moreover there exists an asymptotically stable periodic orbit for Q > Qg with

radius
Q—Q0)7(Q
p— R (). 6
. 3w [ magQ® + L .
where T = o <mgQg° 2c ) < 0.

The methods introduced to prove the theorems can be also used to demon-
strate similar results for the one-row model, and might prove useful to consider
the general N-row structure.

The next section presents the two-row model and proves Theorems|L.1jand
with numerical simulations confirming these results. The final section
explores new questions by extending the model to an N-row structure.



2 The two-row model

2.1 Motivation

In this section we focus on the two-row model, from both theoretical and
numerical perspectives.

The two-row model serves the purpose of symmetrizing the one-row model.
In the one-row model [16], even without any external force, the moving fil-
aments experiences a non-zero equilibrium displacement z(t) = x4, which
disrupts axonemal symmetry and causes bending at rest. Jiilicher and Camalet
mentioned this issue in [6], solving it by choosing symmetrical potentials, as in
our case, and symmetrical transition rates, namely |w;(§ +1/2)| = |w;(—€ +1/2)],
with £ € [0, 4]. Instead, in this work, we model non-symmetrical transition rates
and introduce a second row of molecular motors, producing a zero equilibrium
Teq = 0 at rest.

The two-row model is a simplified version of the axoneme that acts like
its two-dimensional projection ([24, [7]]), forming a cylinder with only two mi-
crotubule pairs linked by two motor rows, as shown in Figure[I|(a). Moreover,
this model is a first step to the N-row model presented in section 8] where N
corresponds to the quantity of motor rows.

Despite lacking additional sliding regulation components, the model demon-
strates that dyneins can synchronize and self-regulate to create alternating
sliding on both sides of the axoneme. This matches, in particular, with the
curvature regulation hypothesis called steady dynein loading [2}[14,[30] in which
axonemal curvature is created without any inhibition mechanism transmitted
along the system.

2.2 Model structure

We now derive in detail the system (T)), which is depicted in Figure [Ifb). We
consider three pairs of filaments, numbered from 0 to 2. The pairs 0 and 2
are identical, and fixed, while the central pair 1, may move. We call z(¢) its
displacement, and v(t) = £ x(t) its velocity. We define P (¢,t) and P»(¢,t) as
the probabilities for the motors to be in state one at position ¢ and time ¢, when
attached to the pair 1 (bottom row) or to the pair 2 (top row), respectively. We
assume that the sum of the transition rates is uniform, as in , and obtain two
transport equations for ¢ € [0, ¢] and t > 0:

Za?(gat) + ’U(t)%?(&t) — _GO(Q)P1(§,t)Q+ UJ2(§;Q)’ (6)
% (6.0) = ~aof@)Pofe 1) + “2E 20D,



Additionally, the force balance equation on the central filament reads:
fe:rt - 2771) — 2kx + fmot - 0, (7)

where f.;+ is the external force applied on the central filament, and f,,0+ is the
active force exerted by the motors, which is given by

¢
Jmot(t) / (PL(€,1)0: AW (€) — Po(&,1)0c AW (€ — x(t)))dE. (8)
0

Here, kz and nov represent the elastic and viscous resistances, respectively. For
the purpose of our work, we do not consider any external forcing, which means
fext = 0. Let P(&,t) = Py(&,t) and Q(&,t) = Pa(€ + z(t),t). Then, (6) becomes

CHEN + 105060 = ~a(@)Ple ) + 24,
)
8@ oQ w2(§)

o (&1) —v(t)

T (€0 = —a0@Q(E.n + 2

The periodicity of P; and P, enables us to rewrite the motor force as

¢
Frnot (1) / QUE 1) O AW (€)de
0

and obtain, from (7),

4
1
k> (O/(P(é,t) — Q(&,1)) 0 AW (€)dE — 2kx(t)) . (10)

Finally, we recover the system of equations (I), which will then be studied
both theoretically and numerically, before generalizing it to an arbitrary number
of layers V.

2.3 Proof of Theorem [1.1] (existence and uniqueness)

The proof follows a classical scheme in two steps: we first show local existence
of the solution in time, and then extend it to R,.

Step 1: local existence. Let T > 0 be a time to be chosen afterwards and define

the map ¢ : C°([0,T]) — C°([0,T)) as ¥[z(-)](t) = /0 Flz()](s) ds, where

l
1 k
-5 0/ - QulENFAW (e~ [a(s), ()



and the functions P, (¢,t) and Q. (¢, ) are defined as the solutions of (9) and
v(t) = #(t). Notice that P, and @, are explicitly given in their integral form by

—agt t
Pu(E1) = e P(E (1) +2(0).0) + 7 [ el +a(e)~a(0)ds. (12
0
and
Qu(Est) = QU +0(0) ~(0),0) + S [ (e —a(s) +o(0) ds, (19
0

which remain well-defined when z is only in C°([0, 7).

Notice that (Z, Pz, Qz) is a solution of the system (9} [10) if and only if Z(t)
is a fixed point of ¢, i.e. ¥[Z(-)] = Z(-). In order to proceed, we prove that
¥ C°([0,T]) — C°([0,T)) is a strict contraction for T sufficiently small.

Let us take two functions z; and x5 in C°([0, 7)), with 21(0) = x2(0) = 0
and with the corresponding P,,, @), and P,,, Q),, defined by the integral

formulations (12} [I3). The initial conditions are identical P, (£,0) = P,,(£,0) =
P(¢) and Qg (£,0) = Q4,(£,0) = Q(&). We want to estimate the quantity

Pl ()I(E) = Plz2()](1) =/0 Flay(4)](s) = Flaz()](s) ds. (14)

Using (1), we get

0
Flaa()(9) = FlaaOl(e) = 5 ( [ (Pates) - Pues)
o (15)

(@ (6.9~ Qe s>))a£AW<§>ds> - L) - o).
Now, we have from
Prl (f,t) - Pfﬂz (gat) - eia0t(Pz1 (5 - xl(t>70) - Pﬂﬂz(g - ng(t), 0))
+ 0 cons g6 n(5) — 1 (8)) — wa(€ + a(s) — a(0) .

¢ Jo
(16)

We have the estimate
”P”El (t,f) - P-T'z(tag)HL?chc
<O Pllreellwa(t) — z2(t)]| Lo
1

_’_7

t
21 e oz ko (5) = 21(6) = was) + za(e)] ds
0

2
< (106Pliz + Zi10galiz ) hr(0) - 220l

7



The same goes for the difference Q), (§,t) — Q, (£, 1), and we deduce
1P, (£,6) = Poy (£,6) = Qay (£,€) + Qua (1, )| Lo Lo < Crl|za(t) — 22(t)[| g (17)

with Cy = 4max { |9cQll1z, |96 Plliz, 2 |0ewall 2 |-
We now deduce from

|Flen ()] - Flea( )l < (iﬁfnasAWHLgo T ’j) a1 () = w2(Dll. (18)

and obtain
[¥[z1(-)] = Ylza()]llLge < CoT |71 — 22| L0, (19)
with Gy = S0 AW [ + K/,
Taking T' = 2172, this proves that ¢ is a contraction, as claimed. Then, there

exists a unique fixed point Z(-) € C°([0, T]) which satisfies (10).

Step 2: global solutions. The previous construction can be extended as long as
P, and Q, remain bounded in C''([0, ¢]) with respect to ¢ and in L>(R ) with
respect to ¢, as shown by the formulas for Cy and C5. But from we have

—a —a 1
IPo Bl < e IPllcy + (1= &™) — lwalley,

which shows that

1

IPaley.e < max (I1Plcy, ogllellcy )

and the same goes for . We thus obtain that there is a unique global solution
(z, Py, Q) to (9}[10) for all time ¢ > 0.

In fact, z € C'(Ry) and Py, Q. € CL([0,4] x R, ), with £ — P(¢,-) and
& Q&) in CL([0,4]), as shown by the following bootstrap argument: From
equations 13), we know that P, and @), are continuous in time, which
enables us to deduce that F[z(-)] € C°(R,). Therefore, ¢[z(-)] € C*(R,). But,
since z = ¢[z(-)], we deduce that z € C*(R..). Re-using equations , we
may then deduce that P, and Q,, are in fact C'! in time (and they actually have
the minimal regularity of the initial conditions P, () and of wy).

2.4 Proof of Theorem [1.2| (Hopf bifurcation)

The functions £ — P(£,t) and € — Q(&, t) are periodic with period [, and they
can be then expanded in Fourier series

P& ="+ 3 (00os 7 4 s 7S )

q2(t) = 2n€r§ 2nfr§ (20)
Q) = 02 +Z<q‘fl(t)cos 7 + ¢ (t) sin 7 )



We insert this expansion and the one for the transition rates (3) into the system
(I). By matching same order terms, we get an infinite number of ordinary
differential equations for the coefficients of P and (). Namely, for n = 0 we get
two decoupled equations for py and gq:

po(t) = —ao(Q)po(t) + ao(2)/2¢,  qo(t) = —ao()qo(t) + ao(2)/2¢.  (21)

For n # 0 we obtain:

P (t) + 252 0(t)p;, (t) = —ao(Q)pi, (t) + an(Q)/L,
PR(E) = Z20(0)p5 (1) = —ao(SDpi () + bu (). )
g5 (t) — 252 o(t) g5 (t) = —ao(Q)g5, (t) + an()/L,
g5 (t) + B2 o(t)q5, (t) = —ao(2)g;, () + ba () /2,
together with the force balance equation
2z (t) + 2kx(t) + 7U(p] — ¢5) = 0. (23)

Note that the coupling between the probabilities evolution and the force equi-
librium equation takes place only for the first order coefficients. We are going
to prove the existence of a Hopf bifurcation by treating order n = 0 first, then
n =1 and lastly n > 1. Combining all three results will complete the proof.

Step 1. Zeroth order coefficients. It is clear that (21)) gives
1 1 1 1
= —aot JR— J— = —aot - —
po(t) =e (P()(O) 21) + 20" q(t) = e (CIO(O) 21) t 5

and both converge to -, exponentially fast.

Step 2. First order coefficients. We now prove the onset of oscillatory patterns
for the first order coefficients py*(t), ¢7"*(t), and for the position z(t).
From (22) and (23) we obtain a first-order five-dimensional ODE:

p§ = —ao(Q)pf + (Cz —a7))pi + a129)7

pi = —ao()pi — (Co + ; —q))ri + bl(éﬂ),

di = ~a0(@as — (G -+ 5 o1 — a)ai + 20, e
di = ~ao(© q+@ 21— ey + 2,

(< +Qp—%»

where ¢ = 27k/nl and \ = 272U /nt.

We linearize the system around its equilibrium point peq (€2) = (Pf ¢q(€2), D1 eq(2): 61 eq (1), 41 oq(€2), Zeq(€2)),

where
a1 () b1(Q)

pi:,eq = qieq = ma piq,eq = Qieq = m7 Leqg = 0.



We observe that the Jacobian matrix has five eigenvalues: three of them are equal

to —ag(2) < 0while the other two are of the form T(Q)ﬂ:ﬁ v/ —2Clag(Q) + 7 72(Q),
where 7(Q) is given by (). Since, by hypothesis, there exists a real and positive

Q = Qg such that 7(Q) = 0, then —2(%ao(Q0) + 7 7%(Q) < 0, and we deduce
that the pair of complex eigenvalues can be written as 7(Q2) & iw(£2) where

W(Q) = —#\/2@@0(9) — (), (25)

and they cross the imaginary axis at {2 = ().

In the following proposition, we are going to study the non-linear behavior
of the vector field solution to by exploiting the center manifold theorem; the
orbit structure near the fixed point and € is determined by the restriction of the
non linear system to the center manifold. In particular, system restricted
to the center manifold will show a super-critical Hopf bifurcation near pq(£2)
and Qg.

Proposition 2.1 (First order coefficients). With the hypothesis of Theorem the
non-linear system has a supercritical Hopf bifurcation near (peq(20), Qo).

Proof. Change of variables.
In the first part of the proof we restrict the dynamical system to the center
manifold. To compute the latter, we bring the system to a more suitable
formulation.

Let us first transform the fixed point of to the origin. We define the new
variables as

6pi = pi - pi,eq? 6pi - pi - pi,eq? 5qf = qi - qieq? (Sqi9 - qig - qieq'
We then use the following linear and invertible change of variables
r=$op§ +0p5, s =i +0q], z=5(0p} +6q7), y=35(0p; —dq}),

and shorten the notation by taking X = (r,s,2)7,and Y = (y,z)? to transform
the system (24) into

f(3)-m (D)) w

@ = (0 ) )

is a block diagonal matrix. Since we assumed that ag(2) = a2, a;(Q2) =
a1, b1(Q) = Y0 for af € R and g, a1, ad, Q € R, then for the linear part
we have

where

—agQaO _ %%Q(Xl*ao _%E%QCU*OCO
B(Q) = —adQIds 3, A(Q) = ’ ’ :
PN _st
2 2m

(27)

10



and the non linear part is defined as

af by
b—o(y+z)+—0(—r+y+z)
1 aj
ay by
G(X,)Y) = (Cx + \y) bfo(y—Z)ﬂL@(sﬂLy—Z) ,
1 1
_Q(T—S—Qy)
a(lJ 2

and

b (r + s —22)
af ) (28)

F(X,Y)Z(CH)\y)( ) 2
0

Computation of the center manifold.

The center manifold can then be computed by using standard techniques
(see [29], Chapter 20, Section 2). We start by rewriting the system in such a way
that €y is moved to the origin through the change of variable 5Q = Q — Q. As
it is classical, we treat 6Q2 as a variable of the system. This means that we add
the equation 6Q = 0 to the dynamical system and that the non linear part of the
system includes all the products 62 r, 52 s, 62 = etc.

Since the terms in the matrix M are nonlinear in €2, we expand them as

(Qo + 6Q)* = Q5 + c(a) 6Q + 0(3Q2), (29)
where c(a) = aQ§ .

We insert the expansion (29) into the system (26)), neglecting terms of order
two in 62 and getting

g (X X 9(X,Y,5Q)
Sy =M@ | Y |+ fxve0) |, (30)
i) e (7)) ()

with
g(X,Y,0Q) = —adc(a)dQX + G(X,Y)
and
Aal ¢
(agc(ao)y + Z—Oc(al - a0)> Ny + zc(al —ap)iQx
f(X,Y,60) = — %0 +F(X,Y).

We can define a center manifold as
We0) ={(X,Y,6Q) : X =h(Y,60),|Y| <& |002] < &h(0,0) =0, Vh(0,0) = 0},

for e and ¢ sufficiently small and h = (hq, he, h3) smooth enough.

11



In order for h to be the center manifold for the system (30), the graph of
h(Y, 6Q2) has to be invariant under the dynamics generated by (30). Hence, by
plugging h into the system and compute its derivative, we get the following
quasilinear differential equation

Vyh- (A(Q)Y + f(h,Y,62)) = B(Q)h + g(h, Y, 60). (31)

The solution h(Y,6€2) of can be approximated with a power series
expansion up to any desired degree of accuracy. In our case we expand them up
to order two defining

hz(Y, (59) = ai1y2+a,;2yz+ai3y59 +a,4x2+a75x5§2 +CL16(SQ 2+O(Y3, o9 3) (32)

To completely determine (locally) the center manifold, we have to compute the
coefficients a;; knowing that the functions defined in must solve (31). For
the detailed computations, we refer the reader to Appendix[4}

Restricted to the center manifold, the original system (26) has the following
form:

%Y =AQ)Y + f(h(Y),Y) +O(Y?,007?). (33)

A complete formula for f(h(Y),Y)) in terms of Y = (y, )T follows from
our computations and reads

f(h(Y),Y) =
( 2radl( Ny + (x) (W@?QS”_% (A2y2 + C2x2) + Cadl(madQg® — (é)yx) )

(2maAQG 7Y + Cadl?) (2mafAQG T 4 adl(mad50 — (L))
0

Observe that 7(£2) =+ iw(?) is the pair of conjugated eigenvalues of A(Q2) and
therefore we are in the hypothesis of the existence of a Hopf bifurcation for a
two-dimensional system.

Normal form.

The next step is to bring system into its normal form, from which we
deduce the type of Hopf bifurcation that the system is attaining.

In order to proceed, we apply a further change of coordinates, such that A(£2)
is transformed to its real Jordan form. Namely, we define the transformation

matrix
(P Po
=),
where .
m [ adA\Qor 70 ¢
P _ 1 0 OQOC(J >
n /\£< g %0t )79y
and
1 afAQgr e Tad Qg :oee
Po=—— 14 Oan_ 1 0 _ 1 0 Oan _ )
12 M\/ﬂ( (ao 0 a0 o + mad g T

12



The matrix P defines the new coordinates ¥ = PY thanks to which equation
can be expressed in its normal form

d 5 () —w(@))y -1 ) Y 3 3

—Y = Y +P h(PY),PY Y2, 6007). 4

a7 = () o)) ¥ e ) o 0. G

To compute key properties of the system, such as the amplitude of the limit

cycles, we change coordinates to the polar ones Y7 = p(sin(#), cos(6)), and get

{ pt) = 7'(Q)dQp(t) + 7p°(t) + O(6Q2p, 6Qp%),

O(t) = w(Qo) + o ()3 + Bp2(1) + (602, 80p2). (35)

that is the normal form of in polar coordinates around 2.

The non linear part P~! f(h(PY'), PY') determines the constants 7 and &. The
first one is involved in the expression for the limit cycle amplitude, and we
compute it using a well know formula (see [29], Chapter 20, Section 2). We

obtain
3m¢ [ madQg + €
madQy° + 24¢

Since 7 is negative and

1 (a?)\al — apfler—ao—1

() =3 a9l
0

5 +a0a8§20‘°_1> ,

is positive by hypothesis, the reduced system (33), and hence, the whole system
(26), shows a supercritical Hopf bifurcation near the bifurcation parameter 2.

In particular, for Q sufficiently near and greater then ) there exists an
asymptotically stable periodic orbit with radius as in (§). This finishes the proof
of Proposition O

Step 3. Higher order terms. Lastly, we are going to prove that, after large
times, the solutions of p%°(t) and ¢5*(t), with n > 1 are periodic with the
same period as z(t). We remark again that, since the dynamics of x is
independent of pS, ps, ¢5, ¢ for n > 1, we may assume that x(t) is given and
periodic, and split the system into pairs of coupled equations as stated in the
following Proposition.

Proposition 2.2 (Higher order coefficients). For n > 1 consider the infinite system
of four equations:

P (1) + 2T (1) = —ao()p (1) + 0 ()1,

Pa(0) = T (0) = —a0(pi0) + b (D)1

(36)

and )
05() = “an (1) = —a0( Qa5 (1) + an(Q)/2,
2mn

050+~ a5(6) = ~ao(Dai (1) + ba(D/2

(37)
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Suppose that, for t > 0, the function t — x(t) is periodic of period T. Then, the
solutions to the systems and may have two behaviors: they either converge in
time to periodic solutions of the same period T if n is odd, or they go to zero for large
times when n is even.

Proof. We introduce z, = pj, + ip;,. The first two equations of then become:

Zn + (ao(Q) — 2@271’56) Zn = Cp, (38)

an () + b, (Q)

where ¢, = is constant. We thus deduce the following expres-

sion for z,(t)

t t t
— [(ao(2)—iv(s))ds — [(ao(2)—iv(s))ds
zn(t) = cn/e [ du + z,(0)e Of ’ , (39)
0
where v = 227,

. . — j(ag(ﬂ)fﬁ)(s))ds
Let us first notice that the second term, z,,(0)e © goes to zero

when ¢ goes to infinity. This, together with the fact that a,, = b, = 0 if n is even
(see (3)), gives ¢, = 0 and the solutions p<* go to zero for large times when n is
even.

Let us now focus on the case where n is odd. We want to prove that, when
v is periodic of period T, z, converges towards a T-periodic solution after a
transitory regime. We again notice that the second term of converges to 0,
and the result will follow by studying only the first term.

— f(ao—iﬁ(s))ds

t
We thus denote by z,,(t) = [e du, and compute
0

t+T t

t+T (ap—1iv(s))ds t — [(ap—iv(s))ds

Zn(TH1t)—Z,(t) = [ e [ (e du— [e oo du
2 t?i-T t+T

=T twomints) T (ao—in(s))
— ag—1v(s))ds — ag—1v(s))ds
z/e w du—|—/e v du  (40)
0

T
t

t — [(ap—iv(s))ds
—fe ’ du.
0
Using the fact that ¥ is T-periodic, the last two terms cancel and we obtain

T

(T 1) = 2(t) = /

0

T (@o—in(s))
— ag—19(s))ds
e v ’ du

t+T

T
_ e—(t+T)a0/euaO+f,{ w(s)dsd

0

U
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which goes to 0 when ¢ goes to infinity.
We therefore proved that z,, converges to a T-periodic function. The same
result holds for (¢¢, g2 ) solution to (37). O

Finally, if we have initial conditions that are close to the equilibrium point
of system , and an amount of ATP 2, which is close to 2y, we know exactly
how the solution of the system evolves in time. The first order coefficients
of go quickly to the constant term 1/I, the first order coefficients starts to
oscillate in a limit cycle, and the higher order terms either go to zero or have
the same patterns as p]"* and ¢;"* with same period of oscillation. Globally, the
solution of (1), shows a supercritical Hopf-bifurcation in time, close enough to
the parameter (.

Remark 2.1. We remark that, up until the computation of the center manifold, the
coefficients ag, a; and b; may remain general: there is no need for the power laws
to obtain three negative eigenvalues and two complex eigenvalues in system
(24). To facilitate the application of center manifold techniques, we have opted
to explicitly express the dependence of ag, a1, and b; on €. The selection of
power laws is somewhat intuitive, as it extends previous findings ([6],[12]) and
proves to be advantageous for our analysis.

2.5 Numerical method

We now describe the numerical scheme used throughout the remaining of the
paper.

It is used here to compute the solution to the two-row model (1), but can
easily be extended to N-row models, for V > 2 or restricted to the 1-row model.

We write a first-order upwind scheme for the densities P and @) where, after
each step, we update the velocity v. Let us take Az such that ¢ = JAz for J € N¥,
and At the time step. We define P! := P(jAx,nAt) and Q7 := Q(jAx,nAt)
forn > 1land 1 < j < J. Being /-periodic, we may extend P;' for all j € Z by
setting PJ', ; = P forall j € Z and all n € N; the same can be done for Q7. Ata
fixed time step ¢t = nAt, n > 1, the velocity v" of the central tubule pair being
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known, we compute, for j € Z

S} = —agP]' + wa(jAx) /L,
T} = —aoQ} + wa(jAx)/L,
, At n At noo
prtl L-v Az) T Epj—l +ALSF, it >0,
i T At At
140" A )~ U”A—Pjﬁ_1 + AtSY, ifu" <0, 1)
xT €T
At At
n+1 Lot Az) nﬂ j1 T AT, i >0,
Qj" = At YN 0 oom
L= |+ R, @ T AT, i <0,

and (z"*1, v"*1) are

J
]:
ot = gn ot AL

Notice that, in (1), only one of the two updates is used for all j. Moreover, due

to the stability of the upwind scheme, we need to check at each iteration that
n At
=

< 1.
Az

2.5.1 Conditions on o and o4

Table 1: Values of the parameters used in numerical simulations.

Parameter Value

/ 10nm

kT 4.2668 - 1073 nN - nm
n 1.0-10""kg/s
k 9.5-107° kg/s?
U 10kgT

ad 1.0-10%s7!

Qo 15kgT

In order to implement the numerical simulations, we have to characterize
w1 and ws by fixing their coefficients. We first set the values for af and €.
For simplicity, we impose that a,, = b, = 0 for n > 1 since, as observed in
Theorem[I.2} they have no significant influence over the system’s oscillations.
We now want to find some a9, ag, a1, that verify 7(Qy) = 0 from equation @
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and 7/(20) > 0. Starting with ag and «;, we search for sufficient conditions
such that 7/(€2g) > 0. This inequality reads

1 1 )\CLO 1—ao—1
§a8a093° — (g — 041)—2&81693 YT <,
Substituting af into it we get
0 [e75) EC
ag(200 — a1)Qg° + (oo — al)% < 0. (43)

The condition is fulfilled with different choices for «g, ;. A particularly
simple solution that we will use hereafter is ayp = 1/2 and a; = 1. Then, to

recover a? = a?(£)), we solve 7(Q) = 0, from equation (@), which leads to

al = —ﬁﬂoo 1(2a0Q5°0 + £C). (44)
Finally, using the parameter values presented in Table 1, we compute a at the

instability and get a9 (Q0) = —56.4588 s~ 1.

2.6 Numerical simulations

Motivated by the previous computations, all simulations are carried out defining
AW (&) = Ucos(2m€/l), ao(Q) = advVQ, a1(2) = b1(Q) = afQ and a,(Q) =
bn(2) =0,if n > 1, with ap = 1/2 and o = 1. It is fundamental to notice that
the choice to define b; # 0, makes the transition rates not-symmetric, as in [12].

All parameters values used for all simulations are shown in Table 1, match-
ing F. Jilicher’s [6]. We have taken for kT the value at 36°C' (human body
temperature).

As shown in Figure 2, the behavior of the two-row model with respect to
the ATP concentration is comparable with the one for the one-row model. When
the ATP concentration (2 is lower than €2, the central pair does not move from
its zero equilibrium position. On the contrary, when the ATP concentration is
high enough, we observe an oscillatory displacement between microtubules and
in the probabilities.

The main difference between the one-row model and the two-row one
concerns the equilibrium position around which the solution z(t) oscillates, as
expected. This is clearly illustrated in Figure 2(b), where the displacement takes
place around zero. In this case, the equilibrium position does not create any
curvature, meaning it has the potential to bend equally in both directions.

The simulations for the one-row model where carried out using the same
upwind numerical scheme. In this case there is only one probability density
P(¢,t). Itis linked to the only moving filament, whose displacement is defined
as z(t). We used the same notation as the literature, see [6] for example.
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2.6.1 Illustrating Theorem[1.2]
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(a)

(b)

(©)

(d)

Figure 2: Two-row model ((a),(b)) and one-row model ((c),(d)): (a) Probability density
Py (€,t) of the top layer of being in state 1 over time in a periodicity cell, in steady-state
regime. The probability density P (¢, ¢) of the bottom layer of being in state 1 is similar
to P1(§,t). (b) Relative tubule shift z over time. (c) Probability density P(¢,t) of the
moving layer in the one-row model. (d) Relative tubule shift z over time in the one-row

In the following section, we are going to test the results of Theorem [I.2against
numerical simulations of the original partial differential equations system (1]
and its first order approximation as the ordinary differential equations system



All constants are chosen as described in Table 1, and in Section2.5.1} The
parameter ¢ indicates the relative distance from the instability 2y; therefore, the
point where the simulations is performed is Q¢ (1 + ¢).

Motivated by the previous computations, we numerically solve the ODE
and the PDE (1)) for Q@ = Qy(1 + §) with § > 0, focusing on the amplitude of
oscillations for the displacement.

To determine the numerical amplitude for both the ODE and the PDE, we
calculate the difference between the maximum and minimum values of the
solution after some time ¢, when the numerical solution has reached its limit
cycle. This difference is then divided by two.

We then compare the numerical amplitude with the theoretical amplitude
defined by (5). For our choice of parameters and neglecting higher-order terms,
the theoretical amplitude simplifies to:

1/2
@ =5 2 (7adQl? +26¢ 5)
P2 =\ % 6n2 001/ :

mag$dy’” + ¢

In Figure 3] simulations only start after § = 0.05. This is related to the fact
that the closer we are to 2, the slower the solution enters into its limit cycle.
For this reason, we should have taken a time ¢ = ¢(§) after which evaluating
the amplitude of z(¢). In this case, when ¢ goes to zero, ¢(§) — oco. In the
simulations this was not reasonable, so we chose a time ¢ independently from ¢,
but large enough so that the solution enters in its steady-state regime for all ds.

In Figure 3{(a), we observe the amplitude of z(t) computed with the PDE, the
ODE, and the analytical result (#5). As expected, the last loses its prediction
capability the more we go away from the instability; and subsequently, the
relative error between the truncated formula (5) and the one measured from the
PDE increases, as we can see in Figure3{(b). This is due to the contribution of the
non linear terms, which play a role in determining the amplitude of oscillations
even when the system is close to 2.

2.6.2 Comment on the amplitude

The expansion (5) of the amplitude p can also be adapted to the ODE formulation
of the one-row model. In Figure |4} the two-row model does not only center
the equilibrium point for the oscillations around zero, but it also influences
important physical quantities such as the amplitude of oscillations.
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Figure 3: Two-row model. (a) Displacement amplitude vs. relative distance to instability:
the red curve shows the amplitude from the ODE (24), the black curve from the PDE
and the theoretical amplitude from in blue. (b) Relative error results between the
theoretical amplitude and the ODE (in red), and the theoretical amplitude and the PDE

(in black).
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Figure 4: Theoretical amplitude for the 2-row model computed with formula (5) in black
and its equivalent for the 1-row model, in red, against the distance from instability 4.

3 Towards modeling the axoneme: N-layer model
with fixed extremities

Starting from two rows of molecular motors, we extend the model from section
to N > 2 rows of molecular motors, without any explicit form of inhibition in
the system.

The system is then composed of N + 1 microtubule doublets on the outside,
arranged in a circle, and no central pair. All filaments have the same polarity,
meaning that between two microtubule pairs, motors move towards the base.
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To take the bridge of an axoneme into account (as shown in Figure [5) in our

Figure 5: Simplified axoneme with 9 microtubule doublets and no central pair [3T]. Note
the presence of a bridge between pairs 5 and 6.

N-layer model, filament pairs 0 and N are considered to be the same pair. They
have no shift between each other, as shown in the split view Figure @ Moreover,
all microtubule pairs are assumed inextensible, rigid and at a constant distance
from each other. They are held together by elastic and viscous elements that
do not permit infinite sliding between them. We look at molecular motors in a
periodicity cell of an N-axoneme, of length /.

Figure 6: Motors and tubule shift in the N-row model (here the horizontal axis = shows
absolute tubule displacement instead of motor position § in a periodicity cell).

3.1 Full mathematical model

Fori € {0,..., N}, we denote by X, the horizontal shift of the i-th tubule, as
shown in Figure[6] We measure displacement with respect to the 0-th filament:
Xo =Xy =0. For1 < i < N, we introduce A; = X, — X;_1, the relative
displacement between filaments ¢ and 7 — 1. It follows that Zf\il A;(t) = 0. The
shifting speed of the i-th filament is defined by V; = X; — X;_1 = A,;, and we
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have
Y Vi=Y A =o. (46)
i=1 i=1

Once again, the variable ¢ € [0, {] represents the local variable along one
pair, as in the two-row model. We denote by Q; (¢, t) the density of molecular
motors at position £ and time ¢ attached to the i-th filament and who are in state
1, walking on the (i — 1)-th filament.

As for the two-row model, in section[2} (Q;, A;) are solution to, for ¢ € [0, /]
andt >0

9Q;(&:t) = —(wi1(§ — A;(1), 1) +w2(§ — A;(2)))Q; (£, 1)
+wa(§ —Aj(t))/¢, forje{l,...,N},
¢
n(Vi(t) = Viqa(t)) = /(Qi(fat)asAW(f) = Qi+1(§,1)0: AW (£ — Aq(t)))d§
0
~R(AE) — Aia (b)), forie{l,...,N —1}.

47)
Where the first equation is a transport equation for the motors probability
density. Shifting speed is measured by looking at the current filament, as well
as the one above. We thus obtain the second equation in system by writing
the force balance on the i-th filament with the motors and springs around it. We
then have N — 1 force-balance equations that determine the filaments’ motion,
in which we impose the external forces to be zero.

Following again section |2} for j € {1,...,N}, ¢t > 0 and £ € [0,¢], we
define P; as P;(§,t) = Q;(§ + Aj(t),t). We then observe that 0, P; (€ + Aj,t) =
V;(t)0:Q;(&,t) + 0:Q; (&, t), and we finally obtain the system at any ¢t > 0 and
£ [0,

OtPjJer@ng:—(wl +w2)Pj+w2/€, fOl‘jE{l,...,N},
L
77(‘/1 — ‘/H-l) = /(B — P7+1)35AW — k(A7 — Ai+1), for ¢ € {1, .. .,N — 1}7
0
N . .
ZAi(t) =0and X,, =0.

=1

(48)
Like in previous models, the equilibrium state is, forall 1 <47 < N — 1 and
1<j<N

Vi =0,
X, =0,

w2
P=pP'=_—"-
J K(wl +WQ)
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3.2 Theoretical considerations

In this situation we want to investigate the existence of a Hopf bifurcation in
time, as it was done with the two-row model. To do so, we consider a linearized
system arising from the N-row model [@8), in order to have a general idea of the
system’s dynamics, as in (20). We expand in Fourier series Py, ..., Py and treat
order by order the Fourier coefficients of the probabilities. For the first order
coefficients, we obtain a 3N — 1 dimensional ODE system with unknowns:

p;’s’ j:l’_,_7N’ Xk,k:1,7N—1

We then perform some linear change of variables, similarly to (2.4), in order to
write the Jacobian of the system as a block matrix. The first block is a N + 1
diagonal matrix with real and negative entries —a((£2). The rest of the linearized
system is defined by the following equations

i\ _ (%5 Upe—a0 —Fkpe) (@ (19)
Wk —nU/n —k/n W

fork=1,...,N — 1, where p. = ai1/(aol), g = pj, — pj4, fork=1,...,N -1,
and
2 -1
w1 -1 2 -1 X1
WN -1 -1 2 -1 XN_1
-1 2

It follows that the Jacobian has IV + 1 real and negative eigenvalues —ao(2),
and N — 1 identical pairs of complex and conjugated ones 1 (2) for k =
1,...,N — 1 which come from (49). We observe that 14 (Q2) = 7(Q) + iw(Q),
with 7 and w defined as in Theorem [I.2] by equations @) and (25). Then, if
there exists 2 = Qg such that 7(£2y) = 0 and 7/(€) > 0, the eigenvalues cross
the imaginary axis all at the same bifurcation parameter. Thus, there is a
suggestion of a bifurcation in the dynamics at €29, indicated by the linear part of
the complete dynamical system. We will not investigate the theoretical aspects
of this model further in this paper, as the Central Manifold Theorem used in
previous section, does not apply to such systems. However, as shown in the next
section, numerical simulations still suggest a potential pattern in the oscillations
and hint that there is indeed a bifurcation.

3.3 Numerical results

In this section, the N-layer model is tested for N = 8, to match the 8 motor rows
of an axoneme with a bridge and nine microtubule doublets, as in Figure[5| We
use the same parameter values as for the previous systems, as specified in Table
1. The initial conditions are such that P;(t = 0) = P° for all i, and we destabilize
the X;s randomly in [—x, zo], where 20 = 0.01 nm.
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Using the same notations as before, i.e. 2 = (1 + §)Q, we measure distance
the to the bifurcation point 2y using J.

<4-002] I

> Timot Geconds) @
e
=, 3

035 04 045 05 38
Time t (seconds) (b)

g
RHE

0.35 0.4 0.45 05 8
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Figure 7: N-row model (IV = 8). Relative tubule displacement (in nm) with respect to
time (in seconds) for random initial conditions (a) before bifurcation point, for 6 = —0.1
(€2 = 0.9Q) and (b) and (c) after bifurcation point , for § = 0.1 (2 = 1.1Qy), for two
iterations of random initial conditions.

Figure Eka) shows the absence of oscillations before instability (£2 = 0.9Q),
exactly as expected. Even though the system is put out of equilibrium by the
initial conditions, since some tubule shifts are nonzero, they all quickly go back
to zero and stop moving.

In Figure [/{b), we look at the system past the instability point, for = 1.1Q.
Here, the system clearly reaches a steady-state oscillating regime after a short
amount of time. All oscillations also remain centered in zero. As expected from
the linear study in section 3.2} all A;s have the same amplitude and oscillation

24



frequency, but their phase difference varies depending on initial conditions.
In the particular case shown in Figure [/{b), one group of tubule pairs is
synchronized with pair 7, and the other group with pair 8. In fact, when looking
at all layers separately, one can see that odd layers (respectively even layers)
oscillate in sync. The other possible outcome when running the simulation with
random initial conditions was groups {1, 2, 7, 8} and {3, 4, 5, 6} oscillating
together, as shown in Figure [/(c). This influence of the initial conditions is
understandable since there is no external force taking the whole axonemal
structure and filament into account, resulting in limited coupling between layers
at this level. The layers thus tend to keep their original phase difference. The
synchronization shown in Figure[/[c) was predicted by Howard et al. [13]], and
proves the importance of having a bridge around which the system alternates
between positive and negative displacement. In the general case, since there is
no theory behind the bifurcation of this system of 3N — 1 equations, formally
understanding the coupling between phase difference and initial conditions
remains an open question.

A similar problem has recently been numerically studied in Kuramoto
oscillators [1]]. The Kuramoto model is fairly different from ours, as each oscillator
has its own velocity, whereas all of our layers have one common velocity value.
Our system of equations cannot thus be easily reduced to a Kuramoto model, but
the behaviors of the two systems in terms of synchronization and dependence
on initial conditions are very much alike. Some first steps, only modelling
individual motors along a single row, have been presented in [8].

4 Conclusion and outlook

In this paper, we presented a new model for the axoneme, the cytoskeleton of cilia
and flagella, focusing on the presence of spontaneous oscillations and potential
synchronization of microtubule doublets under varying ATP concentrations.
We called this model N-row model, where N represents the number of rows
of motors walking between two microtubule doublets that are arranged in
a circular configuration. Molecular motors are put into motion thanks to a
chemical reaction involving ATDP, thus inducing microtubule sliding. This
specific structural arrangement results in all microtubule doublets having a
zero equilibrium position. The dynamic is governed by N transport equations,
coming from a stochastic two-state model, and NV — 1 force balance equations,
collectively forming a PDE system with 2N —1 equations. We analyzed this model
using both theoretical methods and numerical simulations. Our first studies
focused on the N = 2 configuration, revealing the existence and uniqueness
of the displacement solution. Moreover, under sufficient chemical energy, the
middle microtubule doublet exhibits spontaneous oscillations, corresponding
to the existence of a super-critical Hopf-bifurcation in the dynamical system.
Theoretical results are corroborated by numerical simulations. Subsequently,
we conduct numerical analysis of the N-row model, focusing particularly on the
case N = 8. Here too, we observe that the system starts to oscillate once the ATP
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concentration surpasses a critical threshold. Remarkably, under appropriate
initial conditions, we note the emergence of two out-of-phase groups among
the microtubules, oscillating around the zero position with opposite shifting
directions.

The first result on our model can be appreciated starting from the N = 2
case. The cylindrical structure answers the problem of the axonemal sym-
metrization proposed in [6], previously solved by choosing symmetric transition
rates. Instead, in of this paper, asymmetric transition rates have been used
all along. More in general, even in the N-row model, we observed that the
equilibrium displacement with null external force was zero, independently from
the potentials and the transition rates. This means that the desired symmetry of
the axoneme is always preserved: at equilibrium, with no external forces, each
microtubule has the same role and there is no initial shifting in the structure.
We underline that this is made possible in our model without imposing specific
symmetry for the potentials.

From a more theoretical point of view, both Theorem (well-posedness)
and Theorem|[I.2) (existence of a Hopf bifurcation) give a complete mathematical
description on the two-row model. The same results can be proven for the
one-row model as well, formalizing the work done in [12]. With the N-row
model with fixed extremes, we set up a framework that is useful to gain insights
on the microscopic structure of the axoneme. In particular, we comment on the
specific case N = 8, which is the closest representation of the real axoneme in
terms of number of microtubule doublets. With the aid of the numerical scheme
presented in the two-row model section, we observed the onset of oscillations at
a critical value of ATP. To perturb the system we tried several random initial
conditions. We then noticed that imposing an opposite shift on each half of the
model immediately led to robust and realistic patterns, potentially leading to
planar flagellar beating patterns, as discussed in [19].

A natural extension to our work would be to take into account the presence
of the central microtubule pair and, therefore, of the radial spokes coming
from outer doublets towards the axonemal center. Moreover, this model can
be thought of as a building block that, coupled with mechanics of an elastic
flagellum, gives the feedback that generates oscillatory patterns following in
the footsteps of [7, 21] and [28] for the planar case and of [23] for the three
dimensional case.
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A Center manifold computation

In practice, equation is a system of three equations. With the first equation

below we aim to find the coefficients a;;, withj =1,...,6
A 0 0
(2a11y + a122 + a1309) (—agﬂg“’y — Z%Qg‘ra"y — %%Qgraox
0 0

0 Aal ¢
—apc(a0)dQ y — — —5clar — ap)d y — Zc(ar — )0
£ ag ¢
W (r+s—2z)
- LB )
2a(1)
4 ol
+ (a12y + 2a147 + a1509 )(—%y — %x)
+agQ5°hy + ahe(an)dQ hy
0)2 0\2(
— (Cz + \y) ((al) (y+2) +a(0bblo) ( r+y+z)> o
171

Since we only need terms z, y and 42 up to order two, we get rid of all the third
order terms, getting

0o )‘a(l) o] —o a(l)c o] —«
(2a11y + @122 + a130Q) | —agdg®y — ZEQOI Oy — EZQOl oz
0 0
14 ol
+ (@12y + 22142 + a15082 )(—%y — %x) (51)
e aO Qy—i— bO 2y
+ a8900h1 — (Cz+ M) ((l)a(l)b?(1)> =0.

We then proceed by matching the terms z, y and 6{2 with same order, and
solve the resulting system of equations for a;;. Notice we could have kept only
the zero order term in the Taylor expansion, since all the higher order terms

disappear during this approximation.
We do the same for the second and third equation, solving for the power

series of hy and hs.
For i = 1,2, we obtain
273t () + (0)%) 9
b (2maNQGT T + Cadl?) (2mafAQG T 4+ adl(madQ50 — (L))
27¢(ag)2? ((a?)? + (09)?) (¢l — mag°)
afb} (27ra‘1)/\Q8“_(’° + Cadl?) (2maNQ 0 + afl (a5 — (L))
2m2C2agl ((a9)? + (69)%) QG
b9 (27ra?)\§231_“° + Ca8€2) (27ra?)\§28‘1_“° + adl(madQy° — CE))

;5 = 0, ;6 — 0.

a1 =

A2 =

ai3 =0, au=
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For 7 = 3 we get

2m2A2adbdeQgt o
(27ra(1)/\§28”70‘° + Ca8£2) (27‘1’&?)\98‘170‘0 + adl(mady° — Cﬂ))
2mCc?b0% (mady° — ¢0)
al (27ra(1]/\(28‘17a° + <a8€2) (27ra(1)/\9317a“ + cl(madQy° — Cﬁ))
2m2¢2adbl ey~
(2radA23 0 1 CaQf?) (2rad A2 + aQl(mal03° — C0))

asy = —

az2 =

azz =0, azs=—

ass — 0, ase — 0.
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