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Energy-Efficient Trajectory Planning
with B-Splines and the Schoenberg Quasi-Interpolant

Vincent Marguet1, Florin Stoican2 and Ionela Prodan1

Abstract— Few studies address the challenge of minimizing
energy consumption during trajectory generation, particularly
in the context of multicopter dynamics, characterized by strong
non-linearity. This paper introduces a novel approach by for-
mulating energy consumption as a function of B-splines control
points, enabling comprehensive optimization of total energy ex-
penditure throughout the trajectory. To mitigate the complexity
of representation, we leverage the Schoenberg quasi-interpolant,
which not only facilitates the solution of the optimization
problem but also effectively reduces computational overhead.
The approach is validated through two distinct scenarios: a
conventional trajectory used in precision agriculture, and a
scenario involving more aggressive maneuvers.

Index Terms– Energy-efficient trajectories, B-spline parame-
terization, Schoenberg quasi-interpolant, Multicopter.

I. INTRODUCTION

Generating energy-efficient trajectories for drones is cru-
cial for several reasons [1], [2]: i) it extends flight time on
a single battery charge, enhancing mission capabilities; ii)
it reduces operational costs, making drone applications more
economically viable; iii) it lowers carbon emissions, aligning
with sustainability goals; and iv) it allows drones to carry
heavier payloads or additional sensors without sacrificing
flight time or maneuverability.

However, there are several challenges when generating
energy-efficient trajectories [3]: i) dynamic environments de-
mand sophisticated trajectory planning algorithms to ensure
safe flight while minimizing energy usage; ii) trajectories
must meet various mission constraints, such as obstacle
avoidance and altitude limits, complicating the generation
process; iii) optimizing energy-efficient trajectories involves
solving complex optimization problems, often requiring sig-
nificant computational resources, especially for real-time
applications; iv) achieving a balance between energy effi-
ciency and other performance metrics, like flight and mission
completion times, requires careful optimization and trade-off
consideration.

Formulating energy consumption precisely presents a chal-
lenge due to its computational complexity, leading to various
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approximations in the literature to simplify the optimization
problem. Typically, in works like [4], [5], and more recently,
the rulebook of the ICUAS2024 conference competition [6],
it is often assumed, for simplicity, that minimizing time or
travelled distance will also minimize energy consumption.
While this approach offers computationally straightforward
formulas, it may not always reflect real-world scenarios accu-
rately. Alternatively, [7] and [8] aim to minimize the integral
of the square of the snap’s norm, leveraging the fact that
inputs (net body force and body moments) can be expressed
using the first four derivatives of position. In contrast, [9]
provides an insightful overview of drone energy consumption
factors and models, detailing dynamic factors impacting
energy consumption along with environmental influences
(e.g., wind, temperature) and drone design considerations.
However, it does not offer a specific energy formula. Mean-
while, [10] studies energy consumption into two distinct
cases: straight-and-level flight and banked turn maneuvers,
each with its unique energy requirements. Furthermore, [2]
states that for non-aggressive flights, energy consumption
is proportional to thrust. Finally, [11] begins with voltage
and current data to derive an expression dependent on
motor angular acceleration and related parameters, tailored
to motor and propeller geometry. Subsequently, under certain
assumptions, it simplifies the energy formulation.

This paper revisits the energy formulations discussed in
the literature and introduces a novel approach by formulating
energy consumption based on the B-spline control points
defining the trajectory. The optimization problem is struc-
tured with the control points serving as decision variables
[12], [13]. To manage the complexity of representation,
we employ the Schoenberg quasi-interpolant [14] to reduce
computational overhead. This extends our prior work in [15],
where we applied the Schoenberg operator to approximate
a simpler cost function and constraints for a fixed-wing
aircraft. B-spline functions are widely used in trajectory
generation [16], [17], and environmental mapping [18]. How-
ever, the synergistic application of their properties with the
Schoenberg quasi-interpolant to address energy consumption
issues in a comprehensive manner has not, to our knowledge,
been explored before. We analyze in-depth and compare the
discussed formulas to demonstrate the effectiveness of our
approach in minimizing energy consumption. Our approach
is validated by simulation results from two scenarios: one
representing a conventional trajectory typical in precision
agriculture, and another involving more aggressive maneu-
vers.

Section II reviews B-spline concepts, including the



Schoenberg quasi-interpolant. Section III presents the
flatness-based model of a multicopter. Section IV states the
main goal. Section V demonstrates the approach through
simulation scenarios and solves the proposed optimization
problem. Section VI concludes the paper.

We consistently employ the following notations: t ∈
[0, Tf ] denotes the time instant of the flight. The B-spline
basis functions Bk,p,ξ(t) (ξ can be omitted for brevity)
are collected in the matrix Bp,ξ(t) and have an order p,
associated with the knot vector ξ. The knot vector consists
of m+1 time instants denoted τk. P is the matrix composed
of n control points Pk. x, ẋ, ẍ, ...

x and x(4) refer to a B-spline
trajectory on the x-axis and its derivatives. The transpose of
a matrix X is denoted X⊤, Mp,p−r is the matrix used to
calculate the derivatives of the B-splines up to order r. g is
the gravitational acceleration and pwpℓ refers to the position
of the ℓ-th waypoint through which the multicopter must pass
at time tℓ.

II. PREREQUISITES ON B-SPLINES FUNCTIONS

Let us consider a trajectory denoted by z(t). Its
parametrization is given by a linear combination of control
points, P =

[
P0 . . . Pn−1

]
, and B-spline basis functions

[19], Bp,ξ(t) =
[
B0,p,ξ(t) . . . Bn−1,p,ξ(t)

]⊤
:

z(t) =

n−1∑
k=0

PkBk,p,ξ(t) = PBp,ξ(t),∀t ∈ [0, Tf ], (1)

with ξ = {τ0 ≤ τ1 ≤ ... ≤ τm} a knot sequence1 starting at
0 and ending at Tf and the k-th B-spline basis function of
order p defined recursively by:

Bk,1,ξ(t) =

{
1, t ∈ [τk; τk+1],

0, otherwise,
(2a)

Bk,p,ξ(t) =
t− τk

τk+p − τk
Bk,p−1,ξ(t)+

+
τk+p+1 − t

τk+p+1 − τk+1
Bk+1,p−1,ξ(t). (2b)

This family of functions enjoys many properties of prac-
tical use in motion planning [5]:
P1) Each B-spline basis function has a local support:

Bk,p,ξ(t) = 0,∀t /∈ [τk; τk+p+1). (3)

P2) The B-spline functions partition the unity:

n−1∑
k=0

Bk,p,ξ(t) = 1,∀t ∈ [τ0; τm] (4a)

P3) The ’r’ order derivatives of B-spline basis functions are
linear combinations of B-splines of lower order, i.e. there
exists a matrix Mp,p−r such that:

Bp,ξ
(r)(t) = Mp,p−rBp−r,ξ(t). (5)

1If m ≥ p + 2, B-splines of order up to p over the knot sequence can
be defined.

P4) The B-spline curve (1) lies within the union of all convex
hulls defined by subsets of p consecutive control points. In
particular, repeating the first and last p knot values forces the
curve to pass through its first and last control point, hence,
making it a clamped B-spline curve. For further use, note
that we take n = m− p+ 1.

The Schoenberg quasi-interpolant [14], [19], [20] ap-
proximates a function (call it f(·)) by interpolating it as
weighted sum of B-splines basis functions, B̃k,p̃,ξ̃(t), and
the function’s values in the Greville points, t̃k:

f̃(t) =

ñ−1∑
k=0

f(t̃k)B̃k,p̃,ξ̃(t), t̃k =
τ̃k+1 + ...+ τ̃k+p̃−1

p̃− 1
. (6)

Even if f(·) is itself a combination of B-splines, it is not
necessary that the same family of B-splines is used in (6),
hence, ñ, p̃, ξ̃ may differ from n, p, ξ.

The rationale for using the Schoenberg operator is dual:
on one hand it has excellent approximation properties and
on the other it significantly alleviates conservatism and
computational complexity in the constrained optimization
problem in which it is integrated.

III. FULL MULTICOPTER FLAT REPRESENTATION

In the literature, multicopter dynamics are often modeled
using flatness-based model inversion [21], as it provides a
comprehensive representation of all states and inputs in terms
of a flat output2. However, existing literature typically omits
the full flat representation of the multicopter model. Here,
instead of recapitulating the multicopter model from the liter-
ature [22], we present its complete flat representation, which
is crucial for accurately formulating energy consumption.
Additionally, while the chain of relations is often implied
in other papers, to our knowledge, the torques are never
explicitly considered in terms of the flat output.

Consider the multicopter model3 from [22, page 25]:

ẋ = f(x,u), (7)

where the inputs are the thrust and the torques, u =
[T τϕ τθ τψ]

⊤, and the states are the position and
velocity on each axis, the roll, pitch and yaw angles,
and the angular velocities of the multicopter: x =
[x y z ẋ ẏ ż ϕ θ ψ ωx ωy ωz]

⊤. We take the flat output
usually considered in the literature, the position and the yaw
angle z = [x y z ψ]⊤. Consequently, all the inputs and states
will be ultimately expressed in function of the flat output and
its derivatives (up to the fourth order):

x = fx(z, ż, z̈,
...
z ), u = fu

(
z, ż, z̈,

...
z , z(4)

)
. (8)

2A flat output is a variable that can be expressed explicitly in terms of
the systems’ states, inputs and a finite number of their derivatives, without
needing to solve complex equations or deal with implicit relationships [21].

3For compactness and due to convoluted relations we omit the time
dependence in the dynamical model and its flat representation.



Let us explicitly express each state and input variable in
terms of the aforementioned flat outputs, x, y, z, ψ:

ϕ = arcsin (Φxsψ − Φycψ) , (9a)
θ = arctan (Θxcψ +Θysψ) , (9b)

ωx =
Φ̇xsψ − Φ̇ycψ

cϕ
, (9c)

ωy = cϕc2θ
(
Θ̇xcψ + Θ̇ysψ

)
, (9d)

ωz = −sϕc2θ
(
Θ̇xcψ + Θ̇ysψ

)
+
cθ

cϕ
ψ̇, (9e)

T = m
√
ẍ2 + ÿ2 + (z̈ + g)2, (9f)

τϕ = Jxω̇x + (Jz − Jy)ωyωz, (9g)
τθ = Jyω̇y + (Jx − Jz)ωzωx, (9h)
τψ = Jzω̇z + (Jy − Jx)ωxωy, (9i)

where c and s are shorthands for cos and sin, respectively.
Due to the length of the intermediary relations, the details of
the calculations in (9) are in Appendix I. Lastly, we express
the angular velocities of each propeller as functions of the
thrust and torques:

Ω2
1

Ω2
2

Ω2
3

Ω2
4

 =


1

4Kb
0 −1

2LKb

−1
4κτ

1
4Kb

−1
2LKb

0 1
4κτ

1
4Kb

0 1
2LKb

−1
4κτ

1
4Kb

1
2LKb

0 1
4κτ



T
τϕ
τθ
τψ

 , (10)

with L the distance from the center of the quadcopter to any
of the propellers, κτ the drag coefficient and Kb a coefficient
depending on the area swept out by the rotor, the density
of the surrounding air, and other proportionality constants
assumed to be known.

We may thus conclude that (9) and (10) express in a
convoluted but explicit manner, the angular velocity of the
propellers in function of the system’s flat outputs.

IV. ENERGY-EFFICIENT TRAJECTORIES

Trajectory planning frequently involves solving a con-
strained optimization problem such as:

min
z(t)

∫ Tf

0

E(z(t))dt (11a)

s.t. gi(z(t)) ≤ 0, 0 ≤ t ≤ Tf , (11b)
hj(z(t)) = 0, 0 ≤ t ≤ Tf . (11c)

The objective is to find a trajectory z(t) which minimizes the
cost E(·) from (11a) while simultaneously respecting (11b)
and (11c) over the time interval [0, Tf ].

To better illustrate the subsequent ideas let us particularize
(11) by taking z(t) as in (1). Then, we have:

• the cost E(·) is taken as the energy consumed along the
time horizon [0, Tf ] and has to be minimized;

• the bounds on the thrust magnitude are denoted by T
and T , respectively; similarly, the bounds on the torques
are denoted by τϕ, τθ, τψ and τϕ, τθ, τψ respectively;
all grouped into inequalities (11b);

• passing through waypoints pwpℓ at times tℓ serves as
constraint equalities (11c).

Thus, (11) is instantiated to the particular form:

min
z(t)

∫ Tf

0

E(z(t))dt (12a)

s.t. T ≤ T (t) ≤ T , ∀t ∈ [0, Tf ] (12b)
τϕ ≤ τϕ(t) ≤ τϕ, ∀t ∈ [0, Tf ] (12c)

τθ ≤ τθ(t) ≤ τθ, ∀t ∈ [0, Tf ] (12d)
τψ ≤ τψ(t) ≤ τψ, ∀t ∈ [0, Tf ] (12e)

z(tℓ) = pwpℓ ,∀ℓ. (12f)

Except very specific cases (e.g., optimal control ap-
proaches for simple dynamics which allow analytic solu-
tions) it is often not possible to numerically solve (11) or
(12), for an arbitrary z(t). The usual approach is to project
z(t) onto a basis of functions and reformulate (12), into a
more manageable discrete optimization problem.

While the terms appearing in the constraints of (12) have
already been described in (9) and (10), we are still left
with the cost expression. The literature considers several
approaches to approximate the energy consumption:

i) proportional to the flying time [6]:

E0 = γ0Tf . (13)

ii) proportional to the travelled distance [5]:

E1 = γ1

∫ Tf

0

∥ż(t)∥2dt. (14)

iii) proportional to the integral of the square of the norm
of the snap [7]:

E2 = γ2

∫ Tf

0

∥z(4)(t)∥22dt. (15)

iv) proportional to the integral of the thrust [2]:

E3 = γ3

∫ Tf

0

T (t)dt. (16)

v) directly, as the power drawn by the motors [11]:

E4 =

∫ Tf

0

4∑
i=1

[
c1 + c2Ωi(t) + c3Ω

2
i (t) + c4Ω

3
i (t)

+ c5Ω
4
i (t) + c6Ω̇i(t) + c7Ω̇

2
i (t)

+ c8Ωi(t)Ω̇i(t) + c9Ω
2
i (t)Ω̇i(t)

]
dt, (17)

with constants ci specific to the motors’ parameters and
the propellers’ geometry:

c1 =
RT 2

g

K2
T

, c2 =
Tg
KT

(
2RDf

KT
+KE

)
,

c3 =
Df

KT

(
RDf

KT
+KE

)
+

2RTgκτ
K2
T

,

c4 =
κτ
KT

(
2RDf

KT
+KE

)
, c5 =

Rκ2τ
K2
T

, c6 =
2RJTg
K2
T

c7 =
RJ2

K2
T

, c8 =
J

KT

(
2RDf

KT
+KE

)
, c9 =

2RJκτ
K2
T

.



Arguably, (13)–(17) offer progressively better approxi-
mations of energy consumption (with (17) being the exact
formula) but at the price of increasingly complex expressions
in terms of the initial flat outputs z(t). In what follows we
integrate a modified form of (17), simplified through the
Schoenberg operator. Let us consider

fc(t) =

4∑
i=1

c1+c2Ωi(t)+c3Ω
2
i (t)+c4Ω

3
i (t)+c5Ω

4
i (t), (18)

which denotes the instantaneous energy cost and where,
under the assumptions that the initial and final angular
velocities of each motor are identical and that the terms as-
sociated to the angular accelerations are negligible, constants
c6, . . . , c9 are discarded. To (18) corresponds

E4c =

∫ Tf

0

fc(t)dt. (19)

Finally, applying the Schoenberg operator (6) to (19), we
obtain an approximation of the energy consumption

E5 = γ5

∫ Tf

0

ñ−1∑
k=0

fc(t̃k)B̃k,p̃,ξ̃(t)dt, (20)

= γ5

ñ−1∑
k=0

fc(t̃k)

∫ Tf

0

B̃k,p̃,ξ̃(t)dt. (21)

Note that (21) allows to tune the complexity of the opti-
mization problem in a controllable manner: by the B-spline
basis size (ñ) we control the complexity of the cost; ñ and the
remaining parameters p̃, ξ̃ influence the approximation error.
Not least, the ‘good’ approximations (16) and (17), need
to be integrated numerically (e.g., by computing a Gauss
quadrature approximation) whereas (21) is derived without
any loss of precision from (20). The resolution of (11) may
be described through a construction similar to the one from
[15, Algorithm 1].

V. VALIDATION THROUGH SIMULATION SCENARIOS

A. Energy profiles approximations

We consider two scenarios with the parameters from Table
I. In both cases, we analyze the actual energy expenditure as
given by (17) versus the various ways to approximate it for
an a priori computed trajectory.

TABLE I: Parameters of the Phantom 2 drone as in [11].
m 1.3 kg R 0.2 Ω
Jx 0.081 kg.m2 Tg 4.10−2 N.m
Jy 0.081 kg.m2 Df 2.10−4 N.m.s.rad−1

Jz 0.142 kg.m2 KE 1.04.10−2V.s.rad−1

L 0.175 m KT 1.04.10−2V.s.rad−1

Kb 3.83.10−6 kg.m J 4.19.10−5 kg.m2

κτ 2.25.10−8 kg.m2

Scenario 1: Non aggressive flight
This is a trajectory typical in precision agriculture applica-
tions. It is inspired from [6] where a multicopter needs to
visit beds and count the number of fruits from different types
(tomato, eggplant and pepper). As some fruits may be seen

from only one side of the beds, the multicopter needs to
pass to both side and compare the position of the fruits that
it is detecting. For simplification, only one layer composed
of 3 × 3 beds is considered as shown in Figure 1 and we
assume that the objective is to count the number of fruits of
each type in all the beds. Constraints on the multicopter’s
position, velocity, acceleration and waypoint passing are
considered. The allowed flying volume is restricted to a box
representing the indoor environment from which a smaller
box including the layer composed of the beds is removed.
For this application, the trajectory can be precomputed off-
line and followed on-line. We focus on trajectory generation
aimed at minimizing the energy expended by the multicopter.
We address this optimization problem by considering a B-
spline curve of degree 6 with 50 control points. The 20
waypoints that the multicopter should visit at time tℓ are
listed in Table II.

Fig. 1: Arena with the beds containing the fruits (Scenario
1).

TABLE II: Waypoint list (Scenario 1).
ℓ 1 2 3 4 5 6 7 8 9 10

1 1 1 1 1 1 1 1 1 1
pwp
ℓ 6 6 6 13.5 13.5 13.5 21 21 21 25.5

2.05 4.85 7.65 7.65 4.85 2.05 2.05 4.85 7.65 7.65
0 0 0 0 0 0 0 0 0 0

tℓ[s] 0 10 20 30 40 50 60 70 80 88
ℓ 11 12 13 14 15 16 17 18 19 20

7 7 7 7 7 7 7 7 7 7
pwp
ℓ 25.5 21 21 21 13.5 13.5 13.5 6 6 6

7.65 7.65 4.85 2.05 2.05 4.85 7.65 7.65 4.85 2.05
π π π π π π π π π π

tℓ[s] 98 106 116 126 136 146 156 166 176 186

The trajectory obtained off-line satisfying the optimization
problem is depicted in Figure 2a. Figure 2b shows the
profiles of the thrust and torques during the simulation. It is
notable that the thrust significantly exceeds the torques for
this non aggressive flight, which explains why the energy
evolution computed using the thrust-based formula, (16),
closely approximates the actual energy consumption (17) in
Figures 3a and 3b. Note that since E0, E3, E4 and E5 are all
similar, they overlap in Figure 3a. The differences are better
observed in Figure 3b. As the flight is non aggressive, the
energy is spent most of the time to counteract the weight of



the UAV, which explains why the formula to compute the
energy using only the time, (13) is quite good. However,
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(b) thrust and torques profiles
Fig. 2: Non-aggressive trajectory generation (Scenario 1).

the energy calculated using the snap (15) and the travelled
distance (14) exhibit a different profile than the actual
energy consumed. The approximation using the Schoenberg
operator (21) outputs the smallest error with the real energy
consumed. The coefficients γ0 = 1313.1, γ1 = 5061.2,
γ2 = 1922700, γ3 = 102.8996 and γ5 = 1 were computed
to obtain the same final value for the consumed energy and
used to compare the energy profiles.

Overall, we may conclude that (16) and (21) are
reasonable approximations when most of the effort is due to
the thrust. In such a scenario, it may be convincingly argued
that the thrust integral or, even better, our Schoenberg’s
approximation give the best result for the required effort.

Scenario 2: Aggressive flight
Having to move quickly between consecutive waypoints
and/or having sharp turns will test the capabilities of the
multicopter and make it function ‘near the limits’. Such
an illustrative example is provided in this scenario via the
waypoints listed in Table III.

A B-spline curve of degree 6, comprising 31 control
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0

0.5

1

1.5

2

2.5
·106

Time t [s]

E0
E1
E2
E3
E4
E5

(a) instantaneous energy estimates

0 20 40 60 80 100 120 140 160 180
0

0.5

1

1.5

2
·105 |E4-E0| |E4-E1| |E4-E2| |E4-E3| |E4-E5|

0 20 40 60 80 100 120 140 160 180
0

1,000

2,000

0 20 40 60 80 100 120 140 160 180
0

20

40

60

80

Time t [s]

(b) relative error estimates with adapted y-axis scale
Fig. 3: Energy estimates (Scenario 1).

TABLE III: Waypoint list (Scenario 2).
ℓ 1 2 3 4 5 6 7 8 9

1 7 13 20 26 20 13 7 1
pwp
ℓ 0 13.5 0 -13.5 0 13.5 0 -13.5 0

2.05 4.85 7.65 4.85 2.05 4.85 7.65 4.85 2.05
0 0 0 π π π π 0 0

tℓ[s] 0 2 4 6 8 10 12 14 16

points, is generated to traverse all waypoints (for x, y, z, and
ψ) at specified times. The optimization problem is solved
offline, and the resulting trajectory of the multicopter is
depicted in Figure 4a. Figure 4b shows higher values for
thrust and torques, indicating a more aggressive trajectory.
The torques, not always negligible compared to thrust, lead to
inaccuracies in the energy profile computed using the thrust-
based formula (16), as demonstrated in Figure 5a.

This confirms the findings of [2], suggesting that the
thrust integral’s approximation of energy consumption is
valid only for non-aggressive flights. Moreover, for this
scenario, our approximation of the energy consumption us-
ing the Schoenberg operator (21) is much better than the
other approximations as can be seen in Figures 5a and 5b.
Coefficients γ0 = 14158, γ1 = 199.6485, γ2 = 0.4819,
γ3 = 728.8035, and γ5 = 1.0527 were post-computed to
compare energy profiles.
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Fig. 4: Aggressive trajectory generation (Scenario 2).

To assess the performance of the approximation. we ex-
panded the basis functions from 31 to 109 for the Schoenberg
operator.

In Figure 6, we show the influence of the expansion of
the basis functions in the approximation error for the energy
consumption. It is shown that the error depends on the
number and position of the Greville points in the expected
manner: more points lead to a better approximation, at the
price of a higher computational time.

B. Energy minimization via optimization (12)

For the optimization problem proposed in (12) we con-
sider the waypoints given in Table III with the associated
times multiplied by 2.5 to ensure a trajectory of moderate
aggressiveness, lasting Tf = 40 s. Initial and final condi-
tions dictate that the multicopter is hovering, meaning that
derivatives along the x, y and z axes have zero values.
The bounds in (12) are: T = 12.11 N, T = 13.39 N,
−τϕ = −τθ = −τψ = τϕ = τθ = τψ = 0.1 N.m. The yaw
angle profile is prescribed as a given B-spline. The objective
is to obtain the control point matrix corresponding to the
trajectory along the x, y and z axes that minimizes our energy
approximation given in (21), using the Schoenberg operator
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Fig. 5: Energy estimates (Scenario 2).
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Fig. 6: Energy consumption error computed as in (21) with
different ñ (Scenario 2).

with 109 Greville points. To fully leverage the Schoenberg
approximations, we also approximate the thrust constraint
(12b) and the torques constraints (12c), (12d), (12e). With-
out these approximations, solving the optimization problem
proves to be infeasible due to various numerical issues and
the complex formulas for thrust and torques. To compensate
the approximation error due to the use of the Schoenberg
operator, we tightened the bounds on the thrust by 0.1 N,
meaning that we imposed the values of the thrust at the
Greville points to stay inside the interval [12.21, 13.29] N.

We used CasADi [23], a highly efficient tool for solving
nonlinear optimization problems. The IPOPT solver [24]
returned a feasible solution after 700 iterations in 405 s using
Matlab 2023a. Trajectory and constraints verification are
depicted in Figures 7 and 8. It is evident that all constraints,
including initial and final conditions, are satisfied as torques
have zero values and thrust is equal to mg at the start and
end of the figures.
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Fig. 8: Constraints satisfaction for thrust and torques, (12b),
(12c), (12d), (12e).

VI. CONCLUSION

We formulated energy consumption as a function of B-
spline control points, enabling to optimize the energy ex-
penditure across the entire trajectory. Using the Schoenberg
quasi-interpolant, we effectively managed the complexity of
representation, reducing computational overhead. Analysis
for aggressive and non-aggressive trajectories planning of
a multicopter systems validated our approach. These re-
sults underscored the potential impact and versatility of our
methodology which can be applied to every system admiting
a flat representation. Future research will focus on analyzing
the approximation error introduced by the Schoenberg oper-
ator and extending the algorithm to accommodate multiple
multicopters, considering inter-multicopter communication
range, obstacle and collision avoidance.
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APPENDIX I
DETAILED MATHEMATICAL MULTICOPTER MODEL

For further use we denote

λ = ẍ2 + ÿ2 + (z̈ + g)2 (22)

We derive first the auxiliary terms Φx, Φy , Θx and Θy , used
for the Euler angle computations

Φx = ẍ/
√
λ, Φy = ÿ/

√
λ, (23a)

Θx = ẍ/(z̈ + g), Θy = ÿ/(z̈ + g). (23b)

Next, we obtain first and second order derivatives, for use
in the quadcopter’s angular velocities (inertial frame) and
angular accelerations (body frame)

Φ̇x =
[ ...
x (ÿ2 + (z̈ + g)2)− ẍ(ÿ

...
y + (z̈ + g)

...
z )

]
/λ

3
2 ,

(23c)

Φ̇y =
[ ...
y (ẍ2 + (z̈ + g)2)− ÿ(ẍ

...
x + (z̈ + g)

...
z )

]
/λ

3
2 ,

(23d)

Θ̇x =

...
x (z̈ + g)− ẍ

...
z

(z̈ + g)2
, Θ̇y =

...
y (z̈ + g)− ÿ

...
z

(z̈ + g)2
, (23e)

Φ̈x =
[
x(4)(ÿ2 + (z̈ + g)2) +

...
x (

...
y ÿ +

...
z (z̈ + g))− ẍ(

...
y 2

+ ÿy(4) +
...
z 2 + z(4)(z̈ + g))

]
/λ

3
2

−
[
3
( ...
x (ÿ2 + (z̈ + g)2)− ẍ(ÿ

...
y + (z̈ + g)

...
z )

)
· ( ...
x ẍ+

...
y ÿ +

...
z (z̈ + g))

]
/λ

5
2 , (23f)

Φ̈y =
[
y(4)(ẍ2 + (z̈ + g)2) +

...
y (

...
x ẍ+

...
z (z̈ + g))− ÿ(

...
x 2

+ ẍx(4) +
...
z 2 + z(4)(z̈ + g))

]
/λ

3
2

−
[
3
( ...
y (ẍ2 + (z̈ + g)2)− ÿ(ẍ

...
x + (z̈ + g)

...
z )

)
· ( ...
x ẍ+

...
y ÿ +

...
z (z̈ + g))

]
/λ

5
2 , (23g)

Θ̈x =
[
(x(4)(z̈ + g)− ẍz(4))(z̈ + g)

− 2
...
z (

...
x (z̈ + g)− ẍ

...
z )

]
/(z̈ + g)3, (23h)

Θ̈y =
[
(y(4)(z̈ + g)− ÿz(4))(z̈ + g)

− 2
...
z (

...
y (z̈ + g)− ÿ

...
z )

]
/(z̈ + g)3. (23i)

These elements allow to compute the angular velocities
(inertial frame)

ϕ̇ =
(ψ̇Φx − Φ̇y)cψ + (ψ̇Φy + Φ̇x)sψ√

1− (Φxsψ − Φycψ)2
, (23j)

θ̇ =
(Θ̇x + ψ̇Θy)cψ + (Θ̇y − ψ̇Θx)sψ

1 + (Θxcψ +Θysψ)2
, (23k)

and the angular accelerations (body frame)

ω̇x =
[
((Φ̈x + ψ̇Φ̇y)sψ + (Φ̇xψ̇ − Φ̈y)cψ)cϕ

+ ϕ̇sϕ(Φ̇xsψ − Φ̇ycψ)
]
/c2ϕ, (23l)

ω̇y =− (ϕ̇sϕc2θ + θ̇s2θcϕ)(Θ̇xcψ + Θ̇ysψ) (23m)

+ cϕc2θ(cψ(Θ̈x + ψ̇Θ̇y) + sψ(Θ̈y − ψ̇Θ̇x)),

ω̇z =(−ϕ̇cϕc2θ + θ̇sϕs2θ)(Θ̇xcψ + Θ̇ysψ)

− sϕc2θ((Θ̈x + ψ̇Θ̇y)cψ + (Θ̈y − ψ̇Θ̇x)sψ)

+
(ψ̈cθ − θ̇ψ̇sθ)cϕ+ ψ̇ϕ̇sϕcθ

c2ϕ
. (23n)


