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Interdisciplinary Corpus-based Approach for Exploring Multimodal
Conversational Feedback

AURIANE BOUDIN∗, Aix Marseille Univ, CNRS, LPL, Aix-en-Provence, France and Aix Marseille Univ, CNRS, LIS,

Marseille, France

During spontaneous conversation, interlocutors have three possible actions: speak, be silent or produce feedback. In order to better
understand the mechanisms that render spontaneous interactions successful, this PhD research focuses on conversational feedback. It
is the reactions/responses produced by an interlocutor in a listening position. Feedback is a phenomenon of deep importance for the
quality of the interaction. It allows interlocutors to share relevant information about understanding, establishment/upgrading of the
common ground, engagement and shared representations. The objective of the PhD is to propose a multimodal model of conversational
feedback. The methodological approach is interdisciplinary, combining a corpus analysis, based on machine learning enhanced by a
linguistic interpretation. The resulting model will be evaluated through its integration in an Embodied Conversational Agent (ECA)
with perspective studies.
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1 INTRODUCTION

During spontaneous conversation, interlocutors collaborate in order to reach the communicative goal and make the
interaction successful. The role between the main speaker (who holds the floor) and the listener (who is actively
listening) is dynamically changing. In listening position, the interlocutors provide information to the main speaker
about his/her understanding but can also provide an evaluation of the semantic and pragmatic content produces by
the main speaker. These reactions are called feedback (or backchannel) and are of deep importance to help the main
speaker in the elaboration of his/her discourse and to guide the conversational directory [Bertrand 2021]. Feedback is
also crucial for updating the shared knowledge (common ground) [Clark 1996; Horton 2017] and promoting alignment
between interlocutors [Bavelas et al. 2000; Pickering and Garrod 2021, 2013]. Without any reactions from the listener,
achieving a successful interaction is almost impossible.

If feedback is essential in human/human interaction, it is also of deep importance to obtain natural conversation
between a human and a machine. Indeed, a virtual agent for instance, have to produce feedback at the right time and of
the appropriate type. Moreover, depending on the goal of the interaction, the virtual agent has to balance it feedback
production to provide the appropriate listening behavior [Glas and Pelachaud 2015; Poppe et al. 2011, 2010].

The aim of this PhD research is to better characterize human/human spontaneous conversations at the linguistic,
cognitive and neurophysiological level. Thanks to an inter-disciplinary approach, a theoretical and computational
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model of feedback will be proposed, by studying it at three different levels: the feedback perception (by the main
speaker), the feedback production (by the listener) and the role of feedback in the production/perception loop (the whole
interaction). The elaboration of a theoretical and computational model of feedback is twofold. First, the theoretical
model will allowed to compute an efficient model that automatically predicts the feedback position and type. Secondly,
implementing the computational model in a dialog system will allow to use a virtual agent as an experimental platform
to validate the theoretical description of feedback.

The contributions of this thesis is to propose a model of great utility in interactional linguistic and in human/machine
interaction field but also to explore new methods of scientific experimentation.

2 FEEDBACK DEFINITION

2.1 Background

The notion of feedbackwas introduced a long time ago [Schegloff 1982] in the perspective of underlining the collaboration
between interlocutors during interaction. Feedback is an unimodal and/or a multimodal reaction produces by an
interlocutor in a listening position (referred to as a listener). It can have different forms: nods, smile, laughter, short
verbalization, facial expressions, eyebrow movements, hand gestures etc. According to [Bavelas et al. 2000], feedback can
be a generic response or a specific response. Generic feedback simply shows understanding and interest by mostly using
nods and/or short vocalizations (e.g. ”yeah”, ”mhmh”, ”okay” ). On their side, specific feedback is a context-dependent
response, that react to the semantic and pragmatic content produce by the main speaker. Their form of realization can
thereby be more or less complex, and can include longer verbalization (e.g. ”oh my god”, ”oh wow”, ”really” ) and/or
particular element (wince, exclamation, rising tone, etc.). Specific feedback can show different attitudes (surprise,
amusement, enthusiasm, etc.) and can have an evaluative function. Several studies [Bertrand and Espesser 2017; Stivers
2008; Tolins and Fox Tree 2014] have confirmed the relevance of such a typology.

2.2 Proposed definition

The first step of this thesis was to propose a new definition of feedback that fits with the linguistic and machine learning
aspects.

The proposed definition is based on two types (generic and specific) and two sub-types for the specific feedback
(positive/negative; given/new). This enabled us to take into account the multi-functionality of feedback with only five
categories (generic, positive-new, positive-given, negative-new, negative-given).

Generic vs. Specific: Generic feedback is a consistent phenomenon which mainly takes the form of a nod, an
interjection, a smile or a combination/repetition of these elements. Generic feedback has more restricted functions than
specific feedback. Since generic feedback is homogeneous in form (limited to a defined list of realizations [Prévot et al.
2016]) and in function (mostly grounding and understanding), they do not need a more detailed typology. Conversely,
specific feedback is more context-dependent and related to semantic interpretation. It can be composed of various
visual and/or vocal elements (marked intonation, longer lexicalization, laughter, eyebrow movements, smiles, head
movements or facial expressions). Specific feedback can convey different attitudinal/emotional values that we represent
by a finer classification using two levels of sub-classes.

Positive vs. Negative: Specific feedback is classify regarding to the polarity of the main speaker discourse. Did the
feedback react to something positive or to something negative? Did the speaker talk about an experience or an event
that he/she was evaluating negatively by expressing a criticism, sadness or hunger, etc? Or on the contrary, was he/she
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evaluating positively with joy or humor, etc? This positive versus negative aspect of feedback represents the polarity
of the semantic and pragmatic content produced by the main speaker, to which the listener responds. It reflects the
polarity alignment between the interlocutors.1

Given vs. New: Specific feedback is also classify regarding to the common ground (i.e. the shared knowledge
between the interlocutors). The given type refers to an information already present in the common ground, the listener
is reacting to an information that he/she already knows. The new type refers to a new instance in the common ground
of the listener, here the feedback reacts to the introduction of a new information or to an element that modifies an
information already known.

Both speaker and listener information define the feedback category. Each category should be associated with
stereotypical characteristics composing the feedback form (i.e. the elements used by the listener to produce the
feedback). There is not a one to one mapping between the feedback category and the feedback form. Nonetheless, the
assumption is that some combinations of elements are more frequently used in one category of feedback (e.g. raised
eyebrows and smile for a positive-new feedback ; raised eyebrows and neutral face for a negative-new feedback). By
using this typology, we can imagine to propose a directory of possibles feedback form within each category. This will
allow to introduce more variability in the behavior of ECA during feedback production.

3 RELATEDWORKS

3.1 Feedback inviting-features

Several works based on corpus analysis have shown that the production of feedback can be triggered by different
multimodal cues from the speaker’s speech. The different features are summarized in 1.

• Prosodic features [Brusco et al. 2020; Gravano and Hirschberg 2011; Koiso et al. 1998; Poppe et al. 2010; Terrell
and Mutlu 2012; Ward 1996; Ward and Tsukahara 2000]

• Morpho-syntactic features [Bertrand et al. 2007; Gravano and Hirschberg 2011; Ward and Tsukahara 2000]
• Mimo-gestural features [Allwood and Cerrato 2003; Ferré and Renaudier 2017; Poppe et al. 2010; Stivers 2008;
Terrell and Mutlu 2012]

3.2 Feedback predictive models

Different computational models have been proposed to automatically predict feedback. Nowadays, they are mainly
based on a machine learning approach from a conversational corpus. In most cases, the models focus either on verbal
feedback [Cathcart et al. 2003; Okato et al. 1996; Ward and Tsukahara 2000] or gestural feedback [Morency et al. 2010;
Ozkan and Morency 2010]. Very few works have considered both gestural and verbal feedback prediction [De Kok et al.
2010; Fujie et al. 2004]. Moreover, existing models usually only focus on the most general type of feedback such as mh,

yeah or nods. Only a few works have recently started to study more complex feedback [Jang et al. 2021; Kawahara et al.
2016; Ortega et al. 2020].

We can find in the literature two types of method for predicting feedback. The first concerns the temporal prediction
and consists in identifying whether or not a feedback may occur, for each timestamp (for example every 50ms). The
second method consists in studying what happens at specific positions such as pauses. In this case, the task consists
in predicting whether the next event after the pause will be a feedback, a turn change or a turn hold. The works are

1Note that we did not consider negative feedback as an inappropriate feedback or a feedback rejected by the main speaker, as other works have done in
the past
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Table 1. Summary of feedback and non-feedback predictive cues listed in the state of the art per type of features: Prosodic, Lexico-syntactic
and Mimo-gestural. Abbreviations: Inter-Pausal-Unit (IPU), Determinant (Det), Common Noun (NN), Adjective (Adj).

Cue Feedback No Feedback

Prosodic Flat-fall ; rise-fall ; high-rise ; low-rise Flat intonation
High peak of energy Low peak of energy
Final vocalic lengthening Short duration of the final phonemes
Low pitch period ; High pitch
Long IPU duration
Speech rate
Low noise-to-harmonics-ratio

Lexico-syntaxic POS bigram: Det-NN ; Adj-NN, NN-NN Det
Connectives close Interjections
Disfluencies Conjunctions
Final particles Speech markers

Mimo-gestural Speaker looks at the interlocutor Speaker does not look at the interlocutor
Headnods
Smile

Table 2. Summary of the literature on feedback prediction with objective evaluation. Method column refers to the algorithm:
Rule-based (RB), Conditional Random Fields (CRF), Hidden Markov Model (HMM), Deep Neural Network (DNN), Long
Short-Term Memory, Latent Mixture of Discriminative Experts (LSTM). Feedback columns refers to the feedback studied,
first letter indicates the type predicted: only Generic (G), or also Specific (G/S); second letter refers to modality: Verbal (V)
and/or Gestural (G). Features column refers to the type of feature: Prosodic (P),Morpho-syntactic (M), Gestural/Visual (G),
Auto-regressive (A). Margin of error (MoE) column indicates the window used to evaluate feedback from the onset of the ground
truth (- indicates missing information). Scores column contain the metrics and associated scores: f-score (F), Precision (P), Recall
(R).

Paper Method Feedback Features MoE Scores

[Ward and Tsukahara 2000] RB G-V P ± 500ms P = 0.18 R = 0.48
[Cathcart et al. 2003] RB G-V P M - F = 0.35 P = 0.29 R = 0.43
[Truong et al. 2010] RB G/S-V P ± 500ms F ≈ 0.14 P ≈ 0.22 R ≈ 0.11
[Ozkan and Morency 2010] CRF G-G P M G FB interval F = 0.32 P = 0.24 R = 0.49
[Morency et al. 2010] CRF HMM G-G P M G FB interval F = 0.26 P = 0.19 R = 0.41
[De Kok et al. 2010] CRF G-V/G P M G - F = 0.26 P = 0.27 R = 0.26
[Ozkan and Morency 2012] LMDE G-G P M G ± 500ms F = 0.30 P = 0.20 R = 0.64
[Mueller et al. 2015] DNN G-V P ± 200ms F = 0.11
[Ruede et al. 2019] LSTM G/S-V P M A + 1s F = 0.39 P = 0.31 R = 0.51

summarized in Table 2 and 3. They focus on methodological differences in feedback definition, feature selection and
evaluation methods.

4 TECHNICAL & THEORETICAL CHALLENGES

In this section, I aim at highlighting the different reasons explaining the task complexity of feedback prediction.

• Feedback definition: the first difficulty is the variability of feedback definition from one study to another.
By their multimodal and functional characteristics, feedback can include a large set of behaviors. Between the
strictest and the broadest definition, problematic becomes completely different.
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Table 3. Summary of the literature on feedback classification in an offline fashion. Prediction columns refers to the classification task:
Feedback (FB), Turn Taking (TT), Turn Taking Willingness (TTW), Waiting (W), Feedback Form (FF), Feedback Type
(FT). Location column describe the site where classifications are done. Features column refers to the type of features used: Prosodic (P),
Morpho-syntactic (M), Gestural (G), Contextual (C), Lexical (L), Sentiment (S), Acoustic (A). Scores column present the metrics
used and scores: Accuracy (A), F-score (F).

Paper Algorithm Prediction Location Features Scores

[Kitaoka et al. 2006] C4.5 FB/TT/W Pauses P M F(FB) = 27 F(TT)
= 54 F(W) = 60

[Meena et al. 2014] J48 Hold/Response IPUs end P M C A = 84
[Kawahara et al. 2016] Logit FF Boundaries end P M F = 0.66
[Ishii et al. 2021] Adam FB/TT/TMW IPUs end A G L F = 0.85
[Jang et al. 2021] LSTM

KoBert
FT Feedback interval P L S F = 0.76

• The data raise two major points to consider. First, data used can differ by the type of interaction and by the task
realized by the participants during data collection. Previous studies mainly used audio-only corpus, map task,
doctor/patient dialog or short narration. In order to investigate feedback in the most complete way and to propose
a generic model of feedback, audio-visual corpora of spontaneous conversation are necessary. The second point
is the imbalance character of these data. For continuous prediction, feedback instances are much less present in
interaction than no-feedback instances. Specifically, during spontaneous conversation, it is complicated to predict
who is currently speaking. It involves difficulties for training and evaluating the models. By consequences, data
of substantial size are required. This implies to lead automatic, semi-automatic and manual annotations.

• Features: the state-of-the art has identify feedback predictive cues in different modalities (prosodic, morpho-
syntactic, lexical, acoustic, gestural). The problem of dimensionality in machine learning techniques, confronts
to make choices in the information give as input to the model. Moreover, the time elapsed between the start of a
feature and the time required to trigger a feedback, is not yet very well established. A features selection work is
then of deep importance.

• Models: related works list many techniques to predict feedback, from very manual (rules-based approach) to
fully automatic, whether for features extraction or prediction. The results are hardly comparable given that
different data, features, evaluation, margin of error are used in each study. It is thus complicated to settle which
model is the best.

• Evaluation: this is the consequence of all the problems mentioned above. As explained, feedback can cover
several behaviors. Interlocutors are able to grab feedback opportunity, according to the signal produced by
the main speaker. There is a lot of variability in feedback production. A listener can decide to be more or less
expressive and to pick a few or a lot of feedback opportunities. Listener have also different possibilities to realize
the feedback (modality of production, intensity, lengthening, etc.). This variability exists between and within
subjects. That renders objective evaluation difficult and provide scores that are not relevant enough to say if
a predictive model is accurate or not. These problems are raised in a large quantity of works, referred as the
expressiveness problem in [Morency et al. 2010].
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5 HYPOTHESIS

5.1 Feedback production

• The first hypothesis is that the new feedback classification proposed (generic, positive-new, positive-given,
negative-new, negative-given) will allow to cover most of the listening behaviors. This classification is large
enough to use machine learning techniques and enough fine-grained to segregate the main strategies use by the
listeners.

• The second hypothesis is that within each of the five feedback categories, we can find some stereotypical pattern
in the feedback form. The feedback form is defined by the elements that composed the feedback: verbalization,
prosody, energy, facial expressions (e.g. eyebrows, smile), gesture, posture, etc. If this hypothesis is confirmed,
the feedback classification proposed will be of great importance to improve feedback generation in dialog system.

• The third hypothesis is that the signal of the main speaker provides relevant information (referred to as features)
that allow the prediction of feedback (for the listener and for machine learning). Feedback can be triggered either
by prominent features or by the combination of less prominent features. The probability to obtain a feedback
depends on the weight and on the number of features produced by the main speaker in a given window. For
each generic and specific types and sub-types, different sets of feedback-inviting features should be significant.

5.2 Feedback perception

• The fourth hypothesis is that more a feedback form is complex, more the engagement of the listener is perceived
as high. In other words, if a lot of elements composed the feedback and/or the feedback is realized with high
variation and intensity (prosody and gesture) more the listener will seem involved in the interaction.

• The fifth hypothesis is related to the acceptable delay (or reaction time) to produce a feedback. We observe in the
literature, a high variability in the score of the models depending on the window of evaluation used. Most studies
use a margin of error of 500ms when evaluating the models. Nonetheless, I think a longer delay than 500ms may
be correctly perceived and thus acceptable (up to 1000-1500ms), as long as the feedback type is respected.

5.3 Production-Perception

• The sixth hypothesis is that the absence of feedback or it decreases in quantity, will negatively impact the main
speaker production and his/her engagement in the interaction. This can be measured at different multimodal
levels: discourse complexity, lexical richness, speech rate, F0 variation, utterance duration, quantity and amplitude
of gesture.

• The seventh hypothesis is that an alignment between a speaker and a listener can be found on the frequency
band oscillation between a speaker and a listener that are fully engaged in the interaction, where a misalignment
can be measured when the interlocutors are disengaged.

6 RESEARCH PLAN

6.1 First year: State-of-the-art and building a predictive model to explore feedback characteristics

• State-of-the art in linguistic and machine learning.
• New feedback classification based on the original distinction between generic and specific from [Bavelas et al.
2000].
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• Annotation of feedback according to the generic/specific dichotomy and the two sub-types for specific feedback
(positive/negative ; given/new).

• Computation of a hierarchical model to predict the feedback position and type with objective evaluation using a
logistic regression.

• Interpretation of the significant features selected by the model.
• Analysis of the element that composed the feedback according to the feedback type.

6.2 Second year: Improve the predictive model and identifying the best parameters of the model by an
experimental approach

• Improve the prediction of feedback by adding more features and by testing other machine learning algorithms
(CRF, SVM, etc.).

• Perceptual experiment: editing videos of utterance/feedback sequences with delay from -1500ms to 2000ms by
steps of 500ms in order to find the maximal time of anticipation and of delay of feedback for the objective and
subjective evaluation of the model. The feedback selected as stimuli have been correctly predicted by the first
model, in a window of 2 seconds around the original feedback onset.

• Behavioral experiment: dyadic interaction with audio-video and dual EEG recording where a participant is
telling a story in front of a) an attentive listener or b) a distract listener (adaptation of the experimental protocol
proposed by [Bavelas et al. 2000]).

• Analysis of the perceptual experiment results.

6.3 Third year: Integrating the model in an dialog system and embodied agent to evaluate it in
human/machine interaction

• Implementation of the predictive model in a dialog system and its evaluation with a virtual agent.
• Replication of the behavioral study by replacing the listener by a virtual agent. For the distracted condition, the
agent will produce only generic feedback and with less occurrences.

• Analysis of the behavioral results.

7 RESULTS

The results of the first year of the PhD led to three publications: two conference papers in international conferences
[Boudin et al. 2022a, 2021], and one journal paper in an international journal currently under review [Boudin et al.
2022b].

In [Boudin et al. 2021] we present our fine-grained feedback classification and a hierarchical model that predicts the
feedback position and the feedback type.

In [Boudin et al. 2022b], we present also a hierarchical model that predicts feedback position and type with major
improvements of the model at several points. A larger dataset is used and an important work of features engineering
have been realized. An extensive state-of-the-art allowed to present the main complexity factors of feedback prediction.
Finally, we propose a linguistic interpretation of the features selected by the models which is of deep importance for
further works in the field.

In [Boudin et al. 2022a], we present a more focused study where we have looked at the smile, smile intensity and
laughter used during feedback production. The alignment between the speaker and the listener have been computed
and a predictive model of the smile and smile intensity during feedback production lead to encouraging results.
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