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SIMPLY TYPED CONVERTIBILITY IS TOWER-COMPLETE
EVEN FOR SAFE LAMBDA-TERMS

LÊ THÀNH DŨNG (TITO) NGUYỄN

Laboratoire de l’informatique du parallélisme (LIP), École normale supérieure de Lyon, France
e-mail address: nltd@nguyentito.eu

Abstract. We consider the following decision problem: given two simply typed λ-terms,
are they β-convertible? Equivalently, do they have the same normal form? It is famously
non-elementary, but the precise complexity – namely Tower-complete – is lesser known.
One goal of this short paper is to popularize this fact.

Our original contribution is to show that the problem stays Tower-complete when the
two input terms belong to Blum and Ong’s safe λ-calculus, a fragment of the simply typed
λ-calculus arising from the study of higher-order recursion schemes. Previously, the best
known lower bound for this safe β-convertibility problem was PSpace-hardness. Our proof
proceeds by reduction from the star-free expression equivalence problem, taking inspiration
from the author’s work with Pradic on “implicit automata in typed λ-calculi”.

These results also hold for βη-convertibility.

1. Introduction

Consider the following simply typed β-convertibility problem:
• Input: two simply typed λ-terms t and u of the same type – this involves some choices of

representation for such terms, that will be discussed later (§1.3).
• Output: does t =β u hold? Equivalently – since β-reduction is confluent and terminating

in the simply typed λ-calculus – do t and u have the same normal form?
This is, of course, a fundamental decision problem concerning the λ-calculus. For example,
the special case when t : Bool = o → o → o and u = true = λxo. λyo. x amounts to
evaluating the result of the program t. (Here, o is the single base type that we work with: our
grammar of simple types is A,B ::= o | A → B.) Also, proof assistants based on dependent
types often need to check whether two terms are definitionally equal – which is nothing more
than the generalization of the above problem to more sophisticated type theories. For these
reasons, there have been many works on deciding convertibility efficiently, such as [Con20].
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To find out whether t =β u, a naive approach is to normalize both t and u and then
compare their normal forms. However, it is not always the best course of action: see, for
instance, the practical remarks of [Asp17, Section 4] or the use of denotational semantics to
decide convertibility in [Ter12].

1.1. Complexity of β-convertibility. A well-known result of Statman [Sta79] is that
simply typed β-convertibility is not in the complexity class Elementary, whose definition
we recall now. Let 2n0 = n and 2nk+1 = 22

n
k . A function is in the class k-FExpTime when

it can be computed in time bounded by 2
P (input size)
k for some polynomial P ; and the class

FElementary of elementary recursive functions is the union of all the k-FExpTime classes
for k ∈ N. By Elementary, we refer to the class of decision problems that, when seen as
functions returning a boolean, belong to FElementary.

The statement of Statman’s theorem can be strengthened as follows. Let tower(n) = 21n.
The complexity class Tower consists of the decision problems that can be solved in time
tower(2

P (input size)
k ) for some polynomial P and some k ∈ N. A problem is Tower-hard

when every problem in Tower reduces to it via many-one FElementary reductions. By
the time hierarchy theorem, a Tower-hard problem cannot be in Elementary.

Theorem 1.1. Simply typed β-convertibility is Tower-complete (that is, it belongs to the
class Tower, and is at the same time Tower-hard).

The hardness part is actually implicit in Statman’s proof [Sta79]: it provides a reduction
from a problem which is essentially the same as the Tower-complete Higher-Order Quantified
Boolean Satisfiability (HOSAT) problem. For a more detailed discussion of this point, see the
“related work” paragraph of [CHHM22, Section 3]; let us also mention that Mairson [Mai92]
has given a simpler reduction from HOSAT to simply typed β-convertibility. In fact, in his
relatively recent article [Sch16] where the complexity class Tower is explictly introduced
for the first time, Schmitz observes that many non-elementary lower bounds in the literature
can be read as proofs of Tower-hardness – and he mentions the example of simply typed
β-convertibility [Sch16, §3.1.2].

As for membership in Tower, it is known to be the “easy part” of Theorem 1.1. In
Section 2, we recall some folklore ideas about normalization in the simply typed λ-calculus,
and observe that they yield a Tower algorithm for β-convertibility. Section 2 also discusses
how the complexity of normalizing a λ-term is controlled by the degree and the order of the
types that it contains – defined respectively as deg(o) = ord(o) = 0 and

deg(A → B) = max(deg(A),deg(B)) + 1 ord(A → B) = max(ord(A) + 1, ord(B))

In other words, the degree of a type is the height of its syntax tree, while the order is the
nesting depth of function arrows to the left.

1.2. The case of the safe λ-calculus. Coincidentally, the order of a simple type is also
central to the definition of safe fragment of the simply typed λ-calculus, even though the
motivation that led Blum and Ong [BO09, Blu09] to introduce this fragment were unrelated
to computational complexity. (We discuss this background in Section 3.5.2.)

Let us recall briefly the definition of the safe λ-calculus. Let t be a simply typed λ-term
in “Church style” – i.e., the variables have type annotations ensuring that the type of each
subterm of t is uniquely determined. Then t is unsafe if it contains a subterm u : A that
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• contains some free variable x : B with ord(B) < ord(A)
• while being in “unsafe position”, that is:

– either u equals t itself,
– or u is in argument position: t = C[v u] for some term v and one-hole context C[·],
– or u is applied to some argument (t = C[u v]) but u itself is not an application.

A safe λ-term is, obviously, a simply typed λ-term that is not unsafe. For example:

λf (o→o)→o. f (λxo. f (λyo.

free variable of type o ⇝ order 0
↓
x︸ ︷︷ ︸

argument subterm of type (o→o) ⇝ order 1

)) is unsafe λf (o→o)→o. f (λxo. f (λyo. y)) is safe

The precise complexity of deciding β-convertibility on safe λ-terms has been an open problem
until now. In their paper introducing the safe λ-calculus, Blum and Ong prove that it is
PSpace-hard [BO09, Section 3]. This lower bound is far below Tower, but they argue that
both Statman’s proof [Sta79] of the hardness part in Theorem 1.1 and its simplification by
Mairson [Mai92] fundamentally require unsafe terms. To quote [BO09, §3.1], this “does not
rule out the possibility that another non-elementary problem is encodable in the safe lambda
calculus”. This is precisely what our original contribution here is about:

Theorem 1.2. β-convertibility in the safe λ-calculus is Tower-complete.

Membership in Tower follows, of course, from the “easy part” of Theorem 1.1, which
is the topic of Section 2. We establish Tower-hardness in Section 3 even for the special
case of “homogeneous long-safe” λ-terms of type Bool (Theorem 3.1), by reduction from a
standard problem in automata theory: star-free expression equivalence. As a corollary, this
provides an alternative proof of the “hard part” of Theorem 1.1.

1.3. Some pedantic points. Traditionally, the simply typed λ-calculus (and its safe
fragment) can be presented in two ways (cf. [KSW16]). We already mentioned the intrinsically
typed “Church style”. By contrast, in “Curry style”, a λ-term is given without type annotations,
and may satisfy several different typing judgments (e.g. ⊢ λxy. x : A → B → A for all simple
types A and B). We might therefore consider two extreme choices when specifying the
input for the simply typed β-convertibility problem, that might a priori make a difference
regarding computational complexity:
(1) All variables in the input terms are fully annotated with their types, and these annotations

are counted in the size of the input.
(2) There are no types in the input at all: we are given two untyped terms t and u, with the

promise that there exists some simple type A such that ⊢ t : A and ⊢ u : A.
The mathematical equivalence of these two questions already requires some care. It is
not the case in general for type theories that type erasure is injective modulo conversion:
for example, in the polymorphic λ-calculus (System F), there are Church-style λ-terms
of the same type that are not convertible even though the underlying untyped terms are
β-convertible.1 However, this does not happen in the simply typed λ-calculus, because:

Fact 1.3. A Church-style simply typed λ-term in normal form2 can be reconstructed uniquely
from its type and its underlying untyped term.

1In System F, the latter condition is called “Strachey equivalence” [PA93, §2.2], see also [JT18].
2The normal form assumption is required to exclude counter-examples such as (λxy. y) (λz. z) : A → A

where, even when a specific A is fixed, x can be given any type of the form B → B.
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Complexity-wise, (1) is easier than (2): simply erasing all types in the input gives a
trivial reduction. Conversely, type inference for the simply typed λ-calculus can be performed
in linear time, using first-order unification (see e.g. [Wan87]) – this also works for inferring a
common simple type for a pair (t, u) of λ-terms, by adding an equation to the unification
problem. A solution to this unification problem – of size O(|t| + |u|) – also gives us the
type annotations to add to t and u; we can ask a unification algorithm to return a unifier
that has linear size using a representation of the syntax trees as directed acyclic graphs (in
order to share subtrees), cf. [BN98, Sections 4.8 and 4.9]. Note that this guarantees that
ord(A) ⩽ deg(A) = O(|t|+ |u|) for any type A among the computed annotations.

Thus, there is a linear time reduction from (2) to the variant (1’) of (1) where such
shared representations are allowed for the types. In turn, (1’) reduces to (1) in exponential
time by unfolding the syntax trees of the types. Since 1-FExpTime ⊂ FElementary, this
does not make a difference regarding membership in or hardness for Tower.

1.4. The η rule. Theorems 1.1 and 1.2 also hold for βη-conversion.
For the hardness part, this is because we prove it for the problem restricted to λ-terms

of type Bool, and βη-convertibility coincides with β-convertibility at type Bool. (Indeed, for
every t : Bool, either t =β true or t =β false = λxo. λyo. y, and true ̸=βη false.)

For the complexity upper bound, note that Section 2 actually gives an algorithm for
computing the β-normal form t′ of a simply typed λ-term t. Once we have t′, applying
η-reductions takes time |t′|O(1) until a βη-normal form3 is reached. And testing whether
two terms are βη-convertible can be done by comparing their βη-normal forms for equality4,
thanks to the confluence of βη-reduction on simply typed λ-terms of a fixed type – a fact
shown in [Geu92] which is a bit more subtle than one could expect. This also means that we
can invoke Fact 1.3 again to conclude that the Church-style and Curry-style variants of the
βη-convertibility problem are equivalent.

But this does not work anymore when we add sum types endowed with the “strong” η
rule: in this setting, “there can be no λ-calculus with sums à la Curry” [MS15, §I(a)] because
untyped βη-conversion is inconsistent (that is, it equates all λ-terms). In fact, decidability of
βη-convertibility for a simply typed λ-calculus with sums and the empty type, using typed
conversion rules, has only been proved relatively recently [Sch17]. As future work, it could
be interesting to know whether this problem is still in Tower.

2. Simply typed β-convertibility is in Tower

2.1. A simple Tower normalization algorithm using the degree. Let us first define
the type of a redex

(
λxA. t

)
u in a Church-style simply typed λ-term as A → B where B is

the type of t (so A → B is also the type of λxA. t). The degree of a redex is the degree of its
type. The idea of using redex degrees to get a weak normalization proof for the simply typed
λ-calculus goes back at least to Turing, see [BS23, Section 1] for an explanation and historical
discussion. Here, we use a variation on this idea based on the notion of parallel reduction,
which comes from the Tait/Martin-Löf proof of confluence for untyped β-reduction.

3Also known as a β-normal η-short form. In many other contexts, β-normal η-long forms are more useful,
but here η-reduction is more convenient than η-expansion because it gives us a terminating rewriting system.

4In this paper, we always consider λ-terms modulo α-renaming, so an equality test that takes concrete
syntax trees as input has to take α-renaming into account.
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Definition 2.1 [Tak95, p. 121]. The parallel reduction t⋆ of a λ-term t is, inductively:

x⋆ = x (λx. t)⋆ = λx. t⋆ (t u)⋆ =

{
(t′)⋆{x := u⋆} when t = λx. t′ for some t′

t⋆ u⋆ otherwise

This definition on untyped λ-terms can be extended to Church-style simply typed λ-terms in
the obvious way.

It is immediate that t −→∗
β t⋆. Furthermore:

Proposition 2.2 [AL13, Appendix]. Let t be a simply typed λ-term whose redexes have
degree at most d ∈ N. Then:
• The redexes of t⋆ have degree at most d− 1.
• As a consequence, the normal form of t can be reached in d parallel reductions. In other

words, let t⋆0 = t and t⋆(n+1) = (t⋆n)⋆; then t⋆d is the normal form of t.

This gives us a simple algorithm to compute the normal form of a simply typed λ-term.
In fact, since parallel reduction does not inspect types, we may also apply it to simply typable
terms, to solve the Curry-style version of the β-convertibility problem (cf. §1.3).

We consider the following measures on an untyped λ-term t to get a complexity bound:
• height(t) denotes the height of its syntax tree;
• its size |t| is the number of nodes of its syntax tree, including the leaves (variables):

|x| = 1 |λx. t| = 1 + |t| |t u| = 1 + |t|+ |u|

Fact 2.3. For any untyped λ-term t, we have height(t⋆) ⩽ |t| ⩽ 2height(t).

(We have not managed to find this statement in the literature, but it is probably not new.)

Proof. The first inequality can be proved by structural induction on Definition 2.1, using

height((t′)⋆{x := u⋆}) ⩽ height((t′)⋆) + height(u⋆)

while the second inequality is due to the fact that each node in the syntax tree of a λ-term
has at most two children.

As a consequence, |t⋆| ⩽ 2|t| for any λ-term t. Putting all this together, we get:

Theorem 2.4. There is an algorithm that takes as input a simply typable λ-term t and
returns its normal form in time at most 2P (|t|)

d , where d is the maximum redex degree in some
typing of t (not given as input) and P is some polynomial independent from t and d.

Proof. The algorithm iterates parallel reductions until it reaches a normal form. This takes
at most d steps; for each step n ∈ {1, . . . , d}, computing t⋆n can be done by feeding the input
t⋆(n−1) – which has size at most 2

|t|
n−1 – to a naive 1-FExpTime procedure.

Given two simply typable λ-terms, we can compute their normal forms and compare
them to decide whether they are β-convertible. Together with the considerations from §1.3,
this establishes the “membership in Tower” part of Theorem 1.1. (Again, we do not make
any claim to originality concerning the material in this section; it has been included for
expository purposes.)
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2.2. Finer bounds with the order. Actually, a Tower algorithm for normalization could
also be obtained just by applying successive (non-parallel) β-reductions. The complexity then
depends on the length of reduction sequences for simply typed λ-terms, for which bounds are
known [Sch91, Bec01]. But note that these bounds are stated using the order of the types in
a λ-term, not their degree!

Remark 2.5. The paper [Bec01] uses different terminology: “level” refers to what we call
the order, while “degree” refers to the maximum order of the types appearing in a term.
See also [AKST19] for a probabilistic analysis of β-reduction length in the simply typed
λ-calculus, and [Sin22, Section 4.4] for something similar in the linear λ-calculus.

For any simple type A, we have ord(A) ⩽ deg(A) and the gap can be arbitrarily large:

deg(o → · · · → o︸ ︷︷ ︸
n times

→ o) = n ord(o → · · · → o︸ ︷︷ ︸
n times

→ o) = 1

While using the degree seems to be the easier way to devise a normalization algorithm
together with a proof of a Tower complexity bound, it seems that the order is the parameter
that truly controls complexity. As further evidence towards this (cf. [Ngu21, §1.3.6] for a
longer discussion of these three items):
• the normalization problem for simply typed λ-terms of type Bool containing only subterms

whose types have order at most 2k + 2 is k-ExpTime-complete [Ter12];
• in fact, k-ExpTime can be characterized as the predicates expressed by simply typed
λ-terms of order at most 2k+4 using a certain input-output convention [HK96], refining an
earlier characterization of Elementary in the simply typed λ-calculus with no constraint
on the order [HKM96];

• the “call-by-name translation” (A → B = !A⊸ B) from the simply typed λ-calculus to
propositional linear logic (LL) maps the order to the nesting depth of the exponential
modality ‘!’, and ‘!’ is generally considered to be the main source of complexity in LL
(see [GRV09] for a connection between the exponential depth in propositional LL and the
kind of stratification used in LL-based implicit computational complexity).

3. Safe β-convertibility is Tower-hard

As announced in Section 1.2 of the introduction, our goal here is to show:

Theorem 3.1. Given a homogeneous long-safe λ-term t of type Bool, it is Tower-hard to
decide whether t =β true.

Recall that the type Bool is defined as o → o → o. It has exactly two inhabitants in
normal form: true = λxy. x and false = λxy. y. They are both safe [BO09, Remark 2.5(ii)],
and even homogeneous long-safe (as defined in the next subsection).

3.1. Homogeneity and long-safety. Before proceeding with the proof of Theorem 3.1, let
us explain the additional restrictions – beyond the safety condition recalled in Section 1.2 –
imposed on the input terms. We chose to prove hardness in presence of these restrictions
because they are natural in the context of higher-order recursion schemes (cf. §3.5.2).

First, homogeneity is a simple syntactic criterion on types.

Definition 3.2. A simple type A1 → · · · → An → o (for n ≥ 0) is homogeneous when each
of the Ai is itself homogeneous (i ∈ {1, . . . , n}) and ord(A1) ≥ · · · ≥ ord(An).
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The second restriction is long-safety. In Church style, it is the same as the notion
of safety in §1.2 except more subterms of a simply typed λ-term are considered to be in
“unsafe position”: if u is not a λ-abstraction, then it is in unsafe position in t = C[λx. u].
Equivalently, in Curry style:

Definition 3.3 [BO09, Def. 1.21]. The typing rules of the long-safe λ-calculus are

x : A ⊢ x : A

Θ ⊢ t : A

Θ′ ⊢ t : A
(Θ ⊂ Θ′)

Θ ⊢ t : A1 → . . . → An → B Θ ⊢ u1 : A1 . . . Θ ⊢ un : An

Θ ⊢ t u1 . . . un : B
when ord(B) ⩽ inford(Θ)

Θ, x1 : A1, . . . , xn : An ⊢ t : B

Θ ⊢ λx1 . . . xn. t : A1 → · · · → An → B
when ord(A1 → · · · → An → B) ⩽ inford(Θ)

where inford(Θ) = inf
(y:C)∈Θ

ord(C) with the usual convention inf(∅) = +∞.

For the rest of Section 3, we only work with Curry-style typed λ-terms. This is because it
allows our constructions to be carried out in polynomial time. If we had to build Church-style
terms, writing out the type annotations would take exponential time, as explained in §1.3
(though this is harmless in a Tower-hardness proof; the point is just to have a more precise
statement).

Definition 3.4. For a λ-term t, a simple type A and a context Γ, we write Γ ⊢hls t : A when
there is a derivation using only homogeneous types of Γ ⊢ t : A in the above type system. In
that case we say that t is homogeneous long-safe.

3.2. Star-free expressions. As we said in the introduction, our Tower-hardness proof
proceeds by a reduction from an automata-theoretic problem, which we recall now.

Definition 3.5. A star-free expression over a finite alphabet Σ is a regular expression
without the Kleene star, but with complementation, defining a language JEK ⊆ Σ∗:

E,E′ ::= ∅ |
empty string︷︸︸︷

ε | a︸︷︷︸
letter a∈Σ

| E ∪ E′ |
concatenation︷ ︸︸ ︷

E · E′ | ¬E︸︷︷︸
complement

The star-free equivalence problem consists in deciding whether two star-free expressions (over
the same alphabet) denote the same language: given E and E′, does JEK = JE′K hold?

For instance, over the alphabet Σ = {a, b, c}, we have the equivalence

Ja · ¬∅ ∪ b · ¬∅K = J¬(ε ∪ c · ¬∅)K = {w ∈ Σ∗ | w starts with an a or a b}
Schmitz’s paper introducing Tower presents star-free equivalence as a typical example of a
Tower-complete problem [Sch16, §3.1] (rephrasing a hardness result proved by Meyer and
Stockmeyer, cf. [Sto74, §4.2]). Furthermore, equivalence reduces to emptiness: given two
expressions E and F , the language denoted by ¬(¬E ∪ F ) ∪ ¬(E ∪ ¬F ) is empty if and only
if E and F are equivalent. And to test whether JEK = ∅, it is well known that it suffices to
examine words of length at most tower(|E| − 1):

Proposition 3.6 (cf. e.g. [Sto74, proof of Prop. 4.25]). If a star-free expression of size n+ 1
denotes a non-empty language L, then L contains a word of length at most tower(n).
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(Further remarks on the above proposition and on the complexity of star-free equivalence
are given at the end in Section 3.5.1.) Altogether, this discussion leads us to conclude that:

Lemma 3.7. The following problem is Tower-hard:
• Input: a star-free expression E and a natural number n given in unary.
• Output: whether or not JEK contains a word of length at most tower(n).

3.3. From star-free expressions to safe λ-terms. We shall represent (star-free) languages
as functions from strings to booleans. We already have a coding of booleans, that is involved
in the statement of Theorem 3.1. For strings, we use the standard Church encodings.

Definition 3.8 [BB85, §4]. The type StrΣ =

|Σ| times︷ ︸︸ ︷
(o → o) → · · · → (o → o) → o → o is the type

of so-called Church encodings of strings over the finite alphabet Σ. In the case of a unary
alphabet, the type of Church numerals is Nat = Str{I} = (o → o) → o → o.

The Church encoding of a word w over an ordered alphabet Σ = {c1, . . . , cn} (resp. of a
number n ∈ N) is w = λfc1 . . . fcnx. fw[1] (. . . (fw[n]︸ ︷︷ ︸

w[i] refers to the i-th letter of w

x)) : StrΣ (resp. n = I . . . I︸ ︷︷ ︸
n times

: Nat).

For any finite alphabet Σ and string w ∈ Σ∗, one can check that the type StrΣ is
homogeneous and that ⊢hls w : StrΣ (the safety of w is already used in [BO09, §2.2]). Next,
to encode languages, a fundamental remark is that if A and B are homogeneous simple types
and ⊢hls t : A, then ⊢hls t : A[B], where:

Notation 3.9. A[B] denotes the substitution of all occurrences of the base type o in the
simple type A by the simple type B.

This allows us to use a λ-term t such that ⊢hls t : StrΣ[B] → Bool to represent the
language {w ∈ Σ∗ | t w =β true} – this makes sense since ⊢hls t w : Bool. The key lemma in
our proof of Theorem 3.1 is that star-free expressions can be efficiently translated to such
representations by (Curry-style) homogeneous safe λ-terms.

Lemma 3.10. A star-free expression E over a finite alphabet Σ can be turned in polynomial
time into an λ-term tE such that
• ⊢hls tE : StrΣ[AE ] → Bool for some simple type AE;
• for any w ∈ Σ∗, we have tE w =β true if and only if w ∈ JEK.
(The type AE is not part of the output of the polynomial-time algorithm taking E and Σ as
input. In fact, the size of AE may be exponential in the size of E.)

To prove Lemma 3.10, we first note that boolean operations can be implemented by

and = λb1b2xy. b1 (b2 x y) y or = λb1b2xy. b1 x (b2 x y) not = λbxy. b y x

These λ-terms satisfy ⊢hls and, or : Bool → Bool → Bool and ⊢hls not : Bool → Bool.
Furthermore, we can implement concatenation on strings (cf. [BO09, Theorem 2.8]) with

cat = λs1s2f1 . . . f|Σ|x. s1 f1 . . . f|Σ| (s2 f1 . . . f|Σ| x)

which is a homogeneous long-safe λ-term of type StrΣ → StrΣ → StrΣ. This generalizes to
k-fold concatenation: ⊢hls catk : StrΣ → · · · → StrΣ︸ ︷︷ ︸

k times

→ StrΣ.

The next step in our proof is the following lemma, which is reused in Section 3.4.
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Lemma 3.11. For every finite alphabet Σ, one can build in time |Σ|O(1) a λ-term anyΣ such
that, for any homogeneous type A, there is some Fany(A) such that

⊢hls anyΣ : StrΣ∪{#}[Fany(A)] → (StrΣ[A] → Bool) → Bool

and for every list of words w0, . . . , wn ∈ Σ∗ and every λ-term t : StrΣ[A] → Bool,

anyΣ w0# . . .#wn t =β true ⇐⇒ ∃i ∈ {0, . . . , n}. t wi =β true

Proof. Let Σ = {c1, . . . , c|Σ|}. Take Fany(A) = StrΣ[A] → Bool and define anyΣ as

λsp. s

correspond to letters in Σ︷ ︸︸ ︷
u1 . . . u|Σ| (λfx. or (p x) (f ε)︸ ︷︷ ︸

corresponds to #

) p ε where ui = λfx. f (cat x ci)

with x, ε : StrΣ[A], p, f : StrΣ[A] → Bool, ui : (StrΣ[A] → Bool) → StrΣ[A] → Bool and
s : StrΣ∪{#}[StrΣ[A] → Bool] in the typing derivation for anyΣ.

Explanation: computing anyΣ w0# . . .#wn t performs a “right fold” over the input with
an accumulator of type StrΣ[A] → Bool, representing a language L(σ) ⊆ Σ∗ where σ is the
suffix processed up until this point of the computation. The idea is that

u ∈ L(v#wm# . . .#wn) ⇐⇒ t uv =β true ∨ ∃i ≥ m. t wi =β true

This makes the condition that we want to check equivalent to ε ∈ L(w0# . . .#wn).

Proof of Lemma 3.10. By induction on the expression, leading to a recursive algorithm. We
also want the algorithm to return ord(AE) on the input E, because this information on
subexpressions is used in two cases to make sure that the term we build admits a homogeneous
type. It will be clear that in every case, ord(AE) can be recursively computed and is bounded
by O(|E|).
• We take A∅ = o and t∅ = λs. false : StrΣ → Bool.
• In the simply typed λ-calculus, testing for the empty word can be done with type StrΣ →
Bool, but this is not possible with safe λ-terms as discussed in [BO09, Section 2]. We use
instead Aε = Bool and

tε = λs. s (λx. false) . . . (λx. false) true

• To test whether the word consists of a single letter, say, the first one in the alphabet Σ
(call it c1), we use Ac1 = o → o → o → o and define tc1 to be a λ-term corresponding to a
deterministic finite automaton that recognizes the language {c1}, namely:

λsxy. s (

represents the transition δ(c1,q0)=q1, δ(c1,q1)=δ(c1,q2)=q2︷ ︸︸ ︷
λqz0z1z2. q z1 z2 z2) (λq. q2) . . . (λq. q2)︸ ︷︷ ︸

|Σ|−1 times

q0

accepting states = {q1}︷ ︸︸ ︷
y x y where qi = λz0z1z2. zi︸ ︷︷ ︸

the 3 states of the DFA (of type Ac1 )

• Complementation is trivially implemented by post-composing with not.
• To handle a union E ∪ F , we first check whether ord(AE) ≥ ord(AF ). If that is the case,

we take AE∪F = StrΣ[AE ] → StrΣ[AF ] → Bool and

tE∪F = λs. s . . . (λkxy. k (cat x ci) (cat y ci)) . . .︸ ︷︷ ︸
for each ci ∈ Σ

(λxy. or (tE x) (tF y)) ε ε

with k : StrΣ[AE ] → StrΣ[AF ] → Bool, x : StrΣ[AE ] and y : StrΣ[AF ] in the typing
derivation; the two occurrences of ε at the end must be given the different types StrΣ[AE ]
and StrΣ[AF ] respectively.
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This can be seen as a continuation-passing-style transformation of the following procedure
using pair types (which we do not have here): perform a “left fold” over the input string
with an accumulator of type StrΣ[AE ] × StrΣ[AF ]; for each input letter c, apply the
function (w,w′) ∈ Σ∗ 7→ (wc,w′c), so that the result of the fold is two copies of the input
string with different types; finally, check on (w,w′) whether w ∈ JEK or w′ ∈ JF K.

When ord(AE) < ord(AF ), we take tE∪F = tF∪E . Observe that tE and tF appear only
once in tE∪F – this is true in every recursive case, ensuring that tE has size O(|E|).

• The remaining case, concatenation, is the most delicate.
First, we introduce a new letter □ /∈ Σ and build a λ-term t′E,F that computes the

language J(E□)∗F K. When ord(AE) ≥ ord(AF ), we get

⊢hls t
′
E,F : StrΣ∪{□}[StrΣ[AE ] → StrΣ[AF ] → Bool] → Bool

by taking t′E,F = λs. s vc1 . . . vc|Σ| v□ u ε ε (for Σ = {c1, . . . , c|Σ|}) where

vc = λfxy. f (cat x c) (cat y c) v□ = λfxy. and (tE x) (f ε ε) u = λxy. tF y

Similarly to the proof of Lemma 3.11, t′E,F performs a “right fold” on its input string (over
the alphabet Σ∪{□}), whose accumulator f : StrΣ[AE ] → StrΣ[AF ] → Bool represents a
language (over Σ) – except that, analogously to the case E ∪ F above, this representation
must be fed two copies x : StrΣ[AE ] and y : StrΣ[AF ] of the same string. We get

{w ∈ Σ∗ | wσ ∈ J(E□)∗F K}

after reading the input suffix σ ∈ (Σ ∪ {□})∗; therefore, once the whole input string has
been traversed, we just need to check that the final accumulator contains ε.

If ord(AE) < ord(AF ), to ensure homogeneity, we replace in the definition of t′E,F

v□ by λkxy. and (tE y) (k ε ε) and u by λxy. tF x

leading to ⊢hls t
′
E,F : StrΣ∪{□}[StrΣ[AF ] → StrΣ[AE ] → Bool] → Bool.

Then, the λ-term that we want is tE·F = λs.

Lemma 3.11 above︷ ︸︸ ︷
anyΣ∪{□} (

Lemma 3.12 below︷ ︸︸ ︷
splitΣ s) t′E,F where the role

of t′E,F is to distinguish, among the strings containing exactly one ‘□’, those that belong
to JE□F K – indeed, J(E□)∗F K ∩ Σ∗□Σ∗ = JE□F K.

We isolate the following part of the above proof to serve as an example of independent
interest (cf. §3.5.3) of a string-to-string function expressed in the safe λ-calculus.

Lemma 3.12. For every finite alphabet Σ, one can build in time |Σ|O(1) a λ-term splitΣ
such that, for some type Asplit,

⊢hls splitΣ : StrΣ[Asplit] → StrΓ where Γ = Σ ∪ {□,#}

and for every list of letters a1, . . . , an ∈ Σ,

splitΣ a1 . . . an =β □a1 . . . an#a1□a2 . . . an# . . .#a1 . . . an−1□an#a1 . . . an□

Proof. As in the case of unions in the proof of Lemma 3.10, the idea is to start from a left-to-
right procedure using a pair type, and then apply a continuation-passing-style transformation.
For p = a1 . . . am ∈ Σ∗ (where ai ∈ Σ), let us consider the maps

Xp : N → Σ∗ Fa1...am : Γ∗ → Γ∗

n 7→ p y 7→ □a1 . . . amya1□a2 . . . amy . . . ya1 . . . am−1□amy
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In particular, Fε(y) = ε and Fa(y) = □ay for a ∈ Σ. The maps Xp are constant; the role of
their dummy argument is to increase the order of an associated variable in the λ-term defined
below so that it satisfies the safety condition – ord(Nat → StrΓ) = 3 > 2 = ord(StrΓ).

For p ∈ Σ∗ and c ∈ Σ, we have the inductive equations

Xpc(n) = Xp(0) · c Fpc(y) = Fp(cy) ·Xp(0) ·□c · y
which we translate into the λ-term

vc = λkxf. k (λn. cat (x 0) c) (λy. cat4 (f (cat c y)) (x 0) □c y︸ ︷︷ ︸
x appears free in this subterm of order 3 ⇝ the Nat → StrΓ trick ensures (long-)safety

) for c ∈ Σ

with k : (Nat → StrΓ) → (StrΓ → StrΓ) → StrΓ, x : Nat → StrΓ, f : StrΓ → StrΓ,
n : Nat and y : StrΓ. Finally, we take

split = λs. s vc1 . . . vc|Σ| (λxf. cat3 (f #) (x 0) □) (λn. ε) (λy. ε)

– thus, Asplit is the aforementioned type of k.

3.4. Proof of Theorem 3.1. We now have all the ingredients to reduce the Tower-hard
decision problem of Lemma 3.7 to safe β-convertibility. This reduction is performed by the
following lemma, which therefore immediately entails our main theorem.

Lemma 3.13. Given a star-free expression E over a finite alphabet Σ, and n ∈ N written in
unary, one can build in polynomial time a λ-term bE such that ⊢hls bE : Bool and

bE =β true ⇐⇒ JEK ∩ Σ⩽tower(n) ̸= ∅

Proof. The key is to build a λ-term enumΣ such that:
• ⊢hls enumΣ : Nat[Aenum] → StrΣ∪{#} for some type Aenum;
• for any m ∈ N, the application enum m reduces to the Church encoding of a #-separated

list containing all words in Σ∗ of length at most m.
We define it for Σ = {c1, . . . , c|Σ|} in such a way that enumΣ N =β fN (#) for N ∈ N, where
the sequence of functions fn : (Σ ∪ {#})∗ → (Σ ∪ {#})∗ is inductively defined by

f0(x) = x fn+1(x) = x · fn(c1x) · . . . · fn(c|Σ|x)

e.g. for Σ = {0, 1} we have f1(x) = x0x1x and f2(x) = x0x00x10x1x01x11x. Observe
that the string f2(#) is a #-separated representation of the list [ε, 0, 00, 10, 1, 01, 11, ε] that
indeed contains all words of length at most 2 over Σ (with one redundancy). To implement
this, take Aenum = StrΣ → StrΣ and

enumΣ = λn. n (λfs. cat|Σ|+1 s (f (cat c1 s)) . . . (f (cat c|Σ| s))) (λy. y) #

Once we have that, we can take bE =

Lemma 3.11︷ ︸︸ ︷
anyΣ (enumΣ town)

Lemma 3.10︷︸︸︷
tE where town =

n times︷ ︸︸ ︷
2 . . . 2 satisfies

⊢hls town : Nat and is β-convertible to tower(n) (cf. [BO09, Remark 3.5(iii)]).

3.5. Final remarks. To conclude this paper, we discuss some topics related to Theorem 3.1
and its proof.
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3.5.1. On the complexity of star-free expression equivalence. The equivalence problem for
usual regular expressions, with Kleene star but no complementation, is “merely” PSpace-
complete [Sto74, Theorem 4.13] – see also [HK11, Theorem 15]. One could therefore think
that the main source of complexity in the case of star-free expressions is complementation.

This can be witnessed in the proof idea for Proposition 3.6. Translate E to an equivalent
nondeterministic finite automaton (NFA), whose number of states bounds the length of a
shortest word in the language (since the shortest accepting runs visit each state at most once).
This can be done by induction on E, using any standard construction on NFA for union
and concatenation; the costliest operation is complementation, which uses determinization,
inducing a single exponential state blowup.

But in our translation from star-free expressions to λ-terms (Lemma 3.10), it turns
out that complementation is trivial while concatenation increases the order of the types.
Relatedly, in deterministic finite automata, complementation can be done without changing
the set of states, while concatenation may need an exponential blowup of the number of states.
So the complexity of the problem is in fact rooted in the alternation between complementation
and concatenation – which leads to the “dot-depth hierarchy” [Pin17].

3.5.2. Safety in higher-order recursion schemes. Blum and Ong’s main motivation for intro-
ducing the safe λ-calculus [BO09] was unrelated to complexity: they wanted to transpose
to the λ-calculus the notion of safety on higher-order recursion schemes (HORS) [KNU02]
– and indeed, the correspondence between HORS and λY-terms (i.e. terms in the simply
typed λ-calculus extended with fixed-point combinators YA : (A → A) → A) relates safe
HORS with safe λY-terms [SW16]. Even without Y, the safe λ-calculus has some interesting
properties: for example, when substituting a safe λ-term into another, no spurious variable
capture can happen [BO09, Lemma 1.10] – this leads to a way to normalize long-safe λ-terms
by rewriting without α-renaming, but it is a bit subtle, see [FMvO23, Section 5.2]. A
universal algebra perspective on the safe λ-calculus is also sketched in [Sal15, §2.3].

The homogeneity condition also comes from the study of HORS, cf. [Par18]. In fact,
the homogeneous long-safe λ-calculus is equivalent (cf. [Blu09, Remark 3.53]) to an earlier
attempt [dM06, Section 2.4.2] to design a safe λ-calculus inspired by HORS.

3.5.3. Implicit automata in typed λ-calculi and transducer theory. Lemma 3.10 tells us that
every language of the form JEK for some star-free expression can be expressed by some
homogeneous long-safe λ-term of type StrΣ[A] → Bool. These star-free languages are a
fundamental and well-studied (cf. [Str18]) subclass of regular languages. Hillebrand and
Kanellakis have shown that the languages computed by simply typed λ-terms of type
StrΣ[A] → Bool are, in fact, exactly the regular languages [HK96, Theorem 3.4]5; they
have a translation of deterministic finite automata (rather than regular expressions) into the
simply typed λ-calculus that actually produces safe λ-terms. In fact, we used this translation
of DFA in the proof of Lemma 3.10, for the “single letter” case of the induction.

By using an affine and non-commutative type system, one can get a variant of Hillebrand
and Kanellakis’s theorem characterizing star-free languages instead [NP20].6 The proof does
not translate star-free expressions; instead, to encode star-free languages, it goes through

5This paper [HK96] is the same that was already mentioned in §2.2.
6See also [Ngu21, Chapter 7] for a variant of this result (with linear instead of affine types).
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an algebraic characterization. Nevertheless, these works were the main inspirations for our
proof strategy for Theorem 3.1.

Further works [Ngu21, PP24] in this “implicit automata in typed λ-calculi” research
programme have focused on characterizations of string-to-string (or tree-to-tree) functions
computed by transducers, i.e. automata with output. For reasons that are close to the
aforementioned connection with HORS, as discussed in [Ngu21, §1.4.1], definability in the
safe λ-calculus characterizes an important class of functions from 1980s transducer theory.
The functions defined by the safe λ-terms splitΣ and enumΣ (from Lemmas 3.12 and 3.13
respectively) therefore belong to this class. The “split” function is also a typical example of
the more recently introduced polyregular functions, cf. [Boj22, Kie24] – in fact, it is a slight
variation on the “squaring with underlining” function of [Boj22, Example 3].
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