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Abstract

Modelling precipitation in metallic alloys is a topic of great importance in physical metallurgy as the resulting

strengthening strongly depends on the precipitate microstructure. We propose here a numerical full-field model for

precipitation that describes precipitates with shape functions, thereby allowing to bridge scales between phase-field

approaches - that accurately describe the precipitate evolution but require a fine discretization grid - and mean-field

approaches - that are computationally very efficient but rely on strong assumptions. Our results demonstrate the ca-

pability of the full-field approach to model the different stages of precipitation during isothermal treatments. The

comparison with mean-field results allow to discuss the influence of solutal impingement and precipitate coagulations

on the evolution of the precipitate microstructure.
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1. Introduction

In precipitate-hardened alloys (e.g. aluminum alloys

of the 6000 and 7000 series, and Ni-based super-alloys),

thermal treatments allow for the control of the precipi-

tation of secondary phases in order to achieve optimal

mechanical properties [1, 2]. First, annealing above the

solubility limit allows for the homogeneous dispersion

of solute atoms in the alloys. Second, a precipitation

treatment at a lower temperature triggers the nucleation

and growth of second phase precipitates.

In these alloys, the precipitates form obstacles to dis-

location motion and the resulting hardening strongly de-

pends on the size, volume fraction and microstructure

of the precipitates [3, 4]. The technological relevance

of these alloys as structural materials promoted the de-

velopment of quantitative modeling tools predicting the

evolution of the microstructure. In particular, the pre-

cipitate evolution is usually described through three dis-

tinct stages: the first stage consists in the nucleation of

precipitates from the solid solution; then, the precipi-

tates growth is enabled by the solute diffusion in the

surrounding supersaturated medium. Finally, when the
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solute concentration in the matrix becomes compara-

ble to the equilibrium composition, the system enters a

coarsening stage where the Gibbs-Thomson effect pro-

motes the growth of large precipitates and the shrinkage

of small ones.

The first major theoretical step on the study of precip-

itate evolution was performed by Lifshitz, Slyozov and

Wagner (LSW) [5, 6] who derived an analytical solution

describing the steady-state behavior of interacting pre-

cipitates during the coarsening stage. They assume each

precipitate to be isolated in an infinite medium. Solv-

ing the steady-state diffusion field around a precipitate

yields its growth rate as function of its radius. Combin-

ing the growth rates for all precipitate sizes allows de-

riving the size distribution in the steady-state coarsening

regime and the coarsening law for the average precipi-

tate radius.

The main limitations of this analytical treatment are

(i) the mean-field nature of the theory and the assump-

tion of isolated precipitates, which make the treatment

valid only in the limit of vanishing precipitate volume

fractions; (ii) the fact that the LSW solution describes

the steady-state coarsening stage and does not provide

information about the nucleation and growth stages.

Several strategies have been employed to generalize

the LSW solution beyond the assumption of vanishing

precipitate volume fraction [7]. An elegant solution was
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proposed by Wang et al. [8] and consists in account-

ing for solutal impingement between precipitates by in-

corporating a screening length into the diffusion of so-

lutes around isolated precipitates. In the steady-state

coarsening regime, the results of this screening diffu-

sion theory were successfully compared to numerical

models [8] and experimental results in the case of Al-

Li alloys [8, 9].

Modeling the precipitation process in the nucleation

and growth stages also seems desirable to simulate mi-

crostructure evolution at the beginning of the precipi-

tation treatments. Kampmann and Wagner introduced

a numerical model (also known as KWN model) com-

bining the classical nucleation theory with a mean-field

treatment of precipitate growth and coarsening [10]. As

in the LSW theory, each precipitate is assumed to in-

teract with an average medium. Easy to implement

and relatively fast in execution, KWN-type models are

now widespread: they are implemented either in “Euler-

like” approach (solving fluxes between neighbouring

size classes), or in “Lagrange-like” approach (solving

time evolution of precipitate size classes) [11]. They

can be found in the form of open software (e.g. “Pre-

ciSo” [11], Kawin [12]) or more accomplished com-

mercial packages (e.g. “Mathcalc” [13, 14, 15], “TC-

Prisma” [16]). Beyond homogeneous isothermal ther-

mal treatments, processing techniques such as addi-

tive manufacturing and welding lead to rapid, hetero-

geneous thermal history that greatly affect the precipi-

tation microstructure. Adapting these modelling tools

to this type of heat treatment is a challenging ongoing

task [17, 18, 19].

In recent formulations of the KWN models, the

growth rate of precipitates is modified to account for

precipitate interactions through solutal impingement

[20, 21, 22]. This type of technique will be referred

to as mean-field approaches in the following and will be

used as a benchmark to compare results obtained from

our full-field model. More details about these approach

and their numerical integration are given in Appendix

A.

These numerical approaches, despite their versatil-

ity, rely on a mean-field description and can only ac-

count for solutal impingement in an approximated man-

ner [8, 20, 21, 22]. In addition, they do not provide

information on the positions of precipitates in space nor

on their spatial correlations. Full-field approaches over-

come such limitations by modeling the microstructure

as a set of precipitates located at different positions in

the simulated volume. Voorhees and Glicksman pro-

posed a multi-particle diffusion model [23] to inves-

tigate the coarsening of an ensemble of particles de-

scribed with a spherical shape function and interacting

through their stationary diffusion field. This numerical

model remains however limited to describing the coars-

ening stage and does not include nucleation nor coagu-

lation of precipitates.

Phase-field modeling can be seen as a more com-

prehensive full-field approach [24, 25]. The precipi-

tate/matrix interfaces are described through the varia-

tions of an auxiliary phase field, which facilitate the

description of arbitrary precipitate shapes and topo-

logical changes due to the coagulation of neighbor-

ing precipitates. These approaches are highly versatile

and allow to incorporate the role of anisotropic surface

energy [26, 27] and elastic interactions [28, 29, 30].

Phase-field models have been used to investigate the

evolution of interacting precipitates [31, 32, 30, 33, 34]

and to discuss the validity of the mean-field descrip-

tions presented above. However, phase-field methods

requires descriptions of interface with a finite width

that have to be significantly smaller than the capillary

length and the precipitate radius to capture accurately

the Gibbs-Thomson effect. Such description requires

a discretization on a fine numerical grid, which comes

at a numerical cost. Despite a recent formulation miti-

gating this issue [35], accessible length-scale and time

scales remains limited and investigating the evolution of

a large number of precipitates is computationally expen-

sive.

In this article, we present a full-field method en-

abling to describe the nucleation, growth and coarsen-

ing of precipitates in a binary alloy, at a mesoscopic

scale. To go beyond the length and time-scale limita-

tions of phase-field models, we do not aim at describing

the details the precipitate-matrix interface. Instead, the

precipitate/matrix interfaces are considered to be sharp

and are described with a shape-function. The diffusion

equation is solved numerically between precipitates and

their growth rate is obtained by integrating the solutal

flux on the precipitate surface.

Such mesoscale approach relying on shape functions

was used to model dendritic solidification [36, 37]. This

formalism allows to simulate large dendritic microstruc-

tures out of reach of phase field models while account-

ing for diverse mechanisms such as the nucleation of

new grains [38, 39] or the influence of fluid flow [40,

41]. This meso-scale approach therefore emerged as

a scale-bridging tool between physically-based phase-

field models and coarse-grained approaches that rely on

simplifying assumptions and to discuss the domain of

validity of these simplifications [38, 39, 41].

Similarly, the aim of the sharp interface full-field

model developed here is to model precipitation within
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a representative volume and to compare the results to a

mean-field approach for precipitation in order to discuss

the assumptions it relies on. We employ material pa-

rameters pertaining to Al-Sc alloys. It is considered as

a model system to study precipitation kinetics because

of the formation of spherical nano-precipitates and the

fact that the thermodynamics and kinetics coefficients

have been well assessed [42, 43, 44]. The article is or-

ganized as follows: the full-field model and its numeri-

cal implementation are presented in section 2. Next, the

model is validated in section 3 by comparing its results

with known analytical solutions and by monitoring so-

lute conservation alongside different mechanisms. Sec-

tion 4 discusses the model’s results and the comparison

with mean-field models.

2. Sharp interface full-field model: ShIFuMo

2.1. Physical ingredients

The full-field model named ShIFuMo (Sharp Inter-

face Full-field Model) is based on several ingredients

to describe the precipitation state during a heat treat-

ment. The model aims at describing nucleation, growth

and coarsening of precipitates denoted p in a matrix de-

noted m. The system studied here is a binary AB system

(A being the solvent and B the solutes) where we as-

sume the formation of stoichiometric precipitates AxBy.

In this work, precipitates are considered spherical even

though other shape functions (e.g. cuboidal, ellipsoidal)

can be considered.

We denote X (respectively C) the molar (volume)

concentration of solutes B that are related by X = Cvat
m ,

vat
m being the atomic volume of the matrix. We denote

Xeq the equilibrium concentration given by the phase di-

agram and Xp the molar composition of solutes in the

precipitate: Xp = y/(x + y).

Fig. 1 summarizes the ingredients of the model which

are described in the following.

Figure 1: Schematic representation of the ingredients used in the
model to describe the precipitation of a second phase.

2.1.1. Classical nucleation theory

The nucleation of new precipitates is described by the

classical nucleation theory [19, 5, 6, 11], that is briefly

recalled in the following. Let us consider a spherical

precipitate germ of radius R. The difference of Gibbs

energy of the system brought by this germ is linked

to the competition between a positive interfacial en-

ergy contribution (proportional to the precipitate/matrix

interface) and a negative energy contribution (propor-

tional to the volume of the precipitate):

∆G = S pγ + Vp∆g = 4πR2γ +
4

3
πR3∆g, (1)

where γ is the precipitate/matrix interface energy and

∆g is the difference of free energy per unit volume be-

tween the precipitate and the matrix phases. This quan-

tity depends on the composition: it is nil if the concen-

tration of the matrix matches the equilibrium concentra-

tion Xeq given by the phase-diagram, and becomes neg-

ative for higher concentrations. It is common to express

this quantity as follows [19]:

∆g = −
kBTy

(x + y)vat
p

ln

[

Xx
0(1 − X0)y

Xx
eq(1 − Xeq)y

]

, (2)

where kB is the Botlzmann constant, T the temperature,

vat
p the atomic volume of the precipitate, x and y are the

stoichiometric coefficients of the precipitate. This ex-

pression is commonly written as a function of the solu-

bility product K = Xeq(T )x(1 − Xeq(T ))y, where Xeq(T )

is the equilibrium composition given by the phase dia-

gram at temperature T . Furthermore, the dependence of

K with temperature can be captured by considering:

K(T ) = 10−
A
T
+B+ C

T2 , (3)

where A, B, and C are constants. Such expression is

chosen because in the limit Xeq ≪ Xp, where the solid

solution can be described by an ideal solution model,

A = −∆H/kB, B = −∆S/kB and C = 0. The term C en-

ables to account for higher-order terms emerging away

from the limit Xeq ≪ Xp.

In order to become a stable precipitate, a nucleus has

to overcome the Gibbs energy barrier described as the

maximum of Eq. (1):

∆G∗ =
16

3
π
γ3

∆g2
(4)

This maximum is reached for a critical radius
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R∗ = −
2γ

∆g
. (5)

Based on these considerations, the classical nucle-

ation theory describes the nucleation rate as an Arrhe-

nius function of this energy barrier [45]. More precisely,

following previous works [46], the nucleation rate per

unit time and unit volume is expressed as:

dN

dt
(X) = N0β

∗Z exp

[

−∆G∗(X)

kBT

]

(

1 − e−t/τ
)

(6)

where N0 = 1/vat
m is the density of nucleation sites, β∗ =

4πR∗
2

DX/(a4Xp) is the condensation rate of monomers

on a precipitate of critical radius, a is the lattice param-

eter, Z = vat
p (x+y)

√

γ/(kBT )/(2πR∗2) is the Zeldovich’s

factor and τ = 2/(πZ2β∗) is the incubation time.

In our full-field approach, the concentration X varies

spatially and dN/dt is then also a function of space, such

that nucleation events are more probable in regions con-

taining higher concentrations of solutes.

The nuclei of size R∗ are as likely to grow as to shrink,

both evolutions leading to reduce the system energy. In

practice, we consider that nucleating precipitates have a

radius [11]:

R∗kT = R∗ +
1

2

√

kBT

πγ
. (7)

2.1.2. Diffusion and precipitate evolution

Another consequence of the competition between

surface and volume energy contributions is the change

of equilibrium concentration emerging from the curva-

ture of the precipitate/matrix interface, also referred to

as the Gibbs-Thomson effect. For a spherical stoichio-

metric precipitate of radius R, the equilibrium composi-

tion at its curved interface is given by [47]:

XR = Xeq exp

[

(x + y)

y

l0

R

]

, (8)

where l0 is the capillary length expressed as

l0 =
2γvat

p

kBT
. (9)

In a system containing multiple precipitates, Eq. (8)

gives the equilibrium concentration on precipitate inter-

faces and serves as boundary conditions for the diffu-

sion of solutes between them (i.e. in the matrix phase).

We assume that the solute field in the matrix follows the

time-dependent diffusion equation

∂X(r, t)

∂t
= D∇2X(r, t), (10)

where D is the diffusion coefficient of solutes in the ma-

trix assumed constant in space.

Integrating Eq. (10) with boundary conditions given

by Eq. (8) on the precipitates interfaces leads to solute

fluxes from high to low concentration regions, resulting

in the growth or shrinkage of existing precipitates. The

growth rate of precipitates is obtained by integrating the

flux of solutes at the precipitate/matrix interface S and

applying mass conservation:

dR

dt
=

D

4πR2(Cp −CR)

∫

S

∇C · dS

=
D

4πR2

(

vat
m

vat
p

Xp − XR

)

∫

S

∇X · dS. (11)

where the vector dS denotes the interface normal point-

ing outwards the precipitate. In particular, after their

nucleation, the equilibrium concentration at precipitates

interfaces is lower than the composition of the surround-

ing matrix, promoting fluxes of solutes towards the pre-

cipitates and triggering their growth through Eq. (11).

During this growth stage, the matrix composition de-

creases until it becomes comparable to the interfacial

concentrations given by Eq. (8). In this situation, solutes

flow from small precipitates (with higher interfacial

concentration) to large ones, which promotes the shrink-

age of the former and the growth of the latter, thereby

triggering the coarsening of the precipitates population.

2.2. Numerical implementation

We consider a simulated volume Vtot that we dis-

cretize regularly in cubic voxels of volume ∆x3. The

precipitates are described by a shape function (consid-

ered spherical in this work), an evolving radius R and

a fixed position in the simulated volume 1. Thanks to

this shape-function description of the precipitates, the

grid spacing ∆x can be chosen independently from the

capillary length l0.

The system evolves through the time evolution of two

fields : the concentration field X and a precipitate field

denoted Φ. Each voxel i of the simulated volume has a

concentration Xi and is either in matrix state (Φi = 0) or

in precipitate state (Φi = 1) if the center of the voxel is

1We note that the drift of precipitates center of mass induced by
asymmetrical composition fluxes is not taken into account in the cur-
rent formulation.
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inside the shape function of the precipitate (see Fig. 2).

This consideration results in a dual description of a pre-

cipitate: it is represented in a discrete fashion by an

ensemble of voxels on the grid (i.e. orange voxels on

Fig. 2) and also by a radius R evolving continuously in

time (red circle on Fig. 2). In particular, the volume of

the orange voxels is in general different than the volume

enclosed in the sphere of radius R, which has an influ-

ence on the way mass conservation is enforced, as it will

be discussed later.

Figure 2: Schematic representation of a precipitate on the discrete nu-
merical lattice. The red circle represents the continuous representation
of the precipitate, and the orange voxels depict its discrete representa-
tion used to integrate the diffusion equation. The shaded voxels are at
the surface of the precipitate where the fluxes (represented with black
arrows) are computed to obtain the growth rate.

Nucleation of new precipitates is performed by con-

sidering the rate given by Eq. (6) that is composition-

dependent and computed on each voxels. The quantity
dN
dt

(Xi)∆t∆x3 gives the probability of nucleating a new

precipitate on a voxel of volume∆x3 and composition Xi

during the time step ∆t. The stochastic character of the

nucleation process is reproduced by drawing a random

number between 0 and 1 and comparing it to this prob-

ability. If the test is passed, a new precipitate of radius

R = R∗
kT

(see Eq. (7)) can be created on the voxel. If it

does not overlap with other existing ones, the new pre-

cipitate is added. For simplicity, the solute quantity used

for this nucleation event is homogeneously subtracted

from the matrix of the entire system. This procedure

is comparable to what is done in mean-field approaches

as the quantity of solute used for nucleation is removed

from the matrix composition [10, 11]. Other strategies

can be employed, such as the use of a depletion layer

that consists in removing solutes locally around the pre-

cipitate [48].

The equilibrium concentrations XR at the precipitates

interfaces are computed with Eq. (8) and evolve with

the precipitates radius. These concentrations serve as

boundary conditions for the diffusion equation and are

applied on all the voxels inside the precipitate (orange

voxels on Fig. 2).

The diffusion equation (10) is then integrated

throughout the matrix by the mean of a simple Euler

explicit method of time step ∆t. The concentration on

each matrix voxel is computed at t + ∆t from the con-

centrations on neighboring voxels at time t:

Xt+∆t
i = Xt

i +
D∆t

∆x2
(1 − Φt

i)

















neighbors
∑

n

(Xt
n − Xt

i )

















, (12)

where the sum runs over the 6 neighbors of the voxel i.

The prefactor (1 − Φt
i
) is incorporated to make sure the

diffusion occurs only in the matrix and does not affect

the concentration in the precipitates.

The growth of a precipitate is obtained from the flux

J of solutes at the precipitate/matrix interface, that is

computed as:

J = D

sur f ace
∑

n

(Xn − XR)∆x (13)

where the index n runs on the voxels of the matrix

surrounding the precipitates shown in hatched in Fig. 2.

The new radius of the precipitate is then computed from

the mass balance at the interface:

Rt+∆t =

























R3
t +

3

4π

J∆t
(

vat
m

vat
p

Xp − XR

)

























1
3

. (14)

A Taylor expansion in the limit J∆t ≪ R3
t can be

used to recover a form equivalent to Eq. (11). But for

a finite ∆t, the integration of this approximated equa-

tion leads to the accumulation of small numerical errors

that break mass conservation. Therefore, the precipitate

radius evolution is computed using Eq. (14).

The evolution of the precipitate radius with time leads

to its growth or shrinkage, such that the imprint of the

precipitate on the discrete grid (Fig. 2) has to be up-

dated. If a voxel i is initially in the matrix and is cap-

tured by a growing precipitate, the solutes it contained

is distributed on the neighboring matrix voxels, its con-

centration is set by the Gibbs-Thomson relation and its

state changes to Φi = 1. If a voxel belonging to a pre-

cipitate is lost because the precipitate shrinks, its con-

centration does not change and its state shifts to matrix

with Φi = 0.

When a precipitate becomes very small, the Gibbs

Thomson equation diverges, which leads to non-

physical behaviors and numerical instabilities. To avoid

this divergence, we introduce a threshold radius Rth.
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This radius is chosen so that the equilibrium concentra-

tion at the interface does not exceed the concentration

Xp, with a security factor α:

Rth = α
x + y

y
l0/ ln

(

Xp

Xeq

)

. (15)

In practice, we choose a security factor α = 1.25 to

remain far from potential numerical instabilities. This

choice leads to Rth ≃ 0.3 nm at the temperature of in-

terest. If R < Rth, the precipitate is removed from the

system, and the solute it contains is homogeneously dis-

tributed on the voxels it occupied.

When growing precipitates are close to one another,

their interfaces can collide such that their evolution can

not be tracked by the integration of Eq. (14). The coag-

ulation of these precipitates is occurring through a tran-

sient regime, eventually leading to the formation of a

larger spherical precipitate [32]. One of the considera-

tions underlying this meso-scale model is to neglect the

complex evolution of the precipitate/matrix interface in

this transient regime, such that coagulations are treated

as follows. The condition for coagulation is written as:

Ri + R j > di j + ǫ, (16)

where Ri and R j are the precipitates radius, di j is the

distance between their centers of mass, and ǫ is a small

distance taken as ǫ = ∆x. If two precipitates meet this

condition, they coagulate and they are replaced by a new

precipitate. Its position is chosen at the center of mass

of both coagulating precipitates and its radius is chosen

to conserve mass.

Throughout each step, a special attention is paid to

mass conservation in order to avoid any drift of the to-

tal solute composition, which will drastically affect the

resulting microstructure.

They are multiple ways to compute the total solute

content in the system by summing differently the solute

content of the matrix and the precipitates. We choose to

define the total solute content as:

Ntot
at =

Nvox
∑

i=1

Xi

∆x3

vat
m

+

Nppt
∑

n=1

4

3
πR3

n

(

Xp

vat
p

−
XRn

vat
m

)

. (17)

The first term is the sum on the entire solute content of

all the voxels of the system, regardless of their states

(matrix of precipitate). Because the composition on the

precipitate voxels is fixed, the second term that repre-

sents the precipitate contribution includes the difference

between Xp and XRn
. Eq. (17) holds the advantage of

being consistent with the mass balance embedded in

Eq. (14), such that Ntot
at remains constant upon integra-

tion of Eqs. (10) and (14) if the concentration on the

precipitate do not evolve in time.

However, when the precipitates grow, their equi-

librium composition evolves following the Gibbs-

Thomson relation (8), such that both sums of Eq. (17)

are modified. In the general case, the discretized volume

Vdisc occupied by the precipitate on the grid that is em-

bedded in the first sum is different than Vcont = 4πR3/3

used in the second sum. Consequently, changing the

value of the precipitate concentration yields a small

change in Eq. (17). In order to ensure mass conserva-

tion, the corresponding amount of solute is distributed

on the matrix surrounding the precipitate:

∆Nat = (Vdisc − Vcont)(X
new
R − X

prev

R
), (18)

where (Xnew
R
− X

prev

R
) is the composition change of the

precipitate attributed to the change of radius through

Eq. (8).

This numerical model is implemented using

C++/CUDA to harness the computational efficiency of

Graphics Processing Units (GPU). The highly paral-

lelized architecture of GPU is especially adapted to the

integration of Eq. (12) and to the parallel treatment of

precipitates.

In the sharp interface approach proposed here, the

grid-spacing ∆x is decorrelated from the capillary

length and can be chosen of the order of the precip-

itate size. In practice, we show in Appendix B that

the numerical model accurately reproduces the growth

of precipitates in a supersaturated matrix if their ra-

dius satisfies R > ∆x, while the growth rate obtained

for R < ∆x is impared by significant numerical errors.

This is attributed to the numerical description of solute

fields around discrete precipitate shapes. As justified

in Appendix B, the vast majority of precipitates in our

simulations have a radius R¿0 5nm, thereby justifying

to consider ∆x = 0.5. Also, the time-step is taken as

∆t = 0.1∆x2/D to ensure stability of the Euler scheme.

The typical simulated volumes investigated in this ar-

ticle are 128× 128× 128 nm3. The use of modern GPU

cards such as the NVIDIA GeForce RTX 3080 Ti, al-

lows to simulate a representative volume over signifi-

cant time scales thanks to a short computational time of

approximately 2 × 10−8 s per unit voxel per time step.

2.3. Materials parameters

We use material parameters pertaining to Al-Sc al-

loy. In this system, the addition of a small amount of Sc

leads to the precipitation of Al3Sc stoichiometric pre-

cipitates.
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This system presents the advantage of being experi-

mentally well described [42, 44]. In addition, the nano-

metric precipitates forming in this alloy are spheroidal,

which suits well our model’s assumptions.

The parameters used in the simulations are listed in

table 1. The values of D0, Q, and the solubility prod-

uct coefficients A, B, and C where obtained using the

software Thermo-Calc, with the databases TCAL4 and

MOBAL3 [49]. A, B, and C were numerically deter-

mined by fitting Eq. (3) against the solutibility limit ob-

tained from Thermo-Calc.

Material parameters

matrix atomic vol. 1.6607 × 10−29 m3

precipitate atomic vol. 1.7293 × 10−29 m3

A=2576 K

solubility product coeffs. B=0.1158

C=−43 018 K2

surface energy 0.12 J m−2

D0 5.3 × 10−4 m2 s

Q 174 kJ/mol

x 1

y 3

Table 1: Material parameters used in the simulations. The diffusion
coefficient is computed as D = D0 exp(− Q

RT
). The solubility product

is given by log10(K) = − A
T
+ B + C

T 2 . The lattice parameter is given

by (4vat
m )1/3.

3. Validations

3.1. Model validations

In order to insure that the model implementation is

valid, two validation tests are performed. We first check

the non-stationary growth of a precipitate in a super-

saturated matrix by comparing its growth kinetics to an

analytical solution [50]. Second, we monitor the total

amount of solutes in four different situations represen-

tative of precipitate nucleation, growth, coagulation and

disappearance, to check mass conservation in these dif-

ferent situations.

3.1.1. Non-stationary growth

In order to verify the accuracy of the numerical im-

plementation, simulations of the growth of isolated pre-

cipitates in supersaturated environments are performed.

The simulations are initialized with a precipitate of ra-

dius R = 0.5 nm, growing in a cubic cell of volume

1283nm3. Periodic boundary conditions are employed

in all directions. The simulations are performed for dif-

ferent initial matrix concentrations ranging from X0 =

Figure 3: Comparison between model results and the analytical solu-
tion for non-stationary growth. (a) shows the evolution of the radius
for supersaturation of 0.1, 0.2, 0.5, 1, 2 and 5 at% (bottom to top). (b)
shows the relation between the supersaturation and the peclet number,
comparing the numerical results with two analytical predictions ac-
counting for stationary and non-stationary growth.

0.1 at% to X0 = 5 at% and the equilibrium composi-

tion at the precipitate/matrix interface is kept at Xeq (i.e.

the Gibbs-Thomson effect is not considered). Moreover,

the atomic volumes of the matrix and the precipitate

are here considered equal for simplicity reasons. The

growth kinetics of precipitates obtained numerically are

shown in Fig. 3.a and are fitted against parabolic laws of

the form
√

4Dpt (dash lines) to deduce the correspond-

ing Péclet number p.

The numerical results are compared to the analytical

solution proposed by Zener [50]. This solution is valid

for the growth of a spherical precipitate, with an ini-

tial radius R = 0, growing in a supersaturated infinite

matrix with a constant concentration Xeq at the precipi-

tate/matrix interface. With these assumptions, the time-

integration of the growth equation (11) coupled with the

resolution of the time-dependent diffusion equation can

be performed analytically and yields a relation between

the composition of the supersaturated matrix X0 and the
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Péclet number of the problem defined as p = RṘ
2D

:

X0 − Xeq

Xp − Xeq

= p3/2ep

∫ ∞

p

e−x

x3/2
dx. (19)

This equation defines a bijective relation between the

matrix composition X0 and the Péclet number p that de-

fines the growth kinetics. This relation is shown with a

continuous red line on Fig. 3(b) and allows to compute

numerically the Péclet number corresponding to a given

matrix composition X0. Once p is known, integrating

p = RṘ
2D

gives the growth kinetics of the precipitate:

R(t) =
√

4Dpt. (20)

In the limit of small supersaturation, the growth ki-

netics is slow compared to the equilibration of the so-

lute field, such that the diffusion equation can be consid-

ered to be stationary (and is solution of ∇2X = 0) along

the precipitate growth. This stationary assumption is

often considered in the mean-field models for precipita-

tion [10, 11]. With this assumption, the solution of the

diffusion problem is straightforward and the precipitate

radius growth as:

R(t) =

√

2Dt
X0 − Xeq

Xp − Xeq

, (21)

such that the Péclet number associated to this stationary

growth is:

p =
X0 − Xeq

2(Xp − Xeq)
. (22)

This relation is shown with a dashed line on Fig. 3(b).

As expected, the difference with the non-stationary so-

lution is negligible for small supersaturations and be-

comes increasingly larger away from this limit. As

an example, for a matrix concentration X0 = 2%, the

stationary solution understimates the Péclet number by

34% compared to the non-stationary case.

The precipitate growth rates obtained with the full-

field model and reported in Fig. 3 show an excellent

agreement with the non-stationary analytical solution.

Fig. 3(a) shows the evolution of the radius with time

for different concentrations. The results of the simula-

tions are represented with symbols and compared with

the analytical solution shown with full lines. For higher

matrix concentration, a slight difference appears at the

end of the simulation. This is attributed to the finite di-

mension of the simulation cell and the interactions of

solute fields with periodic images.

Fig. 3(b) shows the relation between the initial con-

centration and the Péclet number obtained from non-

stationary and stationary growth solutions. The Péclet

Figure 4: Mass conservation during (a) nucleation, (b) coagulation,
(c) growth and (d) shrinkage and disappearance, with snapshots of the
simulated system at the beginning and at the end of the simulation.
In all cases the horizontal line showing the deviation from the initial
concentration in the system highlights the perfect conservation of total
solute quantity through the simulation.
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number obtained from the fit of the numerical results

are reported with symbols and fall on the analytical so-

lution for non-stationary growth. This excellent agree-

ment validates the implementation of precipitate growth

and solute diffusion in the numerical model.

3.1.2. Mass conservation

The second validation consisted in monitoring mass

conservation along the simulation. As explained above,

a special care has been brought to insure that the

quantity of solutes in the simulation cell is conserved

along the different stages of the simulations: nucleation,

growth, coagulation, disappearance. In order to validate

mass conservation, simulations have been performed on

simple configurations representative of these stages.

The results of the simulations for each case are given

in Fig. 4 for four specific cases: (a) nucleation, (b) coag-

ulation, (c) growth and, (d) shrinkage and disappearance

of a precipitate. The simulations were performed in a

volume 643nm3 with a matrix concentration of 0.8at%,

except for case (d), where it was set at 0.05at% to trig-

ger the shrinkage of the precipitate. The snapshots at

the start and the end of each simulations are shown. For

nucleation (a) and coagulation (b), the evolution of the

number of precipitates is given, and for growth (c) and

shrinkage (d), the evolution of the radius is shown. In

all situations, the total quantity of solutes is perfectly

conserved trough the simulation, hence validating each

steps of the simulation.

4. Results and comparison with a mean-field model

Full field simulations were performed for different

initial concentrations ranging from 1at% to 2.5at%,

which correspond to final precipitate volume fractions

ranging from ∼ 4% to ∼ 10% approximately.

To better assess the influence of solutal impingement

and precipitate coagulation accounted for in the full-

field approach, the results are compared with an Eu-

lerian implementation of a mean-field approach taken

from Ref. [51] and described in details in Appendix

A. This mean-field approach describes the precipitate

microstructure with a precipitate size distribution f (R).

The ingredients incorporated in this model are similar

to the ones used in the full-field formulation: first, the

nucleation of precipitates are modeled as described in

section 2.1 that gives a nucleation rate of precipitate

of size R∗
kT

as function of the matrix concentration Xm.

The growth rate of precipitates of size R is obtained by

solving the stationary diffusion equation ∇2X = 0 in an

infinite medium surronding the precipitate. Each pre-

cipitate size R is then associated to a growth rate v(R),

which controls the evolution of the precipitate density

f (R) during growth and coarsening.

In their original formulations [10], these mean-field

models assume that every precipitate interacts with an

infinite matrix and therefore neglect the role of solutal

impingement on their growth rate. Nevertheless, these

formulations can be improved by incorporating the so-

lutal impingement associated to neighbouring precipi-

tates in an approximate manner [20, 21, 22]. A way to

account for this effect was proposed by Wang et al. [8]

and consists in incorporating a screening length in the

growth rate of precipitates. In the following, we refer to

this extension of the model as the screened mean-field

model. The details of the mean-field models used in

this section (with and without incorporating the screen-

ing length) are given in Appendix A.

In the following, the evolution of the average radius,

the volume fraction and the precipitate density are com-

pared. A special attention is brought to highlight the

differences between both mean-field and full-field ap-

proaches and to attribute them to the models’ assump-

tions.

4.1. Example of precipitate evolution at X0 = 1%

At first, simulations are performed with a nominal

concentration of X0 = 1 at%. The results are aver-

aged over five independent simulations and are shown

in Fig. 5; the snapshots (e-h) show the time evolution

of the precipitate microstructure during a simulation.

The comparison between the full-field and the mean-

field approaches shows a satisfactory agreement. Both

models describe the different stages of precipitation as

shown in Fig. 5(a) and (c). During the first stage, the

nucleation of new precipitates occurs, and they grow by

consuming the solute in their vicinity. This growth stage

leads to an increase in precipitate size until the average

matrix composition becomes comparable to the equi-

librium composition given by the Gibbs-Thomson re-

lation. Then a transition from growth to coarsening oc-

curs: the equilibrium composition of small precipitates

is larger than for larger ones, thereby triggering com-

position gradients and solute fluxes from small to large

precipitates. Consequently, the large precipitates grow

while the small ones shrink and disappear. At this point,

the evolution of the precipitate mean radius and den-

sity follows a transition plateau. As shown in Fig. 5(c),

the precipitates density obtained with both models has a

slightly different evolution which will be discussed in

section 4.2. In the coarsening regime, larger precip-

itates continue to grow while smaller ones disappear,

leading to an increase of the mean radius and a decrease

of the precipitate density. A slight difference between

9
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Figure 5: Comparison of the mean-field and full-field model for an alloy concentration X0 = 1 at%. Full-field results are averaged over five
independent simulations. Evolutions of (a) the average radius, (b) the volume fraction and (c) the precipitate density, compared with an Eulerian
mean-field model. (d) Precipitate size distribution at the end of the simulation, comparison with the LSW theory. (e-h) precipitates microstructures
at time t = 0.045 s, t = 0.909 s, t = 22.72 s and t = 454.3 s, represented by stars on (a).
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Figure 6: (a) comparisons of the total number of precipitates in full-
field and mean-field models. (b) Comparison of the matrix concentra-
tions in mean-field and in full-field for X0 = 1 at.%, with the nucle-
ation rate. The comparison is done at t = 0.45 s, indicated with a star
on panel (a).

both models appears in the evolution of the mean ra-

dius in Fig. 5(a) which will be discussed in section 4.3.

Finally, Fig. 5(d) depicts the precipitate density as func-

tion of their radius at the end of the simulation (i.e. at

t = 454 s). This probability density can be compared

to the prediction of the LSW theory that described the

steady-state regime valid at long times. Differences can

be seen between the different approaches and will be

discussed in section 4.4.

4.2. Numbers of precipitates: the role of nucleation and

coagulations

As shown on Fig. 5(c), the number of precipitates

in the simulated volume varies differently between the

full-field and the mean-field model after reaching a peak

value at t ≃ 0.3 s. These variations are attributed to the

coagulation (absent of mean-field models) and nucle-

ation events whose treatment differ slightly in the full-

field and mean-field models.

The first mechanism that influences the total num-

ber of precipitates is the nucleation stage. Fig. 6(a)

shows the number of nucleation events for four initial

matrix concentrations for both mean-field and full-field

approaches. It shows that there are always more nucle-

ation events in full-field than in mean-field. This can

be explained by the composition heterogeneities in the

simulated volume emerging from the spatial descrip-

tion of the concentration field in the full-field approach.

In contrast, the mean-field approach assumes that nu-

cleation occurs in a matrix of homogeneous composi-

tion. This is illustrated in Fig. 6(b) which represents

the distribution of the solute concentration in the full-

field simulation volume at time t = 0.45 s (histogram).

The vertical dashed line represents the matrix concen-

tration used in mean-field at the same time. The nucle-

ation rate, shown with a continuous line, evolves ex-

ponentially with the solute concentration. While the

concentration used in the mean field approach leads to

a low nucleation rate, a fraction of the full-field vox-

els are associated with a high nucleation rate, thereby

triggering additional nucleation. The number of nucle-

ation events is therefore higher for the full-field model

as shown in Fig. 6(a). This effect is found to be stronger

for higher alloy compositions because the composition

heterogeneities are more pronounced, leading to a larger

difference between both models.

Figure 7: Ratio between the cumulated number of coagulations and
the cumulative number of nucleated precipitates for the full-field
model.

Moreover, the full-field approach also takes into ac-

count precipitates coagulations: when precipitates get

close one to another, they coagulate, which also affects

the number of precipitates in the system. Fig. 7 shows

the ratio between the cumulative number of coagula-

tions and the total number of nucleated precipitates for

the different initial concentrations. During the growth

stage, all the precipitates grow, increasing their prob-

ability of colliding with neighbours, which leads to a

surge in the number of coagulations. When the system

enters the coarsening stage, the precipitate density de-

creases and coagulations become less likely, which ex-

plains the saturation of the curve in Fig. 7. As expected,
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the number of coagulations at the end of the simulation

increases with the alloy composition. This figure also

shows the high impact of coagulations on the evolution

of the microstructure: the ratio almost reaches 50% for

X0 = 2.5%. For such a high coagulation rate, almost

every precipitate undergoes a coagulation event.

The consequence of both the nucleation and coagu-

lations effects discussed above can be seen on Fig. 8

that depicts the precipitate density evolution obtained

from full-field and mean field models for X0 = 1% and

X0 = 2.5%.

Figure 8: Results for an initial concentration at 1at% (a) and 2.5 at%
(b) : comparisons of the total number of precipitates in full-field and
mean-field, and number of nucleations and coagulations in full-field.

As shown earlier, the number of nucleation is higher

in full-field. However, the precipitate density decreases

as soon as coagulation events start occurring. The ef-

fect is more pronounced for higher alloy compositions:

for X0 = 2.5% (see Fig. 8.b), even though the full-field

model predicts more nucleation events, the larger num-

ber of coagulations leads to a peak precipitate density

20% lower than the prediction of the mean-field model.

In addition, because most coagulations occur within a

short time window, the time-evolution of the precipitate

density is significantly different than predicted by the

mean-field approach and shows a characteristic shoul-

der when the coagulation rate goes down.

4.3. Mean radius evolution and coarsening rate

Coarsening of the precipitate population originates

from the Gibbs-Thomson relation that relates the radius

of the precipitates to their equilibrium compositions and

is permitted by volume diffusion of solutes in the matrix

phase. In this situation, scaling arguments [52] can be

used to show that the average radius R̄ grows as a func-

tion of time as:

R̄3(t) = R̄3
0 + k(t − t0), (23)

where R̄0 denote the radius at arbitrary time t0 and where

k is referred to as the coarsening rate. Lifshitz, Slyozov

and Wagner (LSW) were the first to propose an estimate

of this coarsening rate [5, 6, 7] valid in the steady state

of the coarsening. Adapting the LSW theory to AxBy

stoichiometric precipitates and to the dilute limit X0 ≪

1 (valid for the Al-Sc system) [53], we obtain:

kLSW =
4

9

(

x + y

y

)2

Dl0X0. (24)

where l0 is the capillary length defined in Eq. (9).

However, in full-field simulations, the coarsening rate

can differ from this estimate because (i) the solute inter-

actions between neighbouring precipitates are ignored

in the LSW theory, (ii) the system can be far away from

the steady-state where Eq. (23) is valid and (iii) the in-

fluence of the coagulation events can be non-negligible.

Figure 9: Evolution of the average radius for the full-field model and
the mean-field model with and without the screening length account-
ing for solutal impingement. The full-field results are averaged over
five independent simulations.

To investigate these effects, the results of the full-field

model are compared with two versions of the mean-field

model: its original version that assumes isolated precip-

itates in a infinite medium (valid for vanishing volume
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fraction) and the screened version that accounts for so-

lutal impingement in an average way [8].

Fig. 9 shows the evolution of the mean radius for

four initial concentrations and compares the results of

the full-field model (green full curve) and the mean-

field approaches with and without the screening term

(dashed curves). To smooth out the influence of stochas-

tic events appearing in full-field models because of the

finite size of the system, the results are averaged from

five independent simulations.

In all four cases, the non-screened version of the

mean-field model (dashed pink curves) underestimates

the coarsening rate compared to the full-field model. In

addition, we highlight that incorporating the screening

length in the mean-field model leads to a much better

agreement with the full-field results. This remarkable

agreement can be seen as a validation of the screening

theory that captures the influence of solutal impinge-

ment. Deviations between both approaches are visible

for X0 = 2.5 at.% (Fig. 9) and can be attributed to the

role of coagulations that is important at high volume

fraction (see Fig. 7) and that is not incorporated into the

mean-field approaches. At long times (e.g. t > 10 s),

the role of coagulations vanishes, which explains why

the radius evolution for both the full-field and the mean-

field screened are eventually getting closer on Fig. 9.d.

To discuss in more details the differences between the

various approaches, the time-dependent coarsening rate

is determined by fitting the evolution of the radius, start-

ing at a time t0 corresponding to the beginning of the

coarsening stage and using a sliding time window of du-

ration 50 s.

Figure 10: Evolution of the ratio k/kLSW for the different models for
X0 = 1 at%. The screened mean-field model is fitted with k(t) =
k∞ + A/ log(t).

Fig. 10 shows the time evolution of the coarsening

rate for different models normalized by the value kLSW

given in Eq. (24). The black dashed horizontal line

therefore represents the prediction of the LSW theory.

In addition, the brown dashed line represents the steady-

state of the screened mean-field approach predicted by

Wang et al. [8] and incorporating the screening length.

The oscillations observed for the full-field model are

due to the finite number of precipitates in the simu-

lated volume, inducing stochasticity on the estimation

of the coarsening rate. These fluctuations become more

important at longer times because the number of pre-

cipitates decreases with time. Despite these oscilla-

tions, the coarsening rate obtained from the full-field

model matches the results obtained from the mean-

field screened model, reinforcing the agreement be-

tween both approaches discussed above. On the other

hand, the results obtained with the non-screened version

of the mean-field model underestimates significantly the

coarsening rate.

Moreover, it can be noted that the results obtained

with the full field and the mean field approaches are

significantly above the horizontal baselines representing

the steady state and appear to converge slowly towards

these values. This slow convergence highlights the role

of a long transient regime before reaching a steady-state

coarsening rate. In particular, the coarsening rate ob-

tained with the screened mean-field model is fitted with

k(t) = k∞+A/ log(t) (see the thick black line on Fig. 10),

revealing that the coarsening rate converges logarithmi-

cally towards the steady-state value.

This long transient coarsening stage has been dis-

cussed in the literature: in Ref. [54], Chen and Voohrees

used a mean-field approach similar the one used here to

demonstrate that the coarsening rate converge towards

the steady-state prediction at long-times. They also

show that the convergence rate strongly depends on the

shape of the initial distribution and slow convergence

similar to the one discussed here are obtained by start-

ing from modified log-normal distributions. This type

of slow convergence has also been shown to be consis-

tent with experimental results [55] and with phase-field

simulations [34].

4.4. Evolution of the size distribution

In addition to the evolution of the mean radius during

the coarsening phase, the LSW theory also predicts the

shape of the particles size distribution in the steady-state

coarsening regime [5, 6, 7]. The mathematical descrip-

tion of this steady-state distribution can be found in the

literature [5, 6] and it is represented with a continuous

black line in Fig. 11(a), (b) and (c).

In contrast with the LSW solution, both the mean-

field and full-field models capture the time-dependent
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Figure 11: Evolution of the size distribution for a nominal concentra-
tion X0 = 1 at.%. (a-c) Size distribution of the precipitate population
for the full-field and the mean-field models after a heat treatment of
(a) 0.09 s, (b) 45 s and (c) 454 s. (d) time-evolution of the skewness
of the size distribution obtained with different models. The full-field
results are averaged over five independent simulations.

evolution of the size distribution from the nucleation

to the coarsening stages. Fig. 11(a) displays the size

distribution obtained for the X0 = 1 at.% alloy at t =

0.09 s during the nucleation stage. Both formulations

of the mean-field approach yield similar distributions

that result from the time evolution of the nucleation

rate (Eq. (6)) combined with the growth rate: the larger

precipitates have nucleated first with a nucleation rate

limited by the incubation time and have undergone the

longest growth while the smallest precipitates have nu-

cleated later and are more numerous because of the di-

minishing effect of the incubation time. It results in

a right-skewed distribution typical from the nucleation

stage [56, 57]. The distribution obtained from the full-

field model follows the same trends because the same

expression of the nucleation rate is used; the differ-

ences obtained between both approaches at these short

time-scales are attributed to the influence of the time-

dependent diffusion equation integrated in the full-field

model while the growth rate used in the mean-field ap-

proach is obtained from the stationary diffusion equa-

tion. It seems important to highlight that the distri-

butions obtained at short time-scales with the different

models differ significantly from the LSW distribution

that is only valid in the steady-state coarsening stage.

Fig. 11(b) compares the size distribution at a inter-

mediate time t = 45 s that corresponds to the coars-

ening stage. Compared to Fig. 11(a), the distributions

obtained from the different models have transitioned to

left skewed distributions that resemble the LSW func-

tion. At this stage, the differences between the mean-

field model and the LSW show the influence of the tran-

sient coarsening stage on the precipitate distribution ev-

idenced previously [54, 51]. Interestingly, the precipi-

tate distribution obtained with the full-field model ap-

pears significantly more symmetric than the mean-field

predictions, with a surplus of large precipitate. This

can be attributed to the influence of coagulation events

that combine two precipitates of average sizes to form a

large precipitate.

To compare the distributions obtained after a long

coarsening stage, Fig. 11(c) shows precipitates distribu-

tions after a time of 454 s. The distribution obtained

from the mean-field model (non-screened) converges

slowly towards the LSW distribution: the differences

between them are attributed to the distance from the

steady-state which is a consequence of the long tran-

sient regime discussed in section 4.3. On the other hand,

the distribution obtained with the screened version of

the mean-field model is significantly less peaked, this

difference being a consequence of the solutal impinge-

ment. This is also supported by the fact that the distri-
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bution obtained from the full-field model matches well

this latter one. Comparing the full-field distributions

shown in Fig. 11(b) and Fig. 11(c) reveals that the ef-

fect of coagulation events wears off with time because

such events become less likely upon the drop of the pre-

cipitate density.

Figs. 11(a), (b) and (c) reveal that the precipitate dis-

tribution shifts from a right-skewed distribution charac-

teristic of the nucleation stage to a left-skewed distribu-

tion characteristic of the coarsening stage and compara-

ble to the LSW theory. To better characterize the time

evolution of the distribution, it is useful to follow the

evolution of the skewness γ, a dimensionless coefficient

that characterizes the asymmetry of a distribution. It is

defined as the third standardized moment and is com-

puted as

γ =
µ3

µ
3/2
2

(25)

where µ3 and µ2 are the central moments of order 2 and

3 of the distribution. A positive (respectively negative)

skewness translates the fact that the right (resp. left)

tail of the distribution is more pronounced. A skewness

equal to 0 corresponds to a symmetric distribution.

Figure 12: Evolution of the skewness with time for four different ini-
tial concentration in solutes. The dotted lines represent the values of
the skewness averaged over the last 5000 time-steps (∼ 2s) of the full-
field simulation. The dash-lines represesent the time-evolution of the
skewness obtained from the mean-field screened model.

Fig. 11(c) displays the time evolution of the skewness

obtained from the different models. In the first nucle-

ation stage, the distributions exhibit a positive skewness

characterizing the distribution shown in Fig. 11(a). Be-

tween t ≃ 0.1 s and t ≃ 1 s, the skewness drops from

positive to negative values which translates the transi-

tion between the nucleation and growth stages to the

coarsening stage.

As expected, the skewness obtained with the mean-

field (non screened) model converges to the skewness

of the LSW distribution represented with an horizontal

dash line. In contrast, the screened mean-field model

converges to a higher value, a consequence of the solu-

tal impingement. The skewness obtained with the full-

field model follows the same trend as for mean-field ap-

proaches. It remains higher during the coarsening stage

and eventually drops to a value close to the one obtained

with the mean-field screened model. This translates the

fact that during the transient coarsening regime, the dis-

tributions simulated with the full-field model are signif-

icantly more symmetric than the ones obtained from the

mean-field approaches, as a consequence of the coagu-

lation events.

The effect of coagulation events on the symmetry of

the precipitate density is amplified for higher volume

fraction. Fig. 12 compares the time evolution of the

skewness for different alloy concentrations. The sym-

metry of the distribution shape increases with the pre-

cipitate volume fraction, significantly more than pre-

dicted by the screened mean-field model that only ac-

counts for the role of solutal impingement.

5. Conclusion

We present here a full-field model for precipitation

in which the precipitates are described by a shape func-

tion with sharp interfaces. This formulation allows for

a gain of efficiency compared phase-field models and

enables to simulate representative volumes containing a

large population of precipitates over long time-scales.

The results of the full-field approach are compared to

mean-field numerical models to assess the influence of

solutal impingement and coagulations of precipitates on

the different stages of the nucleation process.

First, we evidenced that more nucleation events occur

in the full-field model as compared to the mean-field

approach. This is attributed to the spatial description of

the concentration fields that take different values while

the mean-field approach assumes a single-valued matrix

concentration.

This effect is compensated by the influence of co-

agulations of neighboring precipitates that triggers a

drop of the total number of precipitate after their nu-

cleation. As a consequence, the peak number of pre-

ciptates is slightly lower in full-field models compared

to mean-field approaches. Despite these differences, the

evolution of the average radius obtained with full field

matches well the prediction of mean-field approaches,

especially the screened mean-field model that accounts

for solutal impingement in an average way.

Our results also highlight the influence of the long

transient regime that approaches asymptotically the

15



steady-state predictions [8, 54]. During this transient

regime, the coarsening rate is significantly higher than

its steady-state value and the precipitate distribution is

significantly more symmetric. The comparison between

full field and mean field results also put in evidence the

role of coagulation events on the precipitate distribu-

tion: coagulations lead to the formation of larger pre-

cipitates and thereby symmetrize the size distribution.

Because the number of coagulations drops during the

coarsening stage, their influence slowly wears off along

the coarsening stage.

Size distributions observed experimentally in metal-

lic alloys can deviate significantly from the LSW size

distribution. In particular, a number of previous studies

evidenced symmetric distributions or right-skewed log-

normal distributions of precipitate sizes [58, 59, 21, 60,

61]. The present work shows that these differences can

be attributed to multiple effects:

• the role of solutal impingement increases with the

volume fraction of precipitate and leads to more

symmetric steady-state distributions [8].

• the influence of the long transient coarsening

regime and the slow convergence of the precipitate

distribution to a steady-state LSW-like distribution,

as evidenced previously [54, 59].

• the influence of precipitate coagulations that lead

to a higher number of large precipitates and sym-

metries the size distribution.

At this point, we also have to discuss some drawbacks

of the current implementation of the full-field model. In

this study, there is no limitation to the coagulation of

precipitates, while in Al-Sc alloys, the coagulation of

ordered Al3Sc preciptates is limited by the existence of

four translational variants [25] that prevents the coag-

ulation of precipitates with different variants. Such ef-

fect can be included in the present full-field model by

attributing a variant (1, 2, 3 or 4) at random to precip-

itates and allowing the coagulation of neighboring pre-

cipitates only if their variants are identical. Preliminary

results including this effect reveals that the number of

agglomerations is significantly reduced, but the general

trends discussed throughout the paper remain valid.

In addition, coherent precipitates in metallic alloys

also interact through elastic fields [25], which can mod-

ify their evolution [62, 63]. It would be desirable to

extend the current full-field model to account for these

effects. This could be done by computing the elastic en-

ergy of a population of precipitates and by adjusting the

position of the precipitates to minimize this energy.

Furthermore, the results presented here focus on

spherical precipitates while a majority of technologi-

cally relevant systems (in particular Al and Ni-based al-

loys) display non-spherical precipitates [1, 2]. We note

that it is straightforward to extent the present model

to non-spherical precipitates by using different shape

functions, and by adjusting the Gibbs-Thomson effect

to these new geometries [64, 65].

Also, this article focuses on homogeneous isother-

mal thermal treatments but it would be straightforward

to use the full-field model to investigate the influence

of a complex heterogeneous thermal history encoun-

tered during processes such as additive manufacturing

and welding. The full-field model could be used to as-

sess the domain of validity of mean-field approaches for

complex thermal treatment that involve sharp thermal

gradients and high heating/cooling rates.

One of the advantage of this meso-scale full-field

model is that it generates representative microstruc-

tures obtained from nucleation, growth and coarsen-

ing stages, and encodes the spatial correlations be-

tween precipitates resulting from these stages. A natural

prospect of this work therefore consists in using these

microstructures in dislocation dynamics numerical ap-

proaches [66, 67] to model the dislocations/precipitates

interactions in order to predict the yield stress of the al-

loy and discuss more carefully the assumptions of the

mean-field approach commonly used the relate the me-

chanical properties of the alloy to the precipitate mi-

crostructure [1, 68, 69].

Acknowledgement

The financial support of INSA-Lyon through a doc-

toral scholarship on societal issues is gratefully ac-

knowledged. Also, we would like to acknowledge the

support of NVIDIA Corporation with the donation of a

Titan V GPU used for this research.

References

[1] C. Sigli, F. De Geuser, A. Deschamps, J. Lépinoux, M. Perez,
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Appendix A. Numerical integration of the mean-

field model

In order to understand how the full-field charac-

ter of the model influences the results, we compare

it with a mean-field approach for precipitation. This

type of model was first introduced by Kampmann and

Wagner [70] and have been largely used for precipita-

tion kinetics modeling [2, 10, 11, 51, 71, 72, 73]. In

these approaches, the precipitate microstructure is rep-

resented by a size distribution discretized in a finite

number ”classes” that evolve according to the nucle-

ation, growth and shrinkage of precipitates.

This type of models can be divided into two cate-

gories depending on the treatment of the size distribu-

tion: in the Lagrangian-type models [11, 2], a ”class”

gathers precipitates that nucleated at the same time and

the radius of each class evolves in time from the integra-

tion of the growth equation. In contrast, in the Eulerian-

type approaches [10, 51, 71, 72], the size distribution is

dicretized in classes of finite width such that precipitates
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change classes along the simulations. Both methods of-

fer advantages discussed in Ref. [11], and we opted for

the latter case because of its natural connection with

the size distribution employed in the LSW theory. In

particular, the mean-field model employed here and its

numerical implementation are similar with the ones de-

scribed in Ref. [51] and are briefly recalled in the fol-

lowing.

We note f (R) the precipitate size distribution per unit

volume.

The nominal alloy composition X0 is distributed be-

tween precipitates and matrix, such that the atomic frac-

tion in the matrix is given by:

Xm =
X0 − Xpφp

vm
at

v
p
at

1 − φ
, (A.1)

where

φp =
4π

3

∫ +∞

0

f (R, t)R3dR (A.2)

is the volume fraction of precipitates.

Considering that the radius of each precipitates

evolves smoothly in time, the size distribution f (R) is

subjected to the following continuity equation:

∂ f (R, t)

∂t
+
∂

∂R
(v(R, t) f (R, t)) =

dN

dt
δ(R − R∗kT ) (A.3)

where dN
dt

is the nucleation rate at time t and R∗
kT

is the

critical nucleation radius. For the sake of consistency

with the full-field model described in this work, we con-

sider that dN
dt

is given by Eq. (6) taken for X = Xm and

that the nucleation radius is given by Eq. (7).

The growth rate of the precipitates is obtain from re-

solving the stationary diffusion equation around an iso-

lated precipitate and computing the flux of solutes to-

wards the precipitate. We thus obtain:

v(R, t) =
D

R

Xm(t) − XR
(

vat
m

vat
p

Xp − XR

) . (A.4)

where XR is the equilibrium composition at the pre-

cipitate/matrix interface given by Gibbs-Thomson rela-

tion Eq. (8). To avoid numerical instabilities related to

the divergence of this the Gibbs-Thomson equation for

small radii, we limit XR by a maximum value Xmax =

1
2

(

Xm +
vat

m

vat
p

Xp

)

. This quantity is chosen based on the

characteristic time R2/D to dissolve a precipitate or ra-

dius R. Overall, the equilibrium composition at the pre-

cipitate/matrix interface is given by:

XR = min

(

1

2

(

Xm +
vat

m

vat
p

Xp

)

, Xeq exp

(

x + y

y

l0

R

))

.

(A.5)

The growth and coarsening of precipitates naturally

arises from the time integration of Eqs. (A.4) and (A.5).

Implementing numerically the model requires to dis-

cretize the distribution f (R, t) in a finite number of

classes of size ∆R while the time is discretized in steps

∆t.

The nucleation term of Eq. (A.3) is simply incorpo-

rated by adding dN
dt
∆t precipitates of size R∗

kT
at each

time steps. This quantity is distributed pro rata between

classes of radii Rn and Rn+1 (Rn < R∗ < Rn+1). For clar-

ity reasons, this source term is not accounted for in the

following equations that detail the numerical scheme.

After discretization of Eq. (A.3) with finite differ-

ences, we obtain:

f t+∆t
i = f t

i −
∆t

∆R

[

F t

i+ 1
2

− F t

i− 1
2

]

(A.6)

where F t
i+1/2

denote the fluxes of precipitates between

classes of radius Ri and Ri+1.

Several choices can be made for the expression of

F t
i+1/2

. A simple solution is to use a classical upwind

scheme [11, 71] that remains numerically stable for

sharply varying distribution as obtained in the first nu-

cleation stage. However, the simple upwind scheme is

impaired by spurious numerical diffusion terms [74] and

does not allow to integrate precisely the transport equa-

tion Eq. (A.3) for smooth size distribution encountered

at the later coarsening stage. Following Ref. [51], the

upwind scheme is corrected with an anti-diffusion term

of the form:

Fi+ 1
2
= F

up

i+ 1
2

+
1

2
vi+ 1

2

(

1 −
∆t

∆R
|vi+ 1

2
|

)

( fi+1 − fi)Φi+ 1
2
,

(A.7)

where

vi+ 1
2
=

1

2
(vi + vi+1) , (A.8)

and

F
up

i+ 1
2

=















fivi+ 1
2
, if vi+ 1

2
> 0

fi+1vi+ 1
2
, if vi+ 1

2
≤ 0.

(A.9)

The termΦi+1/2 is a flux limiter that must converge to

0 (respectively 1) for sharply (resp. smoothly) varying

distributions. To quantify this character, we introduce a

smoothness parameter defined as

θi+ 1
2
=















fi− fi−1

fi+1− fi
, if fi+1 , fi

1, otherwise.
(A.10)
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Several choices are possible to relate the flux-limiter

Φi+1/2 to the smoothness parameter θi+1/2, and differ-

ent flux-limiter functions have been shown to be suited

to different problem. In particular, trial and error have

demonstrated that an appropriate flux-limited function

for our case is:

Φ(θ) = min















2θ, 2

√

θ

θ + 3














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With this choice, the precipitate size distribution con-

verges to the expected LSW distribution for long coars-

ening times.

In practice, the numerical integration of the mean-

field model consists in iterating the following steps :

1. The matrix composition is computed using

Eq. (A.1) with φp =
4
3
π
∑

i fiR
3
i
.

2. The nucleation rate is computed with Eq. (6) and

precipitates of radius R∗ are added in the appropri-

ate classes.

3. The growth rates vi corresponding to each class are

computed with Eq. (A.3).

4. The fluxes between classes are computed using

Eq. (A.7).

5. The time-evolution of the precipitate density is in-

tegrated with Eq. (A.6).

The mean-field formulation described above consid-

ers that each precipitate is isolated and uses the diffusion

field in an infinite matrix to obtain the growth-rate of

Eq. (A.4). It does not account for solutal impingement

emerging from neighbouring precipitates and is there-

fore only valid in the limit of vanishing precipitate vol-

ume fraction.

To overcome this limitation, Wang et al. suggested to

incorporate the role of solutal impingement in an effec-

tive screening length R0 on the solute field. This treat-

ment is well adapted to this mean-field approach, as it

only consists in multiplying the growth-rate of Eq. (A.4)

by a prefactor that increases with the precipitate volume

fraction. Following Ref. [8], the growth rate becomes:

v(R, t) =
D

R

Xm(t) − XR
(

vat
m

vat
p

Xp − XR

)

(

1 +
R

R0

)

(A.12)

with R0 =

√

〈R3〉

3〈R〉φp

For vanishing precipitate volume fractions φp → 0,

R0 diverges and we recover Eq. (A.4). This version of

the mean-field model is refered to as ”screened” in the

main text of this article.

Appendix B. Choice of the grid spacing

The advantage of the sharp-interface full-field model

presented in this paper is that the grid-spacing ∆x used

for the diffusion equation can be chosen independently

from the capillary length as the Gibbs-Thomson rela-

tion is used to impose the precipitate concentration that

serves as a boundary condition to the diffusion problem.

However, the choice of the grid spacing also influences

the imprint of the precipitates on the discrete grid and

the surrounding diffusion field.

To assess the influence of the grid spacing on the

results, simulations for the growth of isolated precip-

itates have been performed for different grid spacing.

We employ the same conditions as in section 3 and

use an initial matrix concentration X0 = 1 at%. The

time-evolution of the precipitate radius is depicted in

Fig. B.13. To highlight the differences between the var-

ious cases, we only show the first stages of the growth

process; the influence of the grid-spacing tend to dissi-

pate at longer time where R≫ ∆x.

Figure B.13: Evolution of the precipiate radius for different grid spac-
ings for a precipitate growing in a supersaturated matrix of composi-
tion X0 = 1 at%.

Fig. B.13 reveals that the choice of ∆x influences the

first stages of the precipitate growth. In particular, the

precipitate radius evolution obtained for ∆x = 0.67 nm

and ∆x = 1 nm is significantly different from the results

obtained for ∆x = 0.25 nm and ∆x = 0.5 nm, and dis-

play a distinctive slope discontinuity at R = ∆x. Below

this threshold, the precipitate occupies a unique voxel,

and the solute field in its vicinity is not representative

of the diffusion field around a spherical object. This

leads to an underestimation of the solutal flux and of

the growth rate. However, it is worthy to note that the

results obtained for ∆x = 0.25 nm and ∆x = 0.5 nm are

very close to one another, revealing that discetizing with
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∆x = 0.5 nm is fine enough to reproduce the appropriate

growth rate.

In simulations discussed in section 4 that incorporate

nucleation, growth and coarsening during a precipita-

tion treatment, the precipitate largely satisfy the condi-

tion R > ∆x = 0.5 nm. Indeed, the nucleation radius

R∗
kT

vary between 0.36 nm et 0.48 nm depending on the

concentration of the alloy and the nucleated precipitates

quickly grow passed R = ∆x. In addition, when the

precipitates shrink, they are removed from the simula-

tion if their radius goes below Rth ≃ 0.3 nm (given by

Eq. (15)). As shown in Fig. 4.d, the shrinking dynamics

is fast, such that the vast majority of precipitates satisfy

R > ∆x during the simulations discussed in section 4.
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