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Abstract

Code-based cryptography received attention after the NIST started the post-
quantum cryptography standardization process in 2016. A central NP-hard
problem is the binary syndrome decoding problem, on which the security of many
code-based cryptosystems lies. The best known methods to solve this problem all
stem from the information-set decoding strategy, first introduced by Prange in
1962. A recent line of work considers augmented versions of this strategy, with
hints typically provided by side-channel information. In this work, we consider
the integer syndrome decoding problem, where the integer syndrome is available
but might be noisy. We study how the performance of the decoder is affected by
the noise. We provide experimental results on cryptographic parameters for the
BIKE and Classic McEliece cryptosystems, which are both candidates for the
fourth round of the NIST standardization process.

Keywords: Code-based cryptography, Syndrome decoding problem, Information-set
decoding



1 Introduction

1.1 Post-quantum cryptography: on its way to become reality

With the practical feasibility of a quantum computer of sufficient capacity getting more
and more probable by the day, the threat posed by Shor’s algorithm [38] on number
theory base cryptosystems grows as well. To address this threat, NIST began a stan-
dardization process in 2016 for post-quantum cryptography. The fourth round of this
process started in July 2022 when, in the Key Encapsulation Mechanism category, four
candidates were submitted. Among them, the Classic McEliece [2] and the BIKE [3]
cryptosystems are two solutions based on error-correcting codes. Their security relies
on the NP-hardness of the binary syndrome decoding problem (SDP) [6]. The SDP
is the core hard problem of several cryptographic constructions, e.g., the FSB hash
function [4], the SYND stream cipher [25] or the Stern identification scheme [40].

Given a parity-check matrix H of a binary linear code, a binary syndrome vector
s* and an integer t, the SDP consists in finding a binary vector  of Hamming weight
t such that Hx = s*. There are three main techniques for solving the SDP: statistical
decoding [24, 28, 36, 15, 12], information set decoding (ISD) [37, 30, 39, 31, 19, 20,
10, 23, 7, 33, 5, 34, 9] and generalized inverse based decoding [18]. Information Set
Decoding was originally proposed by Prange in 1962 [37], and it has been incrementally
refined since by Lee and Brickell [30], Stern [39] and, more recently, by May, Meurer
and Thomae [33] and by Becker, Joux, May and Meurer [5]. The complexity of the
ISD method has been used to better tune the parameters of the cryptosystems [21]
according to the required security levels.

1.2 Integer syndrome decoding

One recent line of work considers modified versions of the SDP, for which additional
information is available, for instance via side-channel analysis on implementations of
the aforementioned cryptosystems. In [27], authors study the case where parts of the
error are known, or only their Hamming weight. The case where the integer syndrome
s is available, instead of the binary one, as if the matrix-vector multiplication had
been performed in the integer ring instead of the binary finite field, is considered in
[17]. One method to obtain the integer syndrome is by laser fault injection attack, as
presented in [13]. The problem one has to solve in this case is the integer syndrome
decoding, referred to as N — SDP, where the input is the parity-check matrix H, the
integer syndrome vector s and the weight of the solution ¢. The same question is
raised, whether Hx = s admits a solution of weight ¢. This problem can be tackled
down by means of Integer Linear Programming [13] or probabilistic methods [22].
Another method of obtaining an integer syndrome, much more feasible and realistic
than laser fault injection, is by side-channel analysis [14]. However, due to physical
factors, the integer entries of the syndrome might not be perfectly accurate. Hence,
in the resulting problem, the N — SDP in the presence of noise, we are given a noisy
integer syndrome s = s+ €, where € models the noise as a vector of random variables.
The solution proposed in [14] uses a combination of ISD techniques and the score



decoder from [22]. However, only simulations were provided to assess the performance
of this proposal and no theoretical evidence was given.

1.3 Related work

Learning with errors and hints

Not only code-based cryptosystems are vulnerable to such attacks. Similar results
were obtained in the context of lattice-based cryptosystems by Bootle et al. [8]. The
BLISS cryptosystem was cryptanalysed by means of similar hybrid attacks, where
side-channel attacks revealed an Integer version of the Learning With Errors (ILWE).
The ILWE problem is the lattice-based equivalent of the N—SDP. However, ILWE was
solved with another technique that does not seem to work for N — SDP. Nevertheless,
it points out that such scenarios extend broader than code-based cryptography.

Quantitative Group Testing

Quantitative Group Testing (QGT) is an active field of research, lately boosted by the
COVID-19 epidemic. In the QGT we are given a large population out of which some
individuals suffer from a disease, and the goal is to identify the infected individuals.
Possible applications of QGT go from bio-informatics [11], traffic monitoring [42] and
confidential data transfer [16, 1] to machine learning [32, 43]. The N — SDP can be
also seen as a QGT in presence of noise. As we shall demonstrate, the algorithm we
propose here, solves a noisy QGT instance, by adapting and improving (using coding
theory tools, such as ISD techniques) a recent solution to the classical QGT [22].

1.4 Contributions

In this article, we analyze in detail the algorithm proposed in [14], referred to as ISD-
score decoder, and provide the following contributions. First, we demonstrate that the
ISD-score decoder finds a solution to the N — SDP in the presence of noise with high

probability, as long as the weight is sub-linear in n, more exactly, t < O (%),
where n is the length of the code and k the dimension. We consider two noise models,
present in several schemes/scenarios, i.e., Binomial centered in zero and Bernoulli
variables. We demonstrate that the ISD-score decoder can tolerate noise levels that
are linear in the weight of the solution ¢. For that we partially build our demonstration
on the techniques used in [22]. We incorporate the noise models into these techniques
and, by using sharper inequalities, determine a much clearer condition for having a
higher probability of success. One consequence of this new method is that when the
noise is null and the ISD part is ignored, equivalently the ISD-score decoder boils
down to the algorithm proposed in [22], the conditions we propose on the range of
t for which the algorithm succeeds is larger than those from [22]. This gives a lower
bound on the number of syndrome entries, or the number of rows in the parity-check
matrix, required to find a solution, known as the information theoretic bound. A 5
page short version of this article was presented at the Information Theory Workshop
(ITW) 2022. We are extending on this short version by providing the full proofs of
our results additional comments and a complete section on experimental results.



Outline of the article

In Section 2 we introduce the SDP and its variants, N — SDP and N — SDP in the
presence of noise. We also recall the cryptographic context where these problems occur.
Section 3 begins by recalling the score decoder proposed in [14]. Then, it analyzes the
distribution of the discriminant function for the N — SDP in the presence of noise.
The section ends with the description of the ISD-Score decoder. Next, we analyze the
success probability of the ISD-Score decoder in Section 4. The theoretical results from
this part are being compared with numerical values from our implementation of the
algorithm in Section 5. The section also makes a parallel between the efficiency of the
ISD-Score decoder and other methods such as ILP. Finally, we conclude the article in
Section 6.

2 Preliminaries

Notations

A finite field is denoted by F, and the ring of integers by Z. We write N* = {1,...,n}
and Z_p ., = {—n,...,0,...,n}. For p € [0,1] and n € N* a random variable X that
follows a distribution will be marked as X ~ Ber(p) for the Bernoulli distribution and
by X ~ B(n,p) for the Binomial distribution. We denote by W (z) the Lambert W
function. Matrices and vectors are written in bold capital, respectively small letters.
We also use HW(¢) to denote the Hamming weight of the vector c.

Error correcting codes

Let n and k be two positive integers such that k¥ < n. An [n, k] linear code can be
defined as a sub-vector space of dimension k of the vector space F™. A code can be
specified either by its generator matrix G € F**" (a basis for the code), or by its
parity-check matrix H € F(®~*)*" (a basis for the dual code). The minimum distance,
or the Hamming distance of a code C, is the minimum of all HW(v) for v € C,v # 0.

One of the main features of linear codes is their ability to decode noisy informa-
tion/data. Several general decoding strategies exist, the syndrome decoding problem
being one of them.

Some variations of the syndrome decoding problem

Let us start by formally defining the binary SDP.
Definition 1 (SDP).
Inputs: H € ]Fé”fk)m, s* e Pk t e N*,
Output: x €FYy s.t. Hr = s*, and HW(x) =t.
This problem is NP-Complete [6] and, as we shall quickly see, it constitutes the
building block of code-based solution for post-quantum cryptography.
Now, a slightly different problem, the N — SDP [13, 17], considers matrix-vector
multiplication over the ring of integers instead of the binary field Fy. Formally, the
problem can be stated as follows.



Definition 2 (N — SDP).
Inputs: H c {0,1}(»~F)>" s c N*—F e N*,
Output: x€{0,1}", s.t. Hx = s, and HW(x) = t.

To define N — SDP in the presence of noise as generally as possible, we model the
noise € = (€1,...,€,—k) as a vector of random variables ¢; ~ D, where D is a discrete
probability distribution. In the N — SDP in the presence of noise, instead of having
access to an instance of the N — SDP, i.e., (H,s,t), we are given a noisy syndrome
s = s+ ¢ and the value s* = s (mod 2) (component-wise).

Definition 3 (N — SDP in the presence of noise €).
Inputs: H € {0,1}(n=F)xn g czn-k
s*€{0,1}" 7k t e N*
Output: x € {0,1}", s.t. Hx = s* with HW(x) =t
s* =5 mod 2, and s = s +e.

Remark that N— SDP in presence of noise is the SDP with additional information.
Under certain conditions, we hope that, given (H, s*,t, ), we can find x, solution to
the SDP. Also, when the noise is zero we face the classic N — SDP.

The Niederreiter encryption framework

Both, Classic McEliece [2] and BIKE [3], are based on the Niederreiter encryption
scheme [35]. Here, we will focus on the encryption algorithm (see Alg. 1).

Algorithm 1 Niederreiter encryption

1: function ENCRYPT(m, pk)

2. Encode m — z with HW(z) =¢
3. Compute s* = Hpypx

4: return s*

Recent message recovery attacks are pointing the encryption step, where the cipher-
text is obtained from the multiplication of the public parity-check matrix Hpyp, and the
secret error vector @. Hence, in [14, 13] the matrix-vector multiplication is targeted as
leakage point (line 3 in Algorithm 1). We shall not insist here on the technical details
that allow the derivation of the integer syndrome s or the noisy integer syndrome s
from this matrix-vector computation. However, such an exploit is achievable, hence,
enabling one to tackle the N — SDP or the N — SDP in presence of noise, in order to
retrieve the secret message. The sets of (n, k, t) parameters defined in [2] and [3] are
given in Table 1.

3 ISD-Score decoder

3.1 Score decoder

The idea of assigning a score to each column was already used in for the N — SDP
n [14]. The objective is to distinguish columns of H in the support of the solution
vector from columns which are outside the support. We shall begin by defining a
score decoder, as introduced in [22], that proved to be particularly discriminant in the



Table 1: (n, k, t) parameters for Clas-
sic McEliece and BIKE

n k t

3488 2720 64
4608 3360 96
6688 5024 128
8192 6528 128

24646 12323 134
BIKE 49318 24659 199
81946 40973 264

Classic McEliece

context of N — SDP. For a better illustration of the nice features of the decoder in the
presence of noise, we will express it in function of the noiseless decoder. As we shall
see, this method allows not only to derive a particularly simple relation between those
two, but also to deduce conditions on the tolerated noise level.

Definition 4. Let H € {0,1}("=%)*" s ¢ N*~* and t € Z* be the input of N — SDP.
Then define the score of a column:

n—=k

Vi e Ny hi(s) = > (heise+ (1= hei)(t —s0)))- (1)

~
Il

For the N — SDP in the presence of noise we shall use ¥;(s). The next result,
rephrased from [22], expresses the capability of the score decoder to distinguish
between columns in the support of the solution vector from columns which are outside
the support.

Theorem 1. Let H € {0, 1}(”*’““" be a random matriz, with distribution given by
hj; ~ Ber(3) and s € N"7% such that 3 ® € {0,1}" with HW(x) = t satisfying
Hx = s. Then
B((n— k)t 3) ;i & Supp(x)
Wils) ~ { B((n—k)(t—1), %) +mn—k ,i € Supp(x)

Straightforward from Theorem 1 we have E(;(s)) = (n — k)t/2 for ¢ & Supp(x)
and E(¢;(s)) = (n — k)t/2+ (n — k)/2 for i € Supp(x). The difference in the average
value points out that 1 can be a distinguisher between positions in the support and
outside the support of the vector x. In addition, the variance also differs, fact that

will be used in the tail bounds. Moving forward, we will consider the noisy version of
this problem in the next section.

3.2 Score decoder in the presence of noise

As in [14], we make some assumptions on the noise considered here, i.e., €; are inde-
pendent and identically distributed random variables, the noise does not depend on
the distribution of the entries in H and the distribution D is symmetric.



n=24646, k=12323, t=134

3 | i & Supp(z) i € Supp(z)
| |==d=0 d=0
o |==d=1t/2 d=1t/2
- d=t d=t
2

< Ry

a K>

T T T
822000 824000 826000 828000 830000 832000 834000
«

(a) Example parameters set of BIKE

n=3488, k=2720, t=64

5 | ¢ Supp(z) i € Supp(z)
I |=—d=0 d=0
o |==da=e2l  f2I3s d=1t/2
3 s d=t o d=1t
Q2 ¢ 7
o o XK.,
o e s S,
I I T T T T T
24000 24250 24500 24750 25000 25250 25500
«

(b) Example parameters set of Classic McEliece

Fig. 1: Distribution of ; for e ~ —d + B(2d, 3)

Proposition 2 ([14]). For j € Z} _, let €; be i.i.d. discrete random variables follow-
ing a symmetric distribution over the set Z_q,q4, s.t. €; and h; ; are independent. Then

n—~k
Prob (¢;(8) — ©;(s) = a) = Prob (Z € = a> .

j=1

Proof. Let Y;; = (2he,; — 1)€;. Then we have,

n—k
Vi(8) = (he,i(se+ (1 —he)(t — 50)))
-
= (hei(se+ e+ (1 —hei)(t—se—e€r)))
=1
n—k
Di(8) = bi(s) + Y (heee — (1= he)er)
=1

Y14

For any fixed value of ¢ € Z7 _, we have Prob(Y;; = a;) = Prob(e; = a) for any
ay € Z_g4,q (using the symmetry property and the independence of hy; and €;). Hence
Yy, follows the same distribution as e,. Thus, ¥;(8) — ¥i(s) € Z_(n—k)d,(n—k)d With

probability distribution Prob(v;(8) — v;(s) = a) = Prob (Z;:lk € = a) . O



Keeping the difference ¢;(s) —1;(s) as small as possible resumes to controlling the
sum of €;. The variance of ¢; plays a crucial role in the distinguishing capacity of .
Proposition 3. For any j € Z) _, let €; be a discrete random variable satisfying the
conditions from Proposition 2 and let 0® = Var(e;). Let g(n, k,t) be a function in the
parameters of N — SDP. Then for any a > o+/(n —k)g(n, k,t)

1

Prob(¢i(s) — ¢i(s) > a) < gt

(2)
Proof. Use Chebyshev inequality for the sum of €; and the linearity of the variance. [

The case of centered binomial noise
Corollary 4. Letd € N and ¢; ~ —d + B(2d, 1). Then

* fori & Supp(x)
¢ﬂ@~—ﬂn—)+80 )@+M)>

e for i € Supp(x)
i(8) ~—(d—1)(n—k)+ B ((n —k)(t—1+2d), ;)

Moreover, E(t;(8)) = E(1i(s)) and Var(¢i(s)) = Var(i(s)) + (n — k)d/2.

To maintain the capability to distinguish between positions inside the support and
positions outside the support, the noise parameter d from 5(2d, %) should be restricted.
Corollary 5. Let ¢; ~ —d + B(2d, %) and g(n,k,t) a unbounded function in t,n, k.

Then w.h.p. we have |;(8) —¥;(s)] < w. Moreover, for any d <

m, the function ¥(8) distinguishes positions in Supp(x) from positions outside

Supp(x).

In particular, we can put g(n, k,t) = loglogt or g(n, k,t) = loglogn depending on
the wanted speed of convergence.

Figure 1 shows the distribution of v; values for different levels of noise, ranging
from d = 0, i.e. the noiseless setting, to a very high noise of B(2t, %) Notice that
the distinguishing capability is much higher for the BIKE parameters, as shown in
Figure la, than for the Classic McFEliece parameters, as shown in Figure 1b.

Bernoulli noise
Proposition 6. Let ¢; ~ Ber({0,1},1/2). Then v;(s) is a random wvariable

that follows the distribution { ggg % z i ?;’ %g (n = k) ’z: z gsgggi; . Moreover,
2 )
(s

E(i(s)) = E(¢i(s)) and Var(yi(s)) = Var(yi(s)) + (n = k)/2.



Notice that, in the case of a Bernoulli type of noise, the behavior is equivalent to
the case of a centered binomial noise. (equivalent to d = 1 in Corollary 4). Indeed, the
result in Proposition 6 is equivalent to the one given in Corollary 4 with d = 1.

3.3 Combining ISD and score decoder

The idea in [14] was to boost the distinguishing capability of the score decoder with
ISD-like techniques. To this end, the score decoder is integrated in the “permutation”
step of the ISD method. Indeed, this method starts by performing a permutation on the
columns of H that will hopefully rearrange the solution in a useful way. More precisely,
in the first ISD algorithm, the Prange decoder [37], a “good” permutation (II) is one
that satisfies IT 'a = <a3> Hence, the initial system becomes HIIII 'z = s*. By
Gaussian elimination on HTI one can find an invertible matrix A s.t. AHII = (I||B).
1\
0 )=
ISD methods, permutations are sampled randomly until a “good” one is obtained.
Thanks to the extra-information provided by s or s, the function 1 allows to construct
a permutation which by no means is random. Indeed, we have seen that v, by its
nature, allows one to distinguish between positions in the support of & and positions
outside. Hence, the underlying permutation, hopefully is a “good” permutation. As
pointed out in [14], sorting the list of values v;(8) in descending order is equivalent
to generating a permutation II. Algorithm 2 finds a solution to the N — SDP in the
presence of noise as long as Il is “good” enough.

Hence, the system becomes (I||B) As* which yields &1 = As*. In the original

Algorithm 2 PRANGE SCORE DECODER(H, s, t)
1: Compute IT from the list 1;(s)
2. Compute A*, H* + rref(HII)
3. if HW(A*s*) =t then

4 return x =1II (6‘ s ) > r = rank(A)

The procedure rref (HII), which stands for “reduced row echelon form”, is equiv-
alent to performing a partial Gaussian elimination over Fsy. Indeed, there is an

(n — k) x (n — k) non-singular matrix A* such that, A*HII = { L | B*]

On—k—r,r
where HII = [A || B] with A a (n — k) x r matrix satisfying A*A = [0 L },
n—k—r,r
and B* = A*B. In the of a full rank matrix A we have A*A = I,,_j. From the
description of the algorithm above, the following result can be deduced.
Proposition 7 ([14]). PRANGE SCORE DECODER outputs a valid solution as long as
there exists at least one set L C N\ Supp(x) with #L > n—r such that min{y,(s),i €

Supp(x)} > max{y;(x),i € L}.



The overall time complexity of PRANGE SCORE DECODER is O((n — k)?), since it
is dominated by the partial Gaussian elimination, i.e. the computation of A*.

Since the permutation IT might not move all the positions in the support of x in
the first n — k positions, more powerful ISD methods may be used, e.g. Lee-Brickell
[30], Stern [39] or Dumer [19]. The idea is to allow a number of § positions from
Supp(x) outside the first n — k positions. This is equivalent to extending PRANGE
SCORE DECODER so that it covers error vectors with a more general pattern. The Lee-
Brickell score decoder, where § positions are searched exhaustively, is thus proposed
in [14] as a possible solution.

Algorithm 3 Lee-Brickell Score Decoder ([14])

1: function LEE-BRICKELL SCORE DECODER(H, s, s*,t)
2. Compute II + SORT(H, s, 1)

32 Set HII = [A | B]

4:  Compute A*, H* <—rref(HII) and B* = A*B
5:  Compute s = A*s*
6

7

8

9

if HW(s') ==t then
return x = I(s || 0y)*

else
for i < 1,0 do

10: S = Gener-Subsets({1,...,k},)
11: for £ in S do
12: x’ «— Vector({0,1},k, E)
13: x s — B
14: if HW(2') ==t — i then
15: return (H(m/ I a:”)t,H)

When the Lee-Brickell variant is used and 6 = O(1), k = O(n), the work factor of
the resulting algorithm becomes polynomial in n.
Proposition 8. The -1SD-score decoder outputs a valid solution as long as there are
at most § indices i € Supp(x) with values 1;(s) < ¥;(8) with j in a set J C N, of
cardinality n — k.

4 Success probability of the ISD-Score decoder
4.1 Main results

The following result gives a condition on the parameters for having a high probability
of success for the ISD score decoder on the N — SDP in presence of noise.
Theorem 9. Let ¢ ~ -d + B(2d,%). If the interval

2 2
[\/if_z,‘jw (#ﬁ_éﬂ#) ,1— \/an_dle (#%) ] is non-empty, then w.h.p.

the ISD-score decoder succeeds in finding a valid solution.

10



To prove this theorem we shall use 3 steps. More precisely, we first give an estima-
tion on the tails of the distributions ;(s), then we insert these results into a generic
upper bound on the probability of success of the ISD-score decoder, and finally we
study the range of parameters for which our conditions are valid.

4.1.1 Tail bounds on the distribution

Firstly we have the following result on the distribution of v in the noiseless scenario.
Theorem 10. Let 8 € (0,1) and Bg = w + M Then we have

for i & Supp(x)
€ t _n—kp2
Prob (1/%(3) 2 Bﬁ) S \/iﬂ./61 / me 7 B , (3)

for i € Supp(x)

e t—]_ n—k 2
Prob (1; < Bp) < —an (1P 4
b (vi(s) < By) <~y [E e 0

Moving forward, in the case of a binomial noise we have
Theorem 11. Let ¢; ~ —d + B(2d, %), B €(0,1) and Bg as previously defined. Then
we have

for i & Supp(x)

k)82
Prob (1:(8) > Bg) < f%wﬁ /;4‘_2:6_(2@3% 7 (5)

for i € Supp(x)

e t+2d—1 _(n-ma-p)?
P i(8) < Bg) < 2G+2d—1)
rob (1;(s) < Bg) < =7 1/ ¢ (6)

The proof of these theorems is given in Appendix. Let us denote the two upper
bounds in Theorem 11 by Ubspp(a) (1, k., 8) and Ubsyppzye (1, &, t, 3).

4.1.2 A general bound on the success probability using tail
estimations

A general theorem regarding the success probability of ISD-score decoder can be
stated. For that we suppose that the distribution ;(s) when i € Supp(x) has to be
different from ;(s) when ¢ & Supp(x), e.g., it is at least shifted. If not it is obvious
that ISD-score decoder can not retrieve a valid solution with high probability.
Theorem 12. Let ¢;(8) be random variables and f(n,k,t,d, B),g(n,k,t,d, B) be two
functions s.t.

Prob(1;(8) < B) < e T(ktd:B) i e Supp () (7)

11



Prob(i;(5) > B) < e 9048 ¢ Supp(w) (8)

The ISD-score decoder finds the solution if AB* s.t.

e 0<1-— ﬁe—f(n,k,t,dﬁ*) <1,

_ _ n=t__ ,—g(nkt,d,B")
¢ 01— gtme <1
t_o—f(nktdB") 4 _ n—t ,—g(nktdB") 4
¢ 5¢ + nThoirs it is close to zero,

Typically, the theorem gives a sufficient condition for having a high probability of
success. Indeed, if one finds a value Bg for which the lower bound tends to 1 then the
Score function achieves its goal, namely to distinguish positions in the support of x
from those outside it. The proof of this result is given in the Appendix.

Combining the tail bounds on the distribution of 1);(8) with the condition on S*
for having a high probability of success enables the following result. Denote

— e(n—1) trod ,— Ghl _
LbSupp(m)C = 1 - I B (k1131 e S L DN LbSupp(m) = 1 —

(n—k)(1-p)?
n(l—[eiit(6+1) \ B2l e™ et
Proposition 13. Let ¢; ~ —d + B(2d, %) If 3p* € (0,1) s.t. Lbsypp(a), Lbsupp(@)e €
[0,1] and Lbsupp(a)Lbsupp(a)e is close to 1, then w.h.p. ISD-score decoder succeeds in
finding a valid solution.

Corollary 14. When d =0 and § = 0 the condition on B* simplifies to

;. _(m=oa=p)?
2t

et
°*0< w(1-p5) n—k© <1
e(n—t) t _(n=k)p>
Vs e e Vare * =h
(n—k)(1-8)? _ (n=k)p?% .
o 777(16£6) —nﬁkef e + 7(\5:;;1(”?16%) —nikef 2t s close to zero,

To fairly compare with state-of-the-art techniques such as the algorithm in [22],
which is only valid for the noiseless scenario, we adapted the conditions from [22]

to the noise model considered here. This gives two similar functions in 3, namely
(n—k)(1-)2

_ (n—k)p? _ .
1 — ot JE2dom5aea and 1 — ¢/ 2241”20 r20-D | In Figure 2, we plot the
n—k—t n—k ’ n—k ’

modified functions from [22] (dashed lines) and Lbs,pp(a); Lbsypp(z)e (solid lines).

In dark green and light green, the valid interval/region for the adapted functions
from [22], and our functions, respectively, are represented. Notice that for all parameter
sets and all noise levels considered here, our function offers a larger interval. Hence,
this implies that for some sets of parameters, e.g., in Figure 2d, the interval is empty
w.r.t. conditions in [22], while w.r.t. our conditions the interval exists.

4.1.3 Range of valid parameters

Here, we shall determine the conditions on the parameters such that the conditions
in Proposition 13 are satisfied. We will begin by determining the existence of 5*. We
will need to denote by W (x) the Lambert W function.

12



1.0
0.8 -
0.6 -
o [a
0.4 -
0.2 -
0.0
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
B B
(a) n = 24646, d =0, 5 =0 (b) n = 24646, d =t, § =0
1.0 1.0 —
7
0.8 0.8 ,’
\ /
0.6 064\ /
o a \ /
0.4 0ad 1\ !
\
0.2 0.2 1 1 — LbSupp(x)
1 —— Lbgyppec
1 upp(x
0.0 + 0.0 T T T
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
B B
(c) n=24646,d =t, 6 = 3 (d)n=23488,d=t,6 =3

Fig. 2: Valid § interval from the bounds in [22] (dashed lines) and the proposed ones
(solid lines)

2
Proposition 15. For any B > \/t+2dW (m\[> we have that

2
mUbSupp(w) c(n,k,t,d,B) <1, and for any § <1 — \/%W (5_’:_—1%) we

have that (;JrlUbsupp o) (n, k,t,d,p) < 1.

Having both functions positive and strictly smaller than 1, at the same time, can
be achieved as long the interval defined by the two extreme points, in the previous
Proposition is non-empty, i.e.,

\/t+2dW (m fﬂ) <1-— \/t+2d Ly (6“”)2

To give a more sensitive meaning of our result, we could approximate
the value of the Lambert W function by W(m) = logm — loglogm +

k’lgolﬂ as m tends to infinity. Using only the first term we define Iz =
g m
[\/ 2(fiid) log = rhs7: 1 — \/ % log (;fr—l] . Hence, we deduce the following
result.

13



Proposition 16. If Iz # 0 then the probability of success of the ISD-score decoder is
at least

1
1- & 1

e

2T\ log it V2 flog 54

Typically, our result gives a sub-interval where the conditions are safely satis-

fied. When simulations are to be performed, one could solve the inequalities in order

to determine a more accurate interval. However, in using the Taylor series of the
LambertW function we can deduce the following.

Corollary 17. Let fniis = —=2—t—— and f:,(s = ﬁ. The extreme

kot n—k—t+0+1
points of the interval where the first two conditions in Theorem 18 are satis-

fied, converges to \/t;r_zg (2 log fnk,t,s —log2log fr ks + %), and 1 —

210g fn k,t,5
_ log 2log f;
\/ttf_dk ! (2 IOg f;,& - 10g210g f:é + 2logff’*$;’6)'

1

n=3488 k=2720 t=64 n=8192 | n=24646 k=12323 t=134 n=81946 k=40973 t=264
134 264
n e —
= .5 60 7 12
Iy 120 ] T
g 2 55
] Level of noise
° = noiseless | 115 - 130 260
g 507 — B(t,1
T4 P
2E 45 — B(3.3) | 110 128 258
“ g B(%,3)
<
= 40 4 B(t,1) | 105
T T 126 T T T 256 T T T
0.4 0.6 0.8 1.0 0.4 0.6 0.050 0.075 0.100 0.125 0.150 0.050 0.075 0.100 0.125 0.150
Ratio of syndrome entries Ratio of s Ratio of syndrome entries Ratio of syndrome entries
(a) Classic McEliece parameters set and the (b) BIKE parameters set and the [t — 1,¢]
[t — 3,t] interval interval

Fig. 3: Number of ones in the first n — k positions for some of the Classic McFEliece
and BIKE sets of parameters and different levels of a centered binomial noise.

4.2 Information-theoretic bounds

4.2.1 Bounding the value of t

To see how large the weight of the error ¢ must be to have a non-empty interval, the
following rough estimate can be used.
Theorem 18 (Upper bound on t). Letk <n—t+d+1—(n—1t)(6+1)/t andd = ct/2.
Then Iz # 0 as long as we have
t< nok 9)
81+ W (settern )

14



Moreover, when n — oo, we have that t < O (%)

Using a first term approximation for the Lambert W function near infinity,

we obtain a threshold on ¢. More exactly this value can be approximated by
n—~k
8(1+2) log srreycsTny |
Now, recall that we have determined a preliminary condition on d, such that the 1
function can distinguish between positions in the support of the solution and outside

it. This condition was d < Taking a slightly smaller noise level, e.g.
d _ n—=k < n—k

~ 8log(n—k) — 8loglog(n—k)
Theorem 18 t < O (%) Taking into account this condition and the hypothesis
of Theorem 18, i.e. d = ct/2, we deduce the following upper bound on ¢

n—k
8loglog(n—k) "
validates the choice in the hypothesis d = ct/2, as per

c _n—k n—=k
d=—=< = tlogt < ——. 10
2 = Slogl 8= Ty (10)
.. n—=k
This improves the constant term by t < —————.
4eW (" 7)

4.2.2 Bounding the required ratio of syndrome entries

The existence of a value such that the ISD-score decoder succeeds in finding a solution
using fewer syndrome entries could be deduced. It suffices to replace (n — k) with
v(n — k), where v € (0,1] represents the percentage of syndrome entries required to
achieve a high probability. This value can be deduced from Theorem 18. Typically,
given a number of rows n—k, the maximum value of ¢ for which the success probability
is close enough to 1 also determines the minimum number of required rows. More
exactly, for a fixed value of ¢t and n— k, we can compute y(n — k), the value for which ¢
satisfies 8¢(1+c¢) log ﬁ = v(n—k). By Theorem 18, with only v(n — k) rows, one can
recover a solution of weight at most ¢ with high probability. Formally, the following
holds.
Corollary 19. Let d = ct/2 where ¢ is a constant. Then the minimum quantity
of information required by the ISD-score decoder to find a wvalid solution is 4(1 +
c)tlog th. Moreover, in the noiseless scenario, the minimum quantity of information
becomes 4t log ﬁ.

Consequently, we deduce that one could improve the constant term, however, not
lower than 2(1 + ¢) log ﬁ.

5 Experimental results

The following experiments have been carried out on a standard laptop embedding
an 8-core processor running at 1.6 GHz and 32 GB of RAM. The ILP solver we used
is provided by the Scipy Python package [41] under the scipy.optimize.linprog
function. The score decoder is implemented using the Numpy Python package [26] to
perform matrix computations.
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5.1 Success probability and ratio of syndrome entries

For the results presented below, we set the (n, k, t) parameters according to the
specifications of the Classic McEliece [2] and BIKE [3] cryptosystems.

The following experiments look at the number of syndrome entries required to
bring ¢ — 6 ones in the first n — k positions, as dictated by the ISD method. Results are
shown in Figure 3, for both the Classic McEliece and the BIKE cryptosystems. Let
us explain the meaning of the plots, when these are read horizontally. One way this
could be read is as the weight of solutions retrieved by the ISD-Score decoder with
probability 1. The green stripe represents the region corresponding to possible values
of . The value of ¢ for the [t — §;t] interval is lower for the BIKE cryptosystem since
it comes with much larger values of n, making the exhaustive search for the correct
permutation much more costly. Conversely, we allow for § = 3 in the case of Classic
MecEliece since the n values are smaller. For example, when n = 8192 and noise level
equal to t we can hope to retrieve solutions of weight at most 122 (which is smaller
than the proposed parameters), while for the same length and noise smaller than ¢/2
we can retrieve any solution of weight at most 128 using the ISD-score decoder using
6 = 3, or equivalently solutions of weight 125 using the Prange-score decoder. To
summarize, except for the case n = 8192 with noise levels strictly greater than ¢/2, all
the plots suggest that the ISD-score decoder is able to retrieve with high probability
a valid solution of weight ¢ in presence of noise.

We can also read the plots vertically. This gives us the ratio of syndrome entries
required to find a solution of given weight with high probability. The abscissa of the
points of intersection between the curves and the green stripe gives minimum percent-
age of syndrome entries required in the ISD-score decoder to successfully retrieve a
valid solution of weight ¢. For the BIKE cryptosystem, the ratio of syndrome entries
required to bring at least ¢ — 1 ones in the first n — k positions ranges from 4.75 % to
6.5 %. For the Classic McEliece cryptosystem, the ratio of syndrome entries required
to bring at least ¢ — 3 ones in the first n — k positions ranges from 48 % to 62 %. We
have also computed the best theoretical lower bound we could hope for, i.e., the per-
centage of syndrome entries should be at least % log 5%. When comparing the
experimental results shown in Figure 3 and Table 2, we observe that theoretical values
are around 10 % smaller than the experimental values.

5.2 ILP solver and ISD-score decoder

Percentage of required entries

To compare the ILP solver with the ISD-score decoder we used the parameters for the
Classic McEliece proposal. We decided to consider only the Classic McFEliece because
the execution time of the ILP solver for the smallest parameters of BIKE exceeded
tens of minutes for a single instance of the N — SDP. Obtaining in a reasonable time a
solid statistical evidence of the performance of the ILP solver for BIKE, would assume
a much more optimized implementation of the solver, which is not the main purpose
of this article. The results for the ILP solver in the noiseless scenario are given in
Figure 4. The success rate is computed for ten evenly spaced ratios ranging from 1 to
100 %.
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Table 2: Theoretical lower bound on the ratio of syn-
drome entries necessary for the ISD-score decoder

n | noiseless B(%, 1) B(L, 1) BELL) B i
Classic McEliece
3488 0.46 0.58 0.69 0.81 0.92
4608 0.49 0.61 0.73 0.86 0.98
6688 0.53 0.67 0.80 0.93 1.00
8192 0.53 0.67 0.80 0.93 1.00
BIKE
24646 0.09 0.11 0.14 0.16 0.18
49318 0.07 0.09 0.11 0.13 0.15
81946 0.06 0.08 0.09 0.11 0.13
1.0 o
0.8
£ k=2720
=3488 k=
i 0.6 1 —h— 64
19 n=4608 k=3360
§ 0.4 t=96
n=6688 k=5024
7 0.2 o V= (=128
> n=8192 k=6528
0.0 t=128
T T 1 1 1
0.0 0.2 0.4 0.6 0.8 1.0

Ratio of syndrome entries considered

Fig. 4: Success rate of the ILP solver for the N — SDP for four sets of parameters and
different ratios of syndrome entries considered

We observe that the behavior is the same for all sets of parameters. When con-
sidering 30 % of syndrome entries, the ILP solver failed at recovering the error vector
ten times out of ten. Conversely, when considering 40 % of syndrome entries, the ILP
solver succeeded at recovering the error vector ten times out of ten. Hence, the main
drawback of the ILP solver, when compared to the ISD-score decoder, is that the ILP
cannot be used when only a small percentage of syndrome entries are known.

Noisy setting
In a noisy setting, the differences between the ILP solver and the ISD-score decoder is
even more dramatic. Indeed, the ILP solver either succeeds in finding a valid solution,
with ¢ ones in the first ¢ positions, or it fails. Conversely, the ISD-score decoder succeeds
if t — 0 ones are in the first (n — k) positions, providing a much larger margin in the
noisy setting.

Eventually, the permutation returned by the ISD-score decoder is always better
than a random permutation. Therefore, one can always resort to exhaustive search
afterwards.

17



—A— n=3488 k=27
n=4608 k-

T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Ratio of syndrome entries considered

Fig. 5: Computation time of the ILP solver and the Score decoder

Computation time

When comparing the time required by the two algorithms for retrieving a valid solu-
tion, we notice a significant gap between the two algorithms. From Figure 5 we can
see that it takes less than 0.1s for the ISD-score decoder, while for the ILP it takes at
least 10s for any of the parameters of the Classic McEliece scheme. Broadly speaking,
the ILP solver is three orders of magnitude slower than the ISD-score decoder.

6 Conclusion

This article evaluated the efficiency of the score decoder for integer syndrome decoding
in the presence of noise. We proved that, even in the presence of noise, this decoder is
indeed able to successfully bring ¢ — § ones in the first n — k positions, as required by
the ISD-based methods. We then experimentally validate this capability considering
the parameter sets of two post-quantum cryptosystems, Classic McFEliece and BIKE.
Future works could investigate other types of noise or improve the efficiency of the
decoder, bringing it closer to the information-theoretic bound.

Acknowledgments.

Appendix A Proof of Theorem 1
Proof. By definition 4 we have that

n—k

Yi(s) = ) (heise+ (1= hea)(t = se))) - (A1)

~
Il

Let us denote Xy = hy;se+(1—hei)(t—se)). As sp = Z he ; we deduce that
JjESupp(x)

X¢=he; Z hej+ (1 —he;)(t — Z he j))- (A2)

j€Supp(x) j€Supp(x)
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If i & Supp(zx) then

Z th = Sy s if h[,i =1
X, = Jj€Supp()
t— Z h&j:t—Sg,ifhg’i:O
JESupp(x)

As sp ~ B(t, %) we deduce that X, ~ B(t, %) for all ¢ € Supp(x), and by independence
we obtain 1;(s) ~ B((n — k)t, 3), then E(1;(s)) = @ and Var(y;(s)) = W.

If i € Supp(z) we have that s, and h,; are dependent random variables. Hence we
obtain

1+ z hg)j s if h&i =1
X, = J€Supp(z)\{i} )
1—|—(t—1)— Z hgvj ,1fhg7i:()
jeSupp(@)\ {1}

As sp—hg; ~ B(t—1,3) we deduce that Xy ~ 14+B(t—1, 3) for all i € Supp(z), and
by independence of the variables X, we obtain 1;(s) ~ (n—k)+B((n—k)(t—1),3). O

Appendix B Proof of Corollary 5

Proof. Apply Proposition 3 and Corollary 4 to obtain the the results. In order to
determine the upper bound on d, we start by computing the intervals of confidence
for 1;(8) from Proposition 3. This yields an interval Iz(7) defined by the two extremal

points E(1;(8)) & 4/ 7d<n_k)§(”’k’t), ie.,

d(n—k)g(n,k,t)
2

. . . (n—Ek)t
® i ¢ Supp(x) the points ““5— £

® € Supp(x) the points L;’“)t + ”Tfk =+ \/7(1("4“)29("’]“”.

The two intervals are disjoint if we have

dn—k)g(n,k,t)  n—k

: n—~k
Hence, we obtain d < Sk O

Appendix C Proof of Theorem 10 and Theorem 11

Let us begin by a useful result.
Lemma 20 ([29]). Let X ~ B(n, %) and 2 < o < n. Then

1
Prob(X > a) < — 1
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Lemma 21 ([22]). Let X ~ B(n, %) and o < 2. Then

e n 72(12

Prob(X:nga) <

=~ % %2 - a2
Proposition 22. Let X ~ B(n, %) and o < n. Then

« e n+1 n _a?
+2)<<1+a ) 3 e 2, (C6)

Proof. Use Lemma 20 and 21. O

Prob (X g

We can now proceed to the proof of Theorem 10.

Proof. Recall that

(g) ~ B((n— k)t 3) for ¢ & Supp(x)
vi(s) {n—k—i—B((v%L k)(t —1),3) for i € Supp(x)

By Proposition 22, for i & Supp(x) we have that

e 1+ (n—k)t+1 (n—k)t

27 (n—k)B+1 (n—k)2t2— (n k)2[32
(n—k)2p2
e 2(n—R)t

t—|— _ (n—k)B2 k)62
S 93 27T,B \/ t— \/ n—k (C8)
(n— k)ﬂz
C9
Sxﬁrﬂ’/(n— )e (C9)

For i € Supp(z) we have that E(¢;(s)) = "SRt k)t + 2% Hence, by Proposition 22
we obtain that Prob (1/)1-(3) < LQW + W) is upper bounded by

Prob (v;(s) > Bg) <

(C7)

1+ (n—k)(t—1)+1 (n—k)(t—1)
< 271' (n—k)(1—pB)+1 (n—k)2(t—1)2— (n k)2(1-p3)2
- (n=k)2(1-p)2
e 2(n—k)(t—1)

e t—p t—1 _@-wa-p?2
2(6—1) 11
=978 t+,6’+2\/(n—k)e (C11)

(C10)

e t—1 (n—k)p2
< T 2(t—-1) . 012
=2\ (n—k)°© (C12)

As for Theorem 11 we have:
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Proof. Recall that we have
e for i & Supp(x)

4(3) ~ —d(n— k) + B (<n k)t + 24), ;) ;

e for i € Supp(x)

$s(8) ~ —(d— 1)(n — >+B(< )(t—1+2d>)

The proof is thus identical with that of Theorem 10 by simply putting ¢’ = ¢ + 2d
when ¢ € Supp(x) and ¢ =t + 2d — 1 when i € Supp(x). O

Appendix D Proof of Theorem 12

Proof. Let Xp denote the number of indices j € Supp(x) for which ;(8) < B, and
Yp the number of indices j & Supp(x) for which ¢;(8) > B. The probability of success
of our algorithm equals

= Prob(Xp < §)Prob(Yp <n—k—t+0)

Zl—ProbXB>6+ 1))-(1—=Prob(Yg >n—k—t+d+1))
B

: —t
> —fnktd,B) ) (1 _ n —g(n.k,t.d.B) |
—XB:< n—k—t+o+1"

In the last equation we have used Markov’s inequality. Also, the last sum is over
those values B for which the two terms in the sum are both positive and smaller than 1.
Now suppose that a B* satisfying the required condition exists. Then the probability
of success is

t « n—t .
> 1— — —f(n,k,t,d,B") 1= —g(n,k,t,d,B*)
—( s+1° n—k—t+o+1"

>1— ¢ o~ f(nktdB") _ n—t e—9(nk,t,d,B")
d+1 n—k—t+d+1

O

Appendix E Range of valid parameters: proofs and
comments

The first useful results concerns the monotony of the two upper bounds.
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Lemma 23. The functions Ubsupp(a) (1, K, t, d, B) and

6+1
mUbSupp z)<(n,k,t,d,B) in B € (0,1), are positive increasing, and positive
decreasing, resp.
Proof. Let  f(n,k,t,d,3) = ﬁUbsupp(w)(mk,t,ﬂ*) and g(n,k,t,d,8) =
mUbSupp c(n,k,t,d, ). We have that both functions f, g are positive. We
also have
Og(n. k.t,d,B) _ _(n—k)B>+ (t +2d)
= - n, ka t, d7
o5 S 2
0 k,t,d -1 =82+t +2d-1
fnkbd ) (=R BP (2 )
op (1-8)(t+2d—1)
Using the fact that f and g are positive we deduce the wanted result. O

Now we can demonstrate Proposition 15.

Proof. Let us consider the limit point 8 where the two functions equal 1. As the first
function is decreasing we then obtain a lower bound on .

n—t

Ub c(n,k,t,d =1 E13
n—k—t+5—|—1 Supp(x) (’II, 5 Uy 76) ( )
J— n—~kKk 2
n—t e [t+ Qde,%fgg) _1 (B14)
n—k—t+5+1278V n—k
2
n—t e t+2d (n—k)p?
= e tt2d E15
(n—k—t+5+1\/§w) (n—k)p2 (E15)
By letting y = ("t:r’;)dﬁ ® we have
n—t e 2
Y — E16
ve (n—k—t+6+1ﬁw) ’ (E16)
2
admitting a real solution y = W (#tiéﬂ Tan ) , where W is the Lambert W
2
function. From this we deduce 8 = \/ Lezdyy (#tfré“ er ) . The second function

is increasing hence, it gives an upper bound on S.

5+1Ubsuppw)(” k.t d, f) =1 o
— n— =5
; B t+2d 167% =1 (E18)

0+17n(1-p) n—k

2
t e t+2d—1 (n—k)(1— B)2
— = +2d— E1l
(6+1w) -k -p2 ° (E19)
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2
As in the first case we obtain 1 — 8 = \/t”d Ly <ﬁ %) . O

Proposition 16 gives a slightly weaker condition, however, it helps understanding
the order of magnitude of the parameters. Let us demonstrate the result.

Proof. Let S > 51 = \/QHM log #ﬁ%“. Then the quantity
%Ubswp(w)c(n, k, t, d, 6) equals
k)32
_ n—t e [t + 2de, (ot (F20)
n—k—t+5+1278V n—k
n—t e 1 n—t
< e 108 nR—ttoT1 (EQl)
“n—k—t+0+1 n—
" Ot Lom, flog e
1
- Zi . (E22)
s n—t
log T
Let 1 — 3 > By = /2291 ]og 5+1 Then the quantity 5+1Ub5upp(m)(n k,t,d, )
equals
t e t+2d—1 _(n-ka-572
— 2(t+2d—1) E23
s+ir0-pV -k © (E23)
e 1
< —_—. (E24)
V2T flog 54
From this we deduce
V2(t +2d) \/ n—t
1 < E25
N ey (E25)
V2(t+2d—1) \/ t
<l—Yr——n—o="/log ——. E26
N L TS (26)

Now, suppose that [B1,82] is non-empty and take S* € [B1,0q]

Since 6;_1Ub5upp(w)(n,k,t,d,ﬂ) is increasing in (3, this implies that
6+1UbSupp y(n, k,t,d, 3*) is upper bounded by
e 1
3 1Ub5upp(m)(n k,t,d,fs) = — ———. (E27)

Ve \Jlog st
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Also, as %Ub&,pp(m) (n,k,t,d,B) is decreasing in [ we have that

Ubsypp(a)e (1, k,t,d, B*) is upper bounded by

m
n—t
“n—k—t+d6+1 Supp(x) (na 7adaﬂ1) ( 8)
1
<5 (E29)
27 lo __n—t
| —" |

Equations (E27) and (E28) implies that both function
waSupp(w) (n,k,t,d, B), 5+1UbSupp(w) (n,k,t,d,3) are smaller than 1 in g*
and that the probability of success is at least

1 1
R - |. (E30)

2w n—t 2 t
log T s71 van V9108 511

The last result to demonstrate from this section is Theorem 18

Proof. Taking the simplified interval for 3, the existence of this interval implies

\/2(t+2d)\/ n—t \/2(t+2d—1)\/ t
1 <1- 1 E
Ik VO k—tyo+1- Jn—k o657 (B3

n—t t n—=~k
I 1 < E32
\/Ognkt+5+1+\/0g6+1_ 20t + 2d) (E32)
Using the condition on k& we deduce
\/10 n—t <
S n—k—t+o+1-
n—t

log
\/ n—(n—t+d+1— 0Oy 4454

(E33)

n—t t
1 <4/1 . E34
\/Ogn—k—t+6+1\/0g6+1 (E34)
Hence, the following should hold

S
\llog5+1—\/ 2(1+ o)t (E35)

(E36)

1
5+1 °g5+1 = 8(1+c)(6+1)
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which is satisfied as long as ¢

implies ¢t <

< n—k -

8+ IW(saraen)

n—k+26+2—/(n—k+25+2)2—4n(5+1)
2

. The initial condition on k

which is greater than or equal to
n—=k

k& .
8(1+)W (sagaien)

As for the asymptotic, use one term approximation for the LambertW function

near infinity. O
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