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Significance

Humans and other animals  
have specialized brain regions 
dedicated to processing the voice 
of their conspecifics. Here, we 
show the involvement of neurons 
in these regions also in 
processing the voices of other 
species with which they have 
daily exposure. These findings 
shed light on the neural 
mechanisms underlying 
interspecies communication, 
such as between predators  
and prey in the wild or, in the 
context of our everyday life,  
in the interactions with our 
domestic pets.
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Many animals can extract useful information from the vocalizations of other species. 
Neuroimaging studies have evidenced areas sensitive to conspecific vocalizations in the 
cerebral cortex of primates, but how these areas process heterospecific vocalizations 
remains unclear. Using fMRI- guided electrophysiology, we recorded the spiking activity 
of individual neurons in the anterior temporal voice patches of two macaques while 
they listened to complex sounds including vocalizations from several species. In addition 
to cells selective for conspecific macaque vocalizations, we identified an unsuspected 
subpopulation of neurons with strong selectivity for human voice, not merely explained 
by spectral or temporal structure of the sounds. The auditory representational geometry 
implemented by these neurons was strongly related to that measured in the human 
voice areas with neuroimaging and only weakly to low- level acoustical structure. These 
findings provide new insights into the neural mechanisms involved in auditory expertise 
and the evolution of communication systems in primates.

voice processing | temporal voice areas | fMRI- guided electrophysiology

Temporal voice areas (TVAs) are regions of the cerebral cortex that are involved in the 
processing of voice information. They have been observed in humans, rhesus macaques, 
and common marmosets (1–5), and analogous regions have been discovered in dogs and 
cats (6, 7). The TVAs not only exhibit increased activity in response to conspecific vocali-
zations (CVs) but also categorize CVs apart from other sounds in a functionally homologous 
manner in humans and macaques (3). They are thought to be part of an evolutionary- ancient 
“voice patch system” devoted to processing behaviorally relevant information from voices 
(8), analogous to the “face patch system” of the primate visual cortex (9).

Yet many animals also extract valuable information from the vocalizations of other 
species, such as predators, prey, pets, or, in the case of laboratory rhesus macaques, humans 
(10). How the brain processes such information remains unclear. A strict evolutionary 
account would predict that the TVAs of a given species represent only the vocalizations 
of living beings with which that species has coevolved, including conspecifics as well as 
long- standing predators and prey. However, expertise acquired during a lifetime could 
also affect these representations, as suggested by data showing a strong modulatory effect 
of early experience with faces on macaque face patch activity (11).

To investigate this issue, we used fMRI- guided electrophysiology in two macaque 
monkeys to localize their individual TVAs before surgically implanting high- density 
chronic electrode arrays at these locations. We recorded the spiking activity of individual 
voice- patch neurons in response to a wide number of complex sounds including macaque 
and human vocalizations and investigated the category selectivity of these neurons. After 
confirming the existence of neurons selective for macaque vocalizations in the TVAs (12), 
we identified a population of neurons selective for, and representing, human voice.

Results

Not only Macaque- Selective, but also Human- Selective Neurons in the aTVA. We conducted 
electrophysiological recordings in the fMRI- localized anterior TVA (aTVA) of two female 
rhesus monkeys, M1 and M2 (Fig. 1A) (2, 3). The aTVA was targeted because it was the most 
prominent voice patch in the two monkeys and because of its functional homology to the 
human aTVA in categorizing CVs apart from other sounds (3). M1 was implanted with two 
32- channel Utah arrays in the aTVA located on the rostral superior temporal gyrus (rSTG) 
of the right hemisphere; M2 was implanted with one 32- channel Utah array in the aTVA 
located on the rSTG close to the upper bank of the superior temporal sulcus (STS) in the left 
hemisphere. The targeted recording areas resided in hierarchically high- level auditory cortex 
near the temporal pole and showed no clear tonotopic organization (SI Appendix, Fig. S1A).D
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Recordings of spiking activity took place while the monkeys 
performed active detection of a pure tone interspersed among a 
set of 96 auditory stimuli (pure tone detection task; Fig. 1B). The 
task was introduced to maintain the attention of the monkeys to 
the auditory stimulation. The set of stimuli, previously presented 
to the monkeys and human participants during fMRI scanning 
(3), consisted of brief complex sounds sampled from 4 large cat-
egories: macaque (conspecific) vocalizations (N = 24), human 
(behaviorally relevant heterospecific) voices (N = 24), marmoset 
(unknown heterospecific) vocalizations (N = 24), and nonvocal 
(control) sounds (N = 24). SI Appendix, Fig. S1 B and C, shows 
example spectrograms and the long- term average spectrum of each 
category. Each category was also divided into four subcategories 
(Fig. 1C). We focused our analyses on a total of 194 well- isolated 
auditory responsive neurons—140 out of 260 neurons in M1 and 
54 out of 93 neurons in M2—i.e., neurons responding to at least 
one sound (Fig. 1D; see Materials and Methods).

Populations of auditory responsive neurons in aTVA were able 
to discriminate between the four sound categories (max correlation 
coefficient classifier, 100 ms time windows, 10 ms time bins; see 
Materials and Methods) about a few milliseconds after the stimulus 
onset (SI Appendix, Fig. S2A). The peak of the discrimination 
occurred around 100 ms after the stimulus onset (M1: 130 ms; 
M2: 100 ms), consistent with the latency of peak of activity in 
the majority of neurons (SI Appendix, Fig. S2B).

Fig. 2A shows three example neurons that were more responsive 
to macaque vocalizations (Left), human voices (Central), or both 
(Right) compared to the other sound categories (see also SI Appendix, 
Fig. S3 for example neurons from each array and monkey). This 
pattern of higher responsiveness to macaque and/or human voices 
was representative of the aTVA neuronal population. Indeed, we 
found proportions of categorical responsiveness very similar between 

aTVAs of M1 and M2. Neurons responding maximally (preferred 
category; see Materials and Methods) to macaque vocalizations or to 
human voices were more than two times (in M1) or three times (in 
M2) as numerous as those responding maximally to marmoset or 
to nonvocal sounds (Fig. 2B; Chi- squared test comparing to a uni-
form distribution of 20%, M1: χ2 = 59.64, df = 4, P = 3.448e- 12; 
M2: χ2 = 26.56, df = 4, P = 2.445e- 05). Furthermore, the average 
population spiking activity was significantly higher for macaque 
and human voices compared to marmoset vocalizations and to non-
vocal sounds (Fig. 2C; two- way ANOVA with category and monkey 
as factors; category effect: F3,768 = 29.95, P = 0; multiple compar-
ison post hoc tests: human vs. macaque P = 0.99, for all other 
comparisons P < 0.01; no monkey effect: F1,768 = 2.53, P = 0.11; 
no interaction category x monkey: F3,768 = 0.04, P = 0.99).

To further investigate the preference of aTVA neurons for 
macaque and human vocalizations, we computed two Voice 
Selectivity Indices (VSIs) for each neuron (in line with previous 
works in the voice (12) and face (13) domains; see Materials and 
Methods): one contrasting macaque vocalizations with the non-
vocal category and the second contrasting human voices with  
the nonvocal category. Fig. 2D shows the human (y- axis) and 
macaque (x- axis) VSIs of all neurons from the two monkeys. The 
distributions of human and macaque VSIs were significantly cor-
related (Spearman correlation, M1: rho = 0.3135, P = 1.6182e- 04; 
M2: rho = 0.4700, P = 3.3640e- 04; see also SI Appendix, 
Fig. S4A), with a majority of neurons more responsive to vocal-
izations compared to nonvocal sounds (M1: 69% of neurons with 
a human VSI > 0 corresponding to higher activity for human vs. 
nonvocal, 62% with a macaque VSI > 0; M2: 74% with a human 
VSI > 0, 69% with a macaque VSI > 0). However, while around 
20% (39 of 194) of neurons were selective (VSI > 0.33, corre-
sponding to a neuronal response to vocalizations at least two times 

Fig. 1.   Electrophysiological recordings of spiking activity from aTVA neurons. (A) Implantation sites of high- density chronic electrode Utah Arrays in monkeys 
M1 and M2. The color scale indicates t- values of fMRI contrast between macaque vocalizations vs. nonvocal sounds. Utah arrays analyzed here (highlighted in 
the pictures of the cortical surface during surgery, Right Insets) were implanted in cortical areas close to the fMRI- identified aTVA peaks. STS: superior temporal 
sulcus. LS: lateral sulcus. (B) Pure tone detection task. Monkeys were trained to release a bar when a pure tone was randomly presented among other stimuli 
to obtain the reward. (C) Stimuli consisted of 96 complex natural sounds divided into four main categories, each divided into four subcategories. (D) Neurons 
responsiveness (z- scores computed during the maximum response time; see Materials and Methods) to the 96 sounds for M1 (Left) and M2 (Right). Bottom: Each 
line represents the response of one neuron; neurons are sorted depending on the strength of macaque vocalization–evoked response. Top: Stimulus- specific 
average population response (mean ± SE).
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stronger than to nonvocal sounds; see refs. 12 and 13) for both 
human and macaque vocalizations, many neurons were selective 
exclusively for human voices (20%, 39 of 194) or for macaque 
vocalizations (12%, 23 of 194). In comparison, 7% (15 of 194) 
of neurons were exclusively selective (i.e., HumVSI and MacVSI 
< - 0.33) to nonvocal sounds. The anatomical localization of the 
human-  and macaque- selective neurons showed no clear topo-
graphic organization (SI Appendix, Fig. S4B). Subsequent anal-
yses were focused on the two subpopulations of macaque-  (N = 
23) or human- selective neurons (N = 39) (but see SI Appendix, 
Fig. S5A for analysis of neurons selective for both human and 
macaque vocalizations).

Human- Selective Neurons Represent Human Voices Apart from 
Other Sounds. To confirm the specialization of the human-  and 
macaque- selective subpopulations for one particular category of 
voices, a machine- learning classifier (max correlation coefficient, see 
Materials and Methods) was trained to discriminate between human 
or macaque vocalizations from the other sound categories based on 
population spiking activity (100 ms time windows every 10 ms time 
bins). For both subpopulations of neurons (Fig. 3A), accuracy was 
significantly above chance level from about sound onset throughout 
sound duration (all P’s < 0.0002, permutation tests; see Materials 
and Methods). However, in the human- selective subpopulation, 
classification accuracy was higher for human voices than for 
macaque vocalizations (Fig. 3 A, Top panel; from 150 to 470 ms 
after onset all η values < 0.05; see Materials and Methods), whereas 
accuracy was higher for macaque than for human vocalizations in the 
macaque- selective subpopulation (Bottom panel; from 90 to 140 ms  

after onset all η values < 0.05). Interestingly, while classification 
accuracy profiles for macaque vocalizations vs. other sounds were 
similar for the two subpopulations of neurons (Fig. 3A, red curves), 
classification of human voice vs. other sounds markedly differed 
between subpopulations (blue curves).

For a finer- grained understanding of sound representation in 
these neurons, we used representational similarity analysis (RSA) 
(14). RSA is complementary to the above classification analyses 
by examining continuous distances between stimulus representa-
tions rather than categorical boundaries. For each subpopulation 
(macaque- selective and human- selective) and each 10 ms bin 
across stimulus presentation time, we built a 16 × 16 Neuronal 
representational dissimilarity matrix (RDM) capturing the pattern 
of pairwise dissimilarity population spiking activity (Euclidean 
distance in multineuron space) to each pair of the 16 subcategories 
in a 100 ms window centered on the bin (Fig. 3 B, Top).

We compared the obtained neuronal RDM time series to four 
categorical model RDMs (Fig. 3 B, Bottom), representing the the-
oretical patterns of pairwise dissimilarities in our stimulus set under 
four separate assumptions of ideal categorical distinction (3): 1-  a 
human model in which human voices are categorized apart from 
all other sounds, with no dissimilarity between neuronal responses 
to pairs of human voices or to pairs of the other sounds, but max-
imal dissimilarity between responses to human voices vs. other 
sounds; 2-  a macaque model categorizing macaque vocalizations 
apart from other sounds; 3-  a marmoset model categorizing mar-
moset vocalizations apart from other sounds; and 4-  a nonvocal 
model categorizing nonvocal sounds apart from vocalizations of 
all species.

Fig. 2.   aTVA neurons are selective for human and/or macaque vocalizations. (A) Example aTVA neurons with strongest response to macaque vocalizations 
(Left), to human voices (Middle), or to both (Right). Each panel shows raster plots (Top) and spike densities (Bottom) per sound category (human: blue; macaque: 
orange; marmoset: magenta; nonvocal: yellow), relative to sound onset. Shaded areas indicate ± SE. Mac selective: macaque- selective neuron (cf. main text); 
Hum selective: human- selective neuron; Hum&Mac selective: neuron selective for both human and macaque vocalizations. (B) Proportion of aTVA neurons in 
M1 (N = 140) and M2 (N = 54) showing strongest response to each sound category (preferred category; see Materials and Methods) calculated by performing a 
one- way ANOVA with category as factor (P- value threshold = 0.05). ns: no significant preference. Hum: human voices; Mac: macaque vocalizations; Mar: marmoset 
vocalizations; NV: nonvocal sounds. (C) Average population firing rate (mean ± SE) relative to prestimulus baseline for each sound category and monkey. (D) 
Distribution of human and macaque Voice Selectivity Indices (VSIs) across all neurons (N = 194) of M1 (triangular symbols) and M2 (circular symbols). The largest 
symbols represent VSIs of example neurons in (A). One neuron is considered selective for voices if VSI > 0.33, i.e., its spiking rate is more than double that for 
the nonvocal category. The color bar indicates the SI contrasting human vs. macaque vocalizations (Materials and Methods).
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In the human- selective subpopulation, associations between 
model and neuronal RDMs only reached significance for the 
human model (Fig. 3 C, Top panel; bootstrapped two- sample t 
tests between distance values in the between vs. the within parts 
of the neuronal RDMs predicted by the model, 10,000 iterations, 
Bonferroni- corrected threshold of P = 2.451e- 04), from around 
30 ms poststimulus onset throughout sound duration. Similarly, 

in the macaque- selective subpopulation (Fig. 3 C, Bottom), only 
the association with the macaque model was significant, from 
around 30 ms poststimulus onset. Thus, the firing rate of human-  
and macaque- selective neurons allows for better classification of 
sounds from their corresponding category and reflects a representa-
tional geometry that categorizes these sounds apart from all others, 
particularly between 100 and 200 ms after sound onset.

Fig. 3.   Representation of human and macaque vocalizations in human-  and macaque- selective neurons. (A) Time- resolved classification accuracy (mean ± SE) 
of linear classifiers trained to discriminate stimuli between human (blue curves) or macaque (red curves) category vs. the other sound categories (chance level: 
50%) based on spiking activity of either human-  (Top) or macaque-  (Bottom) selective neurons across the two monkeys. Colored dots above indicate time bins of 
significantly above- chance classification accuracy (permutation tests, P < 0.0002; see Materials and Methods). The gray shaded areas indicate time bins of significant 
difference between classification accuracies for human vs. macaque vocalizations (η < 0.05, see Materials and Methods). (B) Top panels: Neuronal RDMs capturing 
spiking differences across all pairs of the 16 sound subcategories as a function of postonset time for the human- selective (Top) and macaque- selective (Bottom) 
neuronal subpopulations. The color scale indicates normalized pairwise distance rankings. Bottom panels: Categorical model RDMs representing ideal categorical 
distinctions between human voices vs. all other sounds, macaque vocalizations vs. all other sounds, marmoset vocalizations vs. all other sounds, or nonvocal 
sounds vs. all vocalizations. (C) Time course of associations between human- selective (Top) and macaque- selective (Bottom) neuronal RDMs and model RDMs. 
Color code as in (B); human: blue, macaque: orange, marmoset: magenta, nonvocal: yellow. Colored dots indicate time bins of statistically significant association 
(between/within bootstrapped two- sample t tests, Bonferroni- corrected threshold of P = 2.451e- 04). Neuronal RDMs in both subpopulations only show association 
with the corresponding model RDM. (D) Accuracy (mean ± SE) in the classification of stimuli within the human category (i.e., between the four different human 
subcategories; blue curve) or within the macaque category (i.e., between the four macaque subcategories; red curve; chance level: 25%) for human-  (Top) or 
macaque-  (Bottom) selective neurons across the two monkeys. Colored dots indicate time bins with significantly above- chance accuracy (permutation tests,  
P < 0.0002). The gray shaded areas indicate time bins with significant difference between classification accuracies for human vs. macaque vocalizations (η < 
0.05). Note how classification of human voice subcategories differs across the two subpopulations (blue curves), in contrast to macaque subcategories (red 
curves). (E) Dissimilarity values (D; mean ± SE) of the portions of RDMs within the human (blue curves) or within the macaque (red curves) categories, for human-   
(N = 39) and macaque- selective (N = 23) neurons. Colored dots indicate time bins with a significant difference between human-  and macaque- selective neurons 
(Mann–Whitney–Wilcoxon test, P < 0.05). While dissimilarities between macaque subcategories are similar across the two populations, they markedly differ for 
human voice subcategories (blue dots).
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Human- Selective Neurons Represent Human Voice Subcate 
gories More Finely than Macaque- Selective Neurons. To explore 
the informational content of vocalizations firing rate contains 
beyond mere categorical separation, we trained a linear classifier 
to categorize stimuli between the four macaque subcategories 
(corresponding to different call types within the macaque category) 
or between the four human subcategories (corresponding to different 
genders or speech content within the human category). Indeed, it 
is possible that although the human- selective subpopulation can 
discriminate human voices from the other sound categories, it cannot 
discriminate between different types of human voices, i.e., voices 
that are not from conspecifics. In other words, how refined is the 
representation of human voices by this subpopulation of neurons? 
As observed above for category decoding, decoding of macaque 
vocalization subcategories showed similar profiles for the two 
subpopulations (Fig. 3D, red curves). However, decoding of human 
voice subcategories differed markedly (Fig. 3D, blue curves): While 
accuracy matched that for macaque subcategories in the human- 
selective subpopulation, it was significantly lower in the macaque- 
selective subpopulation (between 70 to 160 ms and 250 to 270 ms 
after stimulus onset, all η values < 0.05). These results were consistent 
also when more restrictive parameters were used to select the human-  
and macaque- selective neurons (SI Appendix, Fig. S5 B and C).

To confirm this finding, we directly compared the neuronal 
RDMs from the human- selective subpopulation with those from 
the macaque- selective subpopulation, focusing on the dissimilarities 
within the human or the macaque categories. We found no differ-
ence within macaque vocalization category between the human-  vs. 
macaque- selective subpopulations (Fig. 3E, red curves; Mann–
Whitney–Wilcoxon test, all P’s > 0.05, ns). In contrast, the 
human- selective subpopulation showed markedly larger dissimilar-
ities within human voices category than the macaque- selective 

subpopulation from about 40 ms until 290 ms poststimulus onset 
(P’s < 0.05; Fig. 3E, blue curves). Thus, the human- selective neurons 
did not differ from the macaque- selective neurons in the representa-
tion of the macaque vocalization subcategories. However, they 
showed a fine- grained representation of human voice subcategories, 
not present in the macaque- selective neurons.

Similar Patterns of Sound Representation for Human- Selective 
Neurons and Human fMRI Data Clustering Apart from Acoustical 
Representations. How similar are sound representations by this 
human- selective macaque’s neuronal subpopulation to those by 
the human aTVA or to acoustical representations? We addressed 
this question, comparing neuronal RDMs (computed at the 
time of peak association with the respective model RDM) with 
fMRI and acoustical RDMs, as well as with the categorical 
model RDMs (Fig. 4A; see Materials and Methods). Because data 
on single- neuron spiking activity in the human TVAs are not 
currently available, we used fMRI RDMs (14) obtained from 
fMRI measures of the neural activity in the human and macaque 
aTVAs (3) in response to the same set of stimuli (Fig. 4A; see 
Materials and Methods). Acoustical RDMs were computed from 
acoustical measures of the stimuli in order to consider a possible 
explanation of dissimilarities based on the acoustical differences 
between sound categories (SI Appendix, Fig. S1C). Three acoustical 
measures of the stimuli were considered: loudness, spectral center 
of gravity (SCG), and pitch (Fig. 4A; see Materials and Methods).

Human-  and macaque- selective neuronal RDMs weakly corre-
lated (bootstrapped Spearman’s rho = 0.1043, bootstrapped P = 0.27, 
above Bonferroni- corrected threshold of P = 0.05/17 = 0.0029,  
n.s.; Fig. 4B). In contrast, the two neuronal RDMs strongly cor-
related with the corresponding model RDMs (human- selective 
neuronal RDM with human model: rho = 0.7351, P = 0; 

Fig. 4.   Comparison of stimulus subcategory representations provided by neuronal measures, fMRI activations, acoustical descriptors, and categorical models. 
(A) The different RDMs compared: neuronal RDMs based on spiking activity for the two subpopulations, computed at the time of peak association with the 
respective model RDM; fMRI RDMs based on aTVA activity measured using fMRI in humans and in macaques; acoustical RDMs based on three acoustical 
features; and categorical model RDMs. (B) Correlation matrix (Spearman rank correlation) of the 10 RDMs. (C) 2D representation of correlations between RDMs 
via multidimensional scaling. Large distances indicate low correlations. Note the distance between human-  (blue) and macaque- selective (orange) neuronal 
RDMs and their clustering with the corresponding model and fMRI RDMs (symbols with the same color code), but not with acoustical RDMs (gray symbols).D
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macaque- selective neuronal RDM with macaque model: rho = 
0.7307, P = 0), and the corresponding fMRI RDMs (human-  
selective neuronal RDM with human fMRI RDM: rho = 0.6494, 
P = 0; macaque- selective neuronal RDM with macaque fMRI 
RDM: rho = 0.4574, P = 0). No significant association was found 
between neuronal RDMs and their mismatched model and fMRI 
RDMs (all rhos > −0.193 and <0.2329, all P’s below Bonferroni- 
 corrected threshold of P = 0.05/17 = 0.0029, n.s.). We also found 
little correlation between the neuronal RDMs and the acoustical 
RDMs, only reaching significance for the comparison between 
macaque- selective neuronal RDM and loudness (rho = 0.4183,  
P = 0; all other comparisons: rhos < 0.2166, all P’s < 0.0029, n.s.; 
Fig. 4B).

This pattern of dissimilarities is illustrated in Fig. 4C as a 
multidimensional scaling representation (15) of associations 
between the different RDM types (neuronal, model, fMRI, and 
acoustical) in which distances between symbols are inversely 
related to correlation strength. From this geometrical rep-
resentation of dissimilarities, the neuronal RDMs tightly clus-
tered with their corresponding model and fMRI RDMs 
(Fig. 4C, symbols with the same color code), but not with 
acoustical RDMs (gray symbols).

Human- Voice Selectivity Is Not Explained by Spectral or 
Temporal Tuning. An alternative explanation to our findings other 
than in terms of voice selectivity could be in terms of tuning to 
low- level acoustical features, such as a specific spectral shape or 
temporal envelope. To test that hypothesis, we acquired additional 
data in M1 from four sessions in which we presented the 96 
original stimuli of the former main experiment along with two 
acoustical controls for each stimulus: a spectrally matched (SM) 
and a temporally matched (TM) controls (Fig. 5A). Five band- 
passed noise stimuli (Materials and Methods) were also included in 
each session in order to relate voice selectivity to frequency tuning 
at the single unit level. Spectrally and temporally matched stimuli 
corresponded to a transformation of the original sounds in which 
the temporal and spectral contents are kept constant, respectively 
(Materials and Methods). This allowed to test the encoding of 
each of these low- level acoustic features respectively. Indeed, if the 
apparent selectivity reflects tuning to specific low- level acoustics, 
then similar selectivity should be observed for stimuli having the 
same spectral or temporal distribution as the original stimuli.

We were able to extract 38 auditory responsive neurons in these 
additional recordings that confirmed our initial observations despite 
the 24- mo interval: We found a sizeable proportion of units (13 on 

Fig. 5.   Lack of association between voice selectivity and spectral or temporal structure. (A) Spectrograms (Top) and waveforms (Bottom) of an example stimulus 
(human speech) from the original stimulus set and its spectrally matched (SM) and temporally matched (TM) controls. (B) Distribution of human and macaque 
Voice Selectivity Indices (VSIs) across all auditory responsive neurons of M1 recorded in control sessions. A neuron is considered selective for VSI > 0.33. The 
color bar indicates the SI contrasting human vs. macaque vocalizations. (C) Frequency tuning of the voice- selective neurons. For each neuron (N = 17; lines), the 
z- scored FR was computed during the maximum response time respect to the baseline, in response to the 5 band- passed noise stimuli (columns). The plot on 
the top shows the average (± SE) across human- selective (N = 13) and macaque- selective (N = 7) neurons. *: Neurons with different (one- way ANOVA, P < 0.05) 
tuning in response to the 5 band- passed noise stimuli. No significant difference was found at the population level (Kruskal–Wallis test, P- value threshold = 0.05). 
(D) Boxplots of the human (Left) and macaque (Right) VSIs in their corresponding selective subpopulations for the three conditions of stimuli. VSIs are significantly 
reduced (paired- samples Wilcoxon signed- rank test, P < 0.05; *) for the SM stimuli in both populations and for the TM stimuli in the human- selective neurons.
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38) with a human VSI above 0.33, and fewer neurons (7 on 38) 
selective for macaque vocalizations, of which only three neurons 
selective for both (Fig. 5B).

First, we examined the frequency tuning of each selective neu-
ron (Fig. 5C). There were some neurons with a different tuning 
in response to the five band- passed noise stimuli (human- selective: 
5 of 13 neurons; macaque- selective: 4 of 7 neurons; one- way 
ANOVA, P < 0.05; Fig. 5 C, Bottom), but without any consistent 
frequency tuning at the population level (Kruskal–Wallis test, 
human- selective: χ2 = 4.78, df = 4, P = 0.3104; macaque- selective: 
χ2 = 3.65, df = 4, P = 0.4558; Fig. 5 C, Top panel). We then exam-
ined VSIs of those selective neurons for the control stimuli: 
Compared to the original, VSIs significantly decreased for the SM 
controls in both subpopulations (paired- samples Wilcoxon 
signed- rank test; human- selective: P = 0.0266; macaque- selective: 
P = 0.0312) and decreased for the TM stimuli in the human- selective 
subpopulation (human- selective: P = 0.0002; macaque- selective: 
P = 0.0781; Fig. 5D). These results indicate that the selectivity of 
aTVA neurons for human voices (and/or for macaque vocaliza-
tions) does not reflect a simple tuning associated to low- level acous-
tical features.

Discussion

In the present study, we have identified a subset of neurons in the 
TVAs of laboratory macaques that are specifically involved in rep-
resenting important aspects of human voices. Initially, we confirmed 
the presence of conspecific voice cells in the anterior voice patch, 
which are neurons that selectively respond to macaque vocaliza-
tions—an observation previously reported by only a single research 
group (12, 16). Subsequently, we identified another group of neu-
rons that selectively respond to human voices but not macaque 
vocalizations. The firing rate of these human- selective neurons 
allowed for more accurate classification of human voices compared 
to other sounds, in contrast to macaque vocalizations. Furthermore, 
the classification between subcategories of human voices (such as 
male/female and speech/nonspeech) by these neurons was compa-
rable to the classification of macaque vocalization subcategories 
(coo/scream/grunt/bark). Moreover, the representation patterns of 
these human- selective neurons were more similar to those observed 
in fMRI scans of human brains rather than macaque brains and 
only weakly correlated with acoustical RDMs. This finding is con-
sistent with previous fMRI data indicating that while RDMs from 
primary auditory cortex correlate strongly with acoustical RDMs 
in both humans and these two macaques, it is not the case for their 
higher- level aTVAs that implement a more categorical representa-
tion (3). This, as well as the reduced VSIs observed for both the SM 
and the TM controls, and the lack of consistent frequency tuning 
in these neurons, reinforces the notion that their human- voice selec-
tivity is not merely reflecting low- level acoustical features but a more 
abstract representation of this particular sound category.

The presence of macaque neurons that specifically respond to 
human voices is inconsistent with a pure evolutionary explanation 
of voice selectivity. Given that wild macaques have not had signif-
icant exposure to the human voice during the past millions of years, 
it is difficult to understand the selective pressures that would lead 
to the development of neurons specifically tuned to human vocal-
izations. A more parsimonious explanation of our findings is in 
terms of expertise: The macaques involved in our experiments have 
been raised in captivity and have been exposed to human vocal 
sounds since birth. These sounds, that announce the arrival of their 
assigned experimenter or of the veterinarian, are highly relevant to 
them. The almost total lack of responsiveness to unknown marmo-
set vocalizations seems to reinforce this hypothesis, although the 

markedly different frequency structure of marmoset calls with an 
energy peak between 6 and 8 kHz rather than between 0 and 2 kHz 
(SI Appendix, Fig. S1) certainly is a key contributing factor. Thus, 
the selectivity of these neurons to human voice and their capability 
of processing information from such stimuli are likely the result of 
lifelong daily exposure.

Remarkably, while the firing rate of both the human-  and 
macaque- selective populations yielded comparable classification of 
macaque vocalizations, it was specifically in the classification of human 
voices that the human- selective population exhibited a clear advan-
tage. This, and the apparent intermingling of these two populations, 
suggests that the human- selective neurons may have leveraged preex-
isting mechanisms primarily used for processing conspecific vocaliza-
tions to decode information in the relevant sound category of human 
voice, aided in this by the close similarity in the human and macaque 
vocal apparatuses. This utilization of preexisting machinery for a novel 
purpose is reminiscent of similar phenomena observed in the human 
visual cortex (17), where areas specialized for face recognition are 
recruited by experts in their respective domains (18).

Overall, these findings not only enhance our understanding of 
the neural processes involved in voice processing and the evolution 
of primate communication systems but also shed light on the 
neuronal mechanisms potentially underlying other forms of audi-
tory expertise, such as musical expertise, in the human brain.

Materials and Methods

Experimental Design.
Subjects. Data from the main experiment were recorded from two female rhe-
sus monkeys (Macaca mulatta, M1 and M2, aged 7 and 8 y respectively, and 
weighing between 5 and 6 kg). In the control experiment, data were collected 
from only M1. Animal care, housing, and experimental procedures were in com-
pliance with the NIH’s Guide for the Care And Use of Laboratory Animals and 
approved by the Ethical Board of Institut de Neurosciences de la Timone (ref 
2016060618508941).
Alert monkey fMRI. The monkeys were first scanned for identifying Temporal 
Voice Areas (TVAs). All the details about the fMRI procedures are reported in ref. 
3 (in which the two monkeys were called M2 and M3). Here, we give only a brief 
description of these details.

Functional scanning was done using an event- related paradigm with 
clustered- sparse acquisitions on a 3- Tesla MRI scanner (Prisma, Siemens 
Healthcare), equipped with an 8- channel surface coil (KU, Leuven). Ferrous oxide 
contrast agent (monocrystalline iron oxide nanoparticle, MION) was used for all 
the scanning sessions. Monkeys were trained to stay still in the scanner for a 
fixed period of 8 s to receive the reward. To avoid interference between sound 
stimulation and scanner noise, the scanner stopped acquisitions such that three 
repetitions of one of 96 stimuli (see below; interstimulus interval of 250 ms) were 
played on a silent background. Then, MION functional volumes were acquired 
using EPI sequences (multiband acceleration factor: 2, TR = 0.955 s). The analysis 
included 67 MION runs of M1 and 64 MION runs of M2. Voice- selective areas 
were identified as those regions responding significantly more to conspecific 
(macaque) vocalizations vs. nonvocal sounds (Fig. 1A).
fMRI guided electrophysiology. Monkeys were chronically implanted with high- 
density microelectrode arrays (CerePort Utah Array, Blackrock Microsystems) to 
record extracellular activity in the fMRI- localized TVAs. Functional maps projected 
on the individual anatomical surfaces were used to calculate the exact position 
of the arrays. M1 was implanted with two 32- channel arrays in the anterior TVA 
(aTVA) of the right rostral superior temporal gyrus (rSTG; parcellation from the 
D99 macaque brain template; Ts2 from the AC map macaque brain template) and 
one 32- channel array in the right frontal cortex. M2 was implanted with three 
32- channel arrays in the left rSTG (Ts2), of which one in the aTVA. In this study, 
we analyzed only data collected from the arrays implanted in the aTVA (i.e., two 
arrays for M1 and one array for M2; Fig. 1A).

Electrical signals were amplified and processed using a RZ2 BioAmp Processor 
(Tucker- Davis Technologies, Alachua, FL, USA) and sampled at 24,414 Hz. Raw 
data collected during recordings were high- pass filtered (300 to 5,000 Hz), D
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and spike sorting was performed offline using a fully automatic algorithm 
(MountainSort v4 0.2.3 and dependencies) (19). This algorithm detects, for each 
channel, individual clusters that are then filtered by applying specific thresholds 
to their quality parameters (firing rate > 0.5 Hz; noise overlap < 0.1; isolation 
> 0.95; signal- to- noise ratio > 2) to identify single units (for details about the 
parameters computed by the algorithm, see ref. 19). Finally, the mean wave-
forms of the remaining clusters were visually inspected to exclude neurons with 
irregular shapes.

In the main experiment, to limit the possible inclusion of the same neuron 
across sessions, we selected sessions separated in time by at least 3 d [M1: 7 ± 
3 (mean ± SD) days’ intervals between sessions on average; M2: 10 ± 13 d’ 
intervals on average]. Our final dataset was composed of 353 single neurons, 
with 260 neurons from M1 across 9 recording sessions and 93 neurons from 
M2 across 5 recording sessions. Data for the control experiment come from 4 
recording sessions of M1, collected 24 mo after those of the main experiment.
Auditory stimuli. The set of stimuli used for the main electrophysiological experi-
ment was the same of that used in our previous fMRI study (3). Ninety- six acoustic 
stimuli from four main categories (i.e., human voices, macaque vocalizations, 
marmoset vocalizations, and nonvocal sounds) were played. Each category con-
tained 24 stimuli divided into 4 subcategories of 6 stimuli (Fig. 1C). Specifically, 
human voices contained n = 6 female speech and n = 6 male speech [sentence 
segments from the set of stimuli used in the study of Moerel et al. (20)] and  
n = 6 female nonspeech and n = 6 male nonspeech [vocal- affect bursts selected 
from the Montreal Affective Voices dataset (21)]. Macaque vocalizations (kindly 
provided by Marc Hauser) included different call types: n = 6 coos, n = 6 grunts, 
n = 6 barks, and n = 6 screams. Marmoset vocalizations (kindly provided by 
Asif A. Ghazanfar) were also divided into different call types: n = 6 trills, n = 6 
phees, n = 6 twitters, and n = 6 tsiks. Nonvocal sounds included both natural  
(n = 6 living and n = 6 nonliving) and artificial sounds, i.e., human actions  
(n = 6 artificial leaving) or not (n = 6 artificial nonleaving), from previous studies 
from our group (1, 22) or kindly provided by Petkov et al. (2) and Moerel et al. (20).

In the control experiment, we randomly interspersed the 96 original stimuli 
used in the main experiment with 96 spectrally matched (SM) and 96 temporally 
matched (TM) control stimuli, created from each original stimulus (Fig. 5A). The 
SM versions of the original stimuli consisted of a Gaussian white noise of the 
duration equals to the one of the original stimuli and filtered with the long- term 
spectrum of the original stimulus. TM stimuli consisted of a Gaussian white noise 
with the temporal envelope of the original stimuli. The temporal envelope was 
computed using the Hilbert transform modulus of the original stimuli. Indeed, 
some stimuli (e.g., macaque barks or grunts) are essentially defined by their 
temporal envelope.

In both experiments, stimuli were adjusted in duration so that all of them 
lasted 500 ms; they were resampled at 48,828 Hz and normalized by rms ampli-
tude. Finally, a 10 ms cosine ramp was applied to the onset and offset of the 
stimuli.
Tonotopic organization of aTVA. Tonotopic organization of the recorded areas 
was tested by presenting band- passed noise stimuli (with central frequencies 
ranging from 125 Hz to 16,000 Hz in 1.75 octave steps; band weight: ⅓ octave) 
in alternative (1- d distant) sessions from those of the main experiment. For each 
recording site, we found the sound frequency eliciting the maximal response in 
the multiunit activity (MUA; band- pass filter: 300 to 5,000 Hz) computed over 
the first 200 ms after the sound onset. MUA was extracted from each recording 
site using the method previously described in refs. 23 and 24. We also tested 
frequency tuning at the single- unit level by presenting the band- pass noise 
stimuli in the control experiment.
Experimental setup and behavioral task. All recordings were performed in an 
acoustically insulated room. The monkeys sat in a primate chair with the head 
fixed by a noninvasive modular restriction mask (MRM) developed in our labora-
tory. Auditory stimuli were presented through a RZ6 Multi- I/O Processor (Tucker- 
Davis Technologies) and transduced by two 8,020 Genelec speakers, which were 
positioned at ear level 72 cm from the head and 60 degrees to the left and right. 
Stimuli were delivered at a sound pressure level of approximately 92 dB. Hand 
detection was achieved using two optical sensors.

Monkeys were trained to perform a pure tone detection task (Fig. 1B). They 
were required to hold a bar with both hands for 1,500 to 2,000 ms to trigger 
the presentation of sounds. In each trial, from three to seven stimuli (interstim-
ulus interval: 285 to 542 ms) were played after which a 500 ms 1,000- Hz pure 

tone was presented. The pure tone instructed the monkeys to release the bar to 
receive the juice reward (correct trials). If the monkeys released the bar before the 
pure tone presentation (false alarm trials) or did not release the bar (miss trials; 
upper reaction time: 250 ms), no reward was given. The stimuli were randomly 
presented, but two sounds of the same category were never played one after 
the other. We presented all the stimuli before their repetition, allowing a similar 
number of repetitions played.

Electrophysiological Data Analysis. The database for this study comes from 
recording sessions in which both monkeys successfully performed the task with 
an average performance of 84 ± 7% (mean ± SD) of correct trials for M1 and 
74 ± 7% of correct trials for M2. In the main experiment, each of the 96 stimuli 
was repeated on average 18 ± 2 times in M1 sessions and 16 ± 3 times in M2 
sessions (resulting in 1,725 ± 146 sounds played on average for M1 and 1,497 
± 304 for M2).

The analyses were performed using MATLAB software (The MathWorks, Inc.) 
and open source statistical software R. The spike times were binned at a resolution 
of 1 ms. Peristimulus time histograms (PSTHs) were smoothed with a Gaussian 
kernel of 10 ms. We included all the trials in the neuronal analyses given the low 
percentage of wrong (false alarm and miss) trials. Moreover, no significant differ-
ence (Wilcoxon rank- sum test; all P’s < 0.05/96 after Bonferroni correction) was 
observed in the neuronal activity (averaged across the stimulus presentation time) 
of correct vs. all trials in response to each sound in each neuron of M1 and M2.

The baseline activity was defined as the average firing rate (FR) during 100 ms 
preceding the stimulus onset. The analyzed period of the task corresponded to the 
stimulus presentation time, i.e., the 500 ms window following the stimulus onset. 
To compute z- scores, the average response to each stimulus was normalized to 
SD units with respect to the baseline.

The maximum response time of each neuron was estimated as a 150 ms 
window centered on its peak of activity computed across all sounds. To depict 
neurons’ responsivity to each of the 96 stimuli, we computed for each neuron 
the z- scored FR during the maximum response time (Fig. 1D).
Auditory and category responsiveness. Auditory responsiveness of neurons 
was evaluated by computing z- scored responses to each stimulus every 10 ms 
bins during the stimulus presentation time. Neurons were considered auditory 
responsive if the z- score in response to one or more stimuli was above 2.5 SDs 
for at least three consecutive bins, starting at a time point less than 300 ms post-
stimulus onset (approach similar to ref. 12). Only auditory responsive neurons 
were further analyzed.

In the control sessions, auditory responsiveness was computed as in the 
main experiment but using the z- scored responses to each stimulus subcate-
gory (because of the too few repetitions of each stimulus) and taking a threshold 
of 2 SDs.

The preference of neurons (i.e., higher FRs response) for one sound category 
(human, macaque, marmoset, and nonvocal) was evaluated by comparing FRs 
(less the baseline) of the four categories during the maximum response time 
(one- way ANOVA, factor: category). For neurons showing a main effect (P- value 
threshold of 0.05), we defined the preferred category as the one eliciting the 
maximal response.
Selectivity of neurons. Voice- selective neurons were classified using the Voice 
Selectivity Index (VSI) criterion as previously done in auditory studies (12) and 
according to the Face Selectivity Index used in visual studies (13). We computed 
two VSIs contrasting human voices vs. nonvocal sounds (Hum VSI) and macaque 
vocalizations vs. nonvocal sounds (Mac VSI). The VSI was defined as follows:

VSI =
meanvoice − meannon−vocal

meanvoice + meannon−vocal
,

where meanvoice is the average FR for human or macaque category during the 
maximum response time, and meannon−vocal is the average FR for nonvocal cate-
gory during the maximum response time.

A VSI of 0 indicates equal responses to voices and nonvocal sounds. A VSI 
of 0.33 indicates twice as strong a response to voices as to nonvocal sounds. 
Conversely, a VSI of −0.33 indicates twice as strong a response to nonvocal 
sounds as to voices. We used these thresholds to establish the voice/nonvocal 
selectivity of neurons as previously done (12, 13). For cases where meanvoice > 0  
and meannon−vocal < 0, VSI was set to 1; for cases where meanvoice < 0 and D
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meannon−vocal > 0, VSI was set to −1 (25). We also computed a SI contrasting 
human voices and macaque vocalizations (Hum- Mac SI) with the same method 
explained above.
Decoding analysis. We used a maximum correlation coefficient classifier [MCC; 
as implemented in the MATLAB neural decoding toolbox (26)] to analyze the aTVA 
neuronal population or the different subpopulations of neurons. The classifier 
was trained to discriminate either the four sound categories, either human or 
macaque vocalizations from the other categories, or, within each of these two 
categories, between subcategories of sound.

To train the classifier, trials (i.e., stimuli) were labeled based on their category/
subcategory, and firing rates from trials and neurons were binned in 100 ms 
sliding windows, every 10 ms bins. We tested 56 consecutive bins, from −100 ms 
(i.e., a time window from −100 ms to 0 ms) to +450 ms from the stimulus onset. 
Note that these 100 ms bins are plotted such that the decoding accuracy is aligned 
to the center of each bin. For each bin, a different classifier was trained/tested.

Z- score normalization was applied to each neuron to give equal weight to all 
the units regardless of firing rate. Then, the classifier was trained using a k cross- 
validation splits procedure: The classifier was trained using k−1 splits and then 
tested on the remaining split. Particularly, for classification between categories, 
we used 100 cross- validation splits, and for classification between subcategories, 
we used 25 cross- validation splits. All possible train/test splits were tested, and 
this process was repeated 50 times (i.e., 50 runs) with different subsets of trials. 
The classification accuracy from these runs was then averaged.

To assess whether the obtained decoding accuracies were above chance, we 
ran a permutation test that consisted of repeating the full decoding procedure 
100 times with the labels of categories/subcategories randomly shuffled. We 
obtained a null distribution of shuffled data, and the decoding results were con-
sidered significantly above chance if they were greater than all the shuffled data 
in the null distribution [P- value threshold of P = 1/(100 * 56) = 0.0002]. The 
latency of when the P- values are first above chance corresponds to the first time 
bin of three consecutive bins with P- values below the P- value threshold.

To determine the similarity between two classification accuracy distributions, 
we computed for each time bin a distribution- free overlapping index (η) using 
the overlapping package for R (27). The overlapping index η represents the pro-
portion of the overlapping area between the probability density functions of two 
distributions. In this sense, an overlapping index of η(A,B) = 0 indicates that f _ 
A (X) and f _ B (X) are distinct. Two distributions were considered as significantly 
different for η < 0.05 for at least three consecutive time bins.
Representational similarity analysis. We conducted a representational similar-
ity analysis (RSA) as it is a powerful tool for comparing representational geome-
tries for a given stimulus set across species and measurement techniques (14, 15). 
We generated Representational Dissimilarity Matrices (RDMs) time series from 
human-  and macaque- selective subpopulations. For each of the 16 subcatego-
ries, we pulled out a vector of z- scored average firing rate from the neurons, every 
10 ms bins (±50 ms sliding windows). 16 × 16 RDMs were generated for each 
bin by computing for each pair of subcategories the Euclidean distance between 
their population vectors. In total, we obtained 51 neuronal RDMs for both the 
human- selective and the macaque- selective subpopulations.

For each subpopulation of neurons, we compared the 51 neuronal RDMs 
with four categorical model RDMs (human, macaque, marmoset, and nonvocal) 
as previously done in ref. 3. Model RDMs were four theoretical patterns of 
pairwise dissimilarities in our stimulus set representing the ideal distinction 

between one specific category and the others (Fig.  3 B, Bottom). Planned 
comparisons between each of the 51 neuronal RDMs and model RDMs were 
performed by comparing the between vs. the within portions of the neuronal 
RDM predicted by each model (SI Appendix, Fig. S6) using bootstrapped two- 
sample t tests (10,000 iterations, one- tailed), with Bonferroni correction for 
multiple comparisons, resulting in a corrected P- value threshold of P = 0.05/ 
(51*4) = 2.451e- 04.

We also compared human-  and macaque- selective neuronal RDMs within the 
human and within the macaque categories using a Mann–Whitney–Wilcoxon test 
(P- value threshold of 0.05).

For all comparisons, the latency of when the P- values are first significant cor-
responds to the first time bin of three consecutive bins with P- values below the 
corrected P- value threshold.

The macaque-  and human- selective neuronal RDMs, computed at the time 
of peak association with the respective model RDM, were also compared to the 
categorical model RDMs, to RDMs computed from fMRI data, and to acoustical 
measures of the stimuli (previously shown in ref. 3).

In this analysis, categorical model RDMs represented ideal categorical dis-
tinction between one specific category vs the others using binary values of 1 as 
maximal pairwise distance and 0 as minimal pairwise distance.

fMRI RDMs represented the Euclidean distance between the 16 subcategories 
in multivoxel activity space of the aTVA of humans (averaged across the left and 
the right hemispheres of six subjects) and macaques (averaged across the right 
hemisphere of M1 and the left hemisphere of M2, i.e., the brain areas where the 
arrays were implanted).

Acoustical RDMs were generated for each of three measures—loudness, spec-
tral center of gravity (SCG), and pitch—by computing for each pair of stimulus 
subcategories the difference of the measure averaged across stimuli of each 
subcategory. Loudness and SCG (an acoustical correlate of timbre brightness) 
were estimated by modeling each sound using the time- varying loudness model 
by Glasberg and Moore (28). Pitch was estimated by modeling each sound using 
the Y IN pitch extraction model by de Cheveigne and Kawahara (29).

The comparison between the human-  and the macaque- selective neuronal 
RDMs, and between each of these with the fMRI, the acoustical and the categorical 
model RDMs was run through a bootstrapped Spearman’s rho correlation (10,000 
iterations), with Bonferroni correction for multiple comparisons resulting in a 
corrected P- value threshold of P = 0.05/17 = 0.0029.

Visual representation of the pattern of correlation between RDMs in Fig. 4C 
was obtained via a multidimensional scaling (MDS) arrangement reflecting the 
dissimilarity structure of RDMs using the RSA toolbox (30).

Data, Materials, and Software Availability. The preprocessed data for the 
main experiment in this paper are available in the Zenodo repository: https://
doi.org/10.5281/zenodo.11284105 (31).
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