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We report acousto-optic imaging (AOI) into a scattering medium using a Fourier Transform (FT) analysis
to achieve axial resolution. The measurement system was implemented using a CMOS smart-pixels sensor
dedicated to the real-time analysis of speckle patterns. This first proof-of-principle of FT-AOI demonstrates
some of its potential advantages, with a signal to noise ratio comparable to the one obtained without axial
resolution, and with an acquisition rate compatible with a use on living biological tissue.

OCIS codes: 110.0113,110.7170,170.3880,170.3660,250.3140

Acousto-optic imaging (AOI) is an emerging technique
in the field of biomedical optics, which couples light and
ultrasound. It enables access to the contrast allowed
by diffuse optical tomography [1, 2] with the resolu-
tion of ultrasound (US) imaging [3]. When propagating
through an illuminated area, US modulate the refrac-
tive index and the scattering particles motion at the US
frequency. It results in the creation of optical sidebands
in the scattered light spectrum, shifted of the US wave
frequency [4]. The amount of frequency-shifted photons,
the so-called tagged-photons, is proportional to the lo-
cal light irradiance, and filtering them allows recovering
relevant optical information [5].
Here the frequency shifts considered (a few MHz) are

very small compared to light frequency (few hundreds
THz). Although high finesse spectral filters, using spec-
tral hole-burning at cryogenic temperatures, have proven
their ability to discriminate the tagged photons [6], a lot
of groups are currently focusing on interferometric detec-
tion schemes which, for now, seem to be more accessible
for medical applications [7–11].
Interferometric methods present the advantage of

moving the frequency shifts into more accessible regions
for classical detectors. Of course one has to manage the
limited spatial coherence of diffuse light, which appears
as a speckle pattern. Thanks to photorefractive crystals,
self-adaptive holography can deal with such spatially
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Fig. 1. Experimental setup. LD: laser diode; TA: tapered
amplifier; PBS: polarization beam splitter; L: imaging lens;
BS: low reflectivity beam splitter; A: RF amplifier; (a) con-
trol signal for US generation; (b) demodulation signal for the
lock-in detection.

incoherent wavefronts [7, 8]. However this technique is
still not validated with living tissue due to the response
time of photorefractive crystals (millisecond range),
which is somewhat limited compared to the short
correlation time of the speckle pattern (submillisecond
range for living tissue [12]). And even if this problem
could be solved in the near future, this technology is
not as widespread as CMOS sensors.

High acquisition rate pixel array sensors enable spatio-
temporal sampling of the speckle pattern. Therefore
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they deal with both incoherent wavefronts and fast
speckle decorrelation. Off-axis digital holography [10]
currently exploits such devices, whose main drawbacks
are the cost and the data transfer delay.
In this work we have implemented a fast CMOS sen-

sor dedicated to the real-time analysis of speckle pat-
terns [13]. We implemented this sensor with a low-cost
technology, which could be an asset for a wide distribu-
tion of this diagnostic tool. We used this sensor to vali-
date a new method to achieve axial resolution along the
US beam propagation axis (z-axis in figure 1) through a
Fourier Transform analysis. In this letter we present this
method as a proof-of-principle, with a brief derivation.
Actually, the only way to allow axial resolution is to

modulate the US source by a function of time h(t), in
order to ’tag’ the US wave at position z by a factor
h(t+τ−u−1z), where τ is a delay and u the US velocity
in the medium (u = 1.5mm/μs in water). The interfer-
ometric signal depends linearly on the electromagnetic
field, and accordingly it depends linearly on the ampli-
tude of the US wave pressure and on the modulation h
[14]. In order to decode the position information, one
can therefore multiply the interferometric signal by a
demodulation function hm(t) before time averaging on
the detector: such an operation is equivalent to the in-
troduction of a ’virtual’ weighting factor which is the
correlation function [15]:

g(u−1z − τ) = 〈h(t+ τ − u−1z)hm(t)〉T , (1)

where 〈· · · 〉 denotes a time average (t variable) over the
integration time T of the detector. We have to square
the signal recorded at each pixel in order to recover,
through an ensemble averaging over all pixels, a mea-
sured signal ϕtag proportional to the radiant flux of the
tagged photons at the detector level. As this tagged flux
depends on the square of the amplitude of the US wave
pressure [14], the weighting factor for the tagged photons
radiant flux will therefore be g2(z/u− τ), so that:

ϕtag =

∫
g2(u−1z − τ)S(z)dz, (2)

where the integration is performed along the US beam
and where S(z) is proportional to: the local irradiance,
the tagging efficiency, and the Green function accounting
for propagation from the tagging position to the detec-
tor.
Different choices can be considered for the above-

mentioned functions. First, in the simplest case of a
continuous US wave (CW), corresponding to h = hm =
1 = g2, there is no axial resolution and every position z
in the region illuminated by diffuse light will contribute
to the ϕtag. As a consequence the latter will be of the
order of

ϕ0 ≈ WS̄, (3)

where W is the typical size of the illuminated zone, and
S̄ a typical value for S.
A choice to allow axial resolution is a pulse of width

δt = δz/u for h = hm. In that case the function g2

will act as a gate of height g2max = (δt/T )2 = (δz/L)2,
where L = uT is the distance travelled by the US beam
during the integration time T , and where δz is the axial
resolution. In fact, the choice of a pulse for hm implies
a reduction of the integration time, and thus of the cor-
responding integrated signal, what explains this huge
reduction of g2 compared to the previous CW case.
Compared to the choice of a US pulse, the method of

random phase jumps [14] presents the advantage of ex-
ploiting the whole integration time: the function h = hm

is randomly drawn after each period δt = δz/u to be +1
or −1 with equal probability. The function g2 is now a
gate of unit height and axial resolution δz, over a random
background of order δz/L. This method corresponds to
a great improvement compared to the choice of a pulse
[10], even if there is still a reduction of the signal to
noise ratio (SNR) when compared to the CW case (Eq.
3): the signal, of order S̄δz, is indeed lowered by a factor
δz/W due to the limited area selected by the gate g2 in
Eq. 2. Furthermore, random phase jumps usually imply
integration times of several hundreds microseconds [10],
what can be problematic for biomedical applications.
In the present paper, we propose to choose h as a

periodic square function, oscillating between +1 and −1
at a frequency f/2, and to choose hm = sin(πft) so that
one has for the choice of a delay τ = θ/(πf):

g2(u−1z − τ) = κ cos2(πνz − θ), (4)

with κ = 4/π2 and where ν = f/u is the spatial fre-
quency corresponding to f . If ϕtag(ν; θ) is the tagged
signal measured with such a choice, one only has to com-
pute, in order to have the Fourier transform of S at a
spatial frequency ν:

κS̃(ν) ≡ ϕtag(ν; 0)− ϕtag(ν;
π
2 )

+jϕtag(ν;−π
4 )− jϕtag(ν;

π
4 )

(5)

Within the framework of Discrete Fourier Transform
(DFT), one has to record N = L/δz values for frequen-
cies νn = n/L and to apply inverse DFT in order to
obtain κS(z)δz at points z = mδz. The signal here is in
the same range as the one obtained with the method of
random phase jumps, but on the other hand the noise
should be divided by a factor

√
N after the DFT due to

the 1/N term in the definition of the inverse DFT. So
one can expect a higher SNR with this method.
The above-mentioned concepts were experimentally

validated using the setup depicted in Fig. 1. The light
source consists in a single-frequency semi-conductor
laser diode (LD) emitting at 790nm, amplified with
a 2W tapered amplifier (TA, Sacher laser technik -
GmbH). A small part of the laser beam is sent towards
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the CMOS sensor as a reference beam, through a low-
reflectivity beamsplitter (BS, reflectivity of 5% allowing
an irradiance of 40mW/cm2 on the sensor). The sam-
ple is placed into a Plexiglas water tank for acoustical
contact. The incident beam on the sample has a power
of about 1W . The transmitted light is collected by a
lens (L) and interferes with the reference beam on the
sensor.

The CMOS sensor was a 24× 24 pixels prototype [13]
with a surface of 1mm2. For each pixel independently,
this circuit has the ability to perform a lock-in detec-
tion of the beat at the US frequency between the tagged
beam and the reference beam through the multiplica-
tion by a demodulation signal. Simultaneously, by tun-
ing this demodulation signal, the circuit can perform the
multiplication by the function hm needed in the present
protocol. The outputs of the lock-in detections are then
squared and averaged over all pixels in order to recover
a radiant flux. This average value is the only output of
the sensor, so that high acquisition rate can be achieved
(3600 frames/s in the present case).

The US beam is generated by an acoustic transducer
(Panametrics A395S−SU) with a focal length of 75mm.
The beam has a frequency of 2.3MHz and is focused
on the sample, with a US pressure of the order of
1MPa at the focal point. In the present experiment,
the transducer is controlled by a two-state signal which
encodes both the US carrier at 2.3MHz and the mod-
ulation function h (see Fig.1). The demodulation sig-
nal sent to the sensor lock-in detection includes for its
part both the demodulation carrier and the function
hm (see Fig.1). The demodulated signal is integrated
over a time T = 70μs, what corresponds to a length
L = 10.5cm greater than the depth of the water tank.
Each measurement is averaged over 5000 frames. At a
rate of 3600 frames/s, 5.5s are therefore needed to ac-
quire all the components of Eq.5. We choose to split
the length L into N = 60 intervals, so that N/2 = 30
Fourier components have to be measured in order to re-
construct S(z). This corresponds to a spatial resolution
δz = L/N = 1.75mm (let us note that, strictly speaking,
the full width at half maximum -FWHM- of the point
spread function is rather 2.1mm).

The sample was a 2× 4× 4cm3 gel matrix (2cm thick
along the light propagation axis y) constituted with an
agar gel mixed intralipid 10%. The concentration of in-
tralipid is adjusted to obtain a reduced scattering coeffi-
cient of about 10cm−1. Agar is diluted into hot water at
90◦C and intralipid is added once the mixture has cooled
down 70◦C or less. Two cylindrical inclusions with ad-
dition of India ink (3mm diameter, 5mm length) were
placed in the middle of the sample. They are separated
by a distance of 3mm along the z-axis in order to test
the ability of FT-AOI to perform axial resolution. The
acoustic transducer is mounted on a translation stage in
order to move it along the x-axis.

Let us first consider measurements performed out-
side the inclusions: in that case the tagged signal

Fig. 2. (a): Axial profile (solid black) measured by FT-AOI
with a scattering medium in the water tank. Measurements
are performed outside the inclusions, and the signal corre-
sponds to the distribution of diffuse light, with an expected
Gaussian shape (Gaussian fit in solid gray). (b) Residual
error (difference between the signal and the fit, in mV ).

mainly probes the distribution of diffuse light within
the medium. At low modulation frequencies f , the ac-
quisition is somewhat equivalent to the CW case as we
mainly measure the integral of S(z). In the present ex-
periment we measure for the CW case (Eq. 3) a signal of
ϕ0 = 18mV for a noise of about 1mV , with a resulting
SNR of 18 (let us recall that this value corresponds to
a measured voltage, and is directly proportional to the
tagged flux). To account for bandwidth limitations in
the setup, the first three Fourier components were multi-
plied by fixed pre-calibrated coefficients (of modules 1.2,
0.9 and 0.95) determined from previous experiments.

The inverse DFT of the recorded Fourier components
is presented on Fig.2a as a function of the z-axis po-
sition (with a Shannon interpolation between the sam-
pling points). The signal is maximal at a depth of about
8cm from the transducer, what corresponds to the posi-
tion of the sample. The shape is well fitted by a Gaus-
sian with a FWHM of W = 9.5mm, in good agreement
with what should be expected from diffusion theory. Let
us recall that the inverse DFT is S(z) times δz: the
typical value expected for S̄ using Eq. 3 should be
ϕ0/W ≈ 2mV/mm, so that the value S̄δz ≈ 3mV is
in good agreement with the typical values of the Fig.2a.
The residual noise obtained with the difference between
the signal and the Gaussian fit is presented in Fig.2b: the
standard deviation is 0.14mV , what is in good agree-
ment with a noise of 1mV in the Fourier components
divided by

√
N . Finally, this gives a SNR of ≈ 22. In

this example, we therefore have a higher SNR with axial
resolution rather than without: this is due to the fact
that L > W , what implies an averaging linked to super-
abundant measurements. Anyway, this underlines the
SNR performance of the method.
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Fig. 3. (a) Acousto-optic image obtained by gathering z-
scans at different positions x of the acoustic transducer;
(b) Ratio between the acousto-optic image and the fitted
Gaussian envelop accounting for non-uniform illumination;
the inset is a picture of the sample just after the implemen-
tation of the cylindrical inclusions.

In order to demonstrate the ability of the method to
perform imaging, we achieve an x-z image of the two
absorbing inclusions placed within the medium. In or-
der to increase the size of the illuminated region, a piece
of translucent tape was fixed on the input wall of the
water tank, a few centimeters before the sample: the in-
cident laser light is slightly scattered and its size on the
sample is slightly increased (up to about 1 cm2). We
record z-scans of the sample at different positions along
the x-axis, within an interval of 2cm and with a fixed
step of 0.5mm. In order to have the same spatial reso-
lution in the x and z directions, the obtained image was
filtered in the x direction with the same spatial cut-off
frequency as for the z-scan (kc ≡ 2πνc ≈ 1.9mm−1).
This image, presented in Fig. 3a, is clearly affected by
the non-uniform illumination. In order to remove the
effect of non-uniform illumination and to exhibit the ab-

sorption properties of the inclusions, the scattering en-
velop was fitted by a Gaussian, and we calculated the
ratio between the acousto-optic image and the fitted en-
velope: this ratio, expressed in dB, is plotted in Fig.
3b. These images can be compared to a picture of the
inclusion taken just after their implementation, and be-
fore being covered by an additional layer of scattering
gel. The inclusions are clearly resolved, illustrating the
potential spatial resolution of the method.
In conclusion, we have introduced and demonstrated

experimentally a new method to perform axial resolu-
tion in acousto-optic imaging. In comparison to existing
techniques in this field, this method should allow a con-
sequent improvement of the signal to noise ratio (SNR).
The results were obtained using an innovative CMOS
smart-pixels sensor with an integration time (70μs) com-
patible with typical correlation times observed with liv-
ing biological tissue. For this proof of principle the setup
has not been optimized, and we expect a far better SNR
in the near future: for instance, we used a small-size
prototype (1mm2) for the CMOS sensor, and the SNR
should be considerably increased (factor 10) with a sen-
sor of usual size, in the range of 1cm2.

This work was supported by the French National Re-
search Agency (project ANR-11-BS04-0017, ICLM).
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