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Optimising 4D imaging 
of fast‑oscillating structures 
using X‑ray microtomography 
with retrospective gating
Antoine Klos 1,2, Lucie Bailly 1*, Sabine Rolland du Roscoat 1, Laurent  Orgéas 1, 
Nathalie Henrich Bernardoni 2, Ludovic Broche 3 & Andrew King 4

Imaging the internal architecture of fast‑vibrating structures at micrometer scale and kilohertz 
frequencies poses great challenges for numerous applications, including the study of biological 
oscillators, mechanical testing of materials, and process engineering. Over the past decade, X‑ray 
microtomography with retrospective gating has shown very promising advances in meeting these 
challenges. However, breakthroughs are still expected in acquisition and reconstruction procedures to 
keep improving the spatiotemporal resolution, and study the mechanics of fast‑vibrating multiscale 
structures. Thereby, this works aims to improve this imaging technique by minimising streaking and 
motion blur artefacts through the optimisation of experimental parameters. For that purpose, we 
have coupled a numerical approach relying on tomography simulation with vibrating particles with 
known and ideal 3D geometry (micro‑spheres or fibres) with experimental campaigns. These were 
carried out on soft composites, imaged in synchrotron X‑ray beamlines while oscillating up to 400 Hz, 
thanks to a custom‑developed vibromechanical device. This approach yields homogeneous angular 
sampling of projections and gives reliable predictions of image quality degradation due to motion 
blur. By overcoming several technical and scientific barriers limiting the feasibility and reproducibility 
of such investigations, we provide guidelines to enhance gated‑CT 4D imaging for the analysis of 
heterogeneous, high‑frequency oscillating materials.

Keywords Fast-oscillating multiscale structures, Synchrotron X-ray microtomography, Retrospective gating, 
Tomographic simulation, Vibration testing, Motion blur limitation

Vibratory motions are ubiquitous in biological processes as well as in mechanical engineering. From low-
frequency respiratory or cardiac muscular  patterns1–3 to high-frequency sound-induced4,5 or flow-induced6,7 
vibrations, they cover a broad spectrum of both spatial and temporal scales. Their quasi-periodicity offers the 
possibility to develop dedicated imaging techniques to study their evolution, which could hardly be imaged oth-
erwise. Thus, stroboscopic methods have been designed to recover an averaged representation of the motion 
from multiple oscillation periods. In particular, videostroboscopy is one of these pioneering techniques, first 
developed in the 1950s to image human vocal folds during  phonation8–11 – these structures can vibrate between 
50 Hz up to 1500 Hz, with average values of 125 Hz and 210 Hz for men and women’s speech,  respectively6,12. 
Videostroboscopy is now daily used in clinical voice  assessment13,14. However, this practice only gives access 
to 2D views of the external surfaces of the vibrating systems (2D + time). In any case, their internal structure 
and its evolution remains inaccessible to  measurement15. To address this limitation, a few previous studies 
have combined videostroboscopy with X-ray radiographic  imaging16–18. Oscillating internal motions have thus 
become observable, albeit with a visualisation restricted to defined projection direction, and it is disturbed by 
the superimposed structures.

In order to access the full 3D motion, studies took advantage of the stroboscopic imaging in X-ray Computed 
Tomography (CT). Indeed, even the current highest acquisition speed in conventional CT—i.e., 1000 tomogra-
phies per second (tps) in  synchrotron19 with a limited field of view (528×120 px) and an extreme sample rotation 
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speed (500 Hz)—is not suitable for continuous imaging of movements faster than the time needed to acquire a 
sufficient collection of angular  projections20–26. Moreover, the X-ray dose and such extreme acceleration of the 
sample can distort the movement studied.

The first attempts at stroboscopic X-ray imaging were implemented for medical applications, to measure 
lung and heart function by analysing low-frequency 3D tissue  motion1,2,27–29. Such oscillations are not regular 
over time, so naive stroboscopic methods were not directly applicable. Instead, two adaptive approaches were 
designed, based on either  prospective1,2,30–33 or retrospective  gating4,5,21,28,34–38. Both methods require the addi-
tional acquisition of a so-called gating signal, which is a temporal representation of the oscillating movement. 
For prospective gating, the signal is monitored in real time to trigger the projection acquisition at pre-defined 
 events1,30 (such as the maximum amplitude of an electrocardiogram). For retrospecting gating, projections are 
acquired at constant rate, and sorted a posteriori according to the on-going motion phase at the time of their 
exposure, which is given by the analysis of the gating  signal28,37. Numerous variants of gating-based X-ray 
tomography (or gated-CT) have been experimented since the first studies in the early 2000s. Basically, they fol-
low the same progress as conventional X-ray tomography, proposing different scan and rotation  schemes32,39,40 
(e.g., helical, cine, step-by-step, half-tomography, etc.), phase retrieval  methods38,41,42 (e.g., propagation-based, 
grating interferometry, etc.), and benefiting from the same advances of X-ray sources and imaging instrumenta-
tion in terms of spatiotemporal  performances33,43,44. Besides, the image analysis methods commonly used for 
X-ray tomography  data45 also remain applicable to such imaging technique. Recent studies demonstrated that 
the conjugated use of high brilliance synchrotron facilities and judicious gating strategies allow the spatial and 
temporal resolutions to be improved at least by one order of magnitude  each38,40,46. Thus, high frequency oscil-
lations were imaged in 3D, such as the motion of blowfly steering muscles during its 150 Hz  wingbeats21,38 at a 
voxel size of 3.3 µm , or the sound-induced vibrations of fish inner  ear4 up to 450 Hz and a voxel size of 2.75 µm . 
Other works also successfully applied pure stroboscopic CT on fully controlled periodic oscillations, such as for 
cyclic compression-tension  tests42,47,48, or fluid mechanics  experiments49.

Although these studies gave interesting results, acquisition parameters specific to gated-CT are often deter-
mined  empirically21,38, which causes difficulty to transfer them to any multiscale oscillator. Prior methods have 
been  suggested50, but they were limited to low-frequency movements (i.e., below 10 Hz), and more importantly, 
they did not propose any guidelines to mitigate motion and streaking artefacts on reconstructed data, caused by 
the inherent motion and the irregular sampling of the projection  space32,36,51–53. Hence, the current challenge in 
optimising gated-CT in the case of fast-oscillating structures is to understand the link between the numerous 
acquisition parameters involved, and the induced artefacts that can arise on the data.

To address this issue, we have developed an optimisation procedure based on the dialogue between a numeri-
cal approach and experimental campaigns carried out with oscillating composite materials in synchrotron X-ray 
tomographs.

On the one hand, the numerical study relies on tomographic simulations at the scale of the composite rein-
forcement of known and ideal 3D geometries, such as sphere or fibre. The objective is to reproduce and quantify 
motion artefacts due to the imaging process. Besides, a method to ensure a quasi-equi-angular sampling of the 
projection space is also proposed.

On the other hand, gated-CT of soft composite samples subjected to rigid body oscillation were conducted 
thanks to a custom-developed vibromechanical test rig with a continuous rotation and retrospective gating strat-
egy. Finally, by comparing real and virtual 4D data using image quality indices, the relevance of the methodology 
was evaluated at various time and spatial scales.

Guidelines towards the optimisation of imaging parameters
Problem statement
Let us consider a heterogeneous medium (e.g., a composite material made of spherical or fibrous inclusions 
embedded into a matrix) subjected to a sinusoidal rigid body translation, and the 3D motions and evolving 
microstructure of which are to be characterised. More precisely, we seek to obtain a discrete sequence of the 
oscillation cycle into a given number N of phases, as illustrated in Fig. 1a,b. For this purpose, retrospectively gated 
X-ray microtomography can be combined with a continuous-rotation scanning strategy. As previously described 
by Ford et al.37, the global experimental procedure of such technique relies on four major steps (Fig. 1b,c): (1) 
the continuous recording of a gating signal representative of the studied periodic motion; (2) the synchronised 
acquisition of 2D projections; (3) the gating-based sorting of the projections into N phases; (4) 3D image recon-
struction of all phases of the oscillation cycle. Process feasibility and 4D (3D + time) image quality will depend 
on a series of parameters related to X-ray scanning settings and sample geometry and kinematics. These aspects 
are detailed below and reported in Fig. 1a–c.

• X-ray scanning parameters: voxel edge length Lvx , also known as “pixel size”; synchrotron-beam mean energy 
for adequate contrast on 3D reconstructed datasets, E; projection sampling rate fs ; total number of projections 
to be recorded to reconstruct N volumes, ntot.

• Geometrical parameters: characteristic sample size L, defined as its maximum thickness along the X-ray beam 
path; average size of the heterogeneities within the sample, d0.

• Kinematical parameters: mean oscillation frequency f0 ; peak-to-peak oscillation amplitude A.

These parameters are independent, but their values indirectly drive the measurement spatial and temporal 
resolutions. Spatial resolution refers to the minimum distance required to separate two object  features54,55. In 
conventional tomography, it is partly related to Lvx . Temporal resolution refers to the timestep between consecu-
tive tomographic reconstructed 3D  images56. In the following, it also corresponds to the duration of one phase 
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tp = (Nf0)
−1 (Fig. 1b). Therefrom, what are the optimal values to assign to all the above parameters to satisfy a 

targeted temporal resolution?
In order to obtain the image quality needed to quantify microstructural features or local kinematic 

 measurements57,58, previous works have already provided recommendations for the choice of certain parameters 
such as pixel size and number of  projections56,59,60. Although these insights were applied in the case of (quasi-)
static experiments, we make the assumption that they are good candidates for gated-CT as well. Therefore, as the 
image quality depends partly on the number of projections used to reconstruct the 3D dataset based on filtered 
backprojection approaches, the number of equally spaced projections over a full rotation is chosen based on the 
commonly accepted  rule59: n = πL/(2Lvx) . Naturally, it then comes ntot = Nn . Furthermore, in order to be able 
to carry out a correct quantification of microstructural parameters, it was demonstrated that heterogeneities 
have to be sufficiently resolved, i.e., with minimal ratio d0/Lvx around  556,60.

In the following, to reduce the number of variables to be optimised, we suggest to fix geometrical parameters, 
oscillation frequency f0 , beam energy E, voxel size Lvx and temporal resolution tp (N, n and ntot being thus directly 
deduced from the above equations). Thereby, we focus on quantifying the effect of oscillation amplitude A and 
projection sampling rate fs on the feasibility of the experiment, as well as on the quality of the obtained 4D data. 
The objective is to propose the user an optimal choice of these parameters, further noted A∗ and f ∗s  , as detailed 
in the next sections.

Vibratory amplitude and motion artefacts
Motion blur descriptors
Depending on the kinematical and X-ray scanning parameters, several motion artefacts may alter the recon-
structed 3D dataset, yielding to blurred images with undesired information  loss51. Artifacts become more pro-
nounced as sample speed increases. More specifically, knowing the maximal displacement velocity achieved by 
the sample during its periodic movement vmax , two different types of motion blur can be defined, as illustrated 
in Fig. 1d: 

 (i) a motion blur directly induced during 2D projections recording, resulting from the relative displace-
ment between the sample and the image sensor during the beam exposure time per projection, te . In the 
following, this motion blur is noted β1 . Its maximal magnitude is fairly estimated by the displacement 
of an object that would move linearly at speed vmax during te : β1 = A π f0 te.

 (ii) a motion blur induced during the reconstruction of the 3D data, resulting from the retrospective gating 
technique and the temporal resolution tp used to reconstruct the cycle. Namely, the gathered projections 
are not taken at the exact same location of an oscillation period (Fig. 1b,c). In the following, this motion 
blur is noted β2 . It is estimated by the displacement of an object that would move linearly at speed vmax 
during tp : β2 = A π/N.

Limitation of the motion blur
By definition, both blur descriptors β1 and β2 are linked with A, f0 , N and te (Fig. 1d)— f0 and N being fixed at this 
stage. The exposure time te is adjusted prior a gated-CT by performing a series of conventional CT on the sample 

Figure 1.  (a) Illustration of N = 4 phases of a cubic sample subjected to a rigid body oscillation. (b) 
Representation of a typical oscillation period splitted into N = 4 temporal phases. (c) Illustration of the phase-
based projection sorting procedure for retrospectively gated-CT. (d) Definition of β1 , β2 and vmax on a detailed 
view inside an oscillation period. The times te and tp are arbitrary. The red arrow represents the maximum slope 
during sinusoidal motion, and the blue point a projection acquisition shot-instant.
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at rest, under similar scan conditions (i.e., with n projections, a beam energy E, a pixel size Lvx ). The shortest 
value of te resulting in an image quality that allows an accurate quantification is then retained. Once te is fixed, 
the motion blur descriptors β1 and β2 only depend on the peak-to-peak amplitude of the prescribed sinusoidal 
motion, A. In the following, we will estimate the critical values β∗

1 and β∗
2 of these descriptors that must not be 

exceeded to enable a given quantitative analysis of the images. This will be achieved with the help of a numerical 
work, by simulating the blurring artefacts at the scale of particles with known and ideal 3D geometry (sphere or 
fibre) for different couples ( β1 , β2 ), and by quantifying the final image quality compared to a static reference con-
figuration. Finally, this approach will lead to the proposal of an acceptable oscillation amplitude A∗ for the user.

Optimisation of the angular sampling of projections
In order to prevent reconstruction artefacts such as streaks and missing  boundaries32,36,52,61–63, two main aspects 
should be considered: (i) the total number of projections, ntot should be equally distributed between the N phases; 
(ii) within each phase, the angular sampling of the projections should be regular. Both conditions are directly 
influenced by the projection sampling rate fs . It is therefore necessary to understand how to select this param-
eter while restraining the above artefacts. In the first instance, one could choose fs as high as possible. However, 
depending on f0 , projections for all the phases may not be acquired (see case II, Fig. 2). Therefore, the proposed 
optimisation relies on the requirement to periodically acquire at least one projection in each of the N phases. 
With this aim, we first introduce i ≥ N (te + tl) f0 , where i ∈ N �=0 , is the number of oscillation periods of the 
sample needed to acquire at least one projection in each of the N phases and where tl is the minimum latency time 
between two consecutive exposures (typically equal to the detector readout time). In practice, we choose i as the 
smallest integer possible such as i = ⌈N(te + tl)f0⌉ to minimise the acquisition duration, except if this leads to a 
projection sampling rate that requires an unattainable speed of the rotation stage ω – which is directly derived 

Figure 2.  (a) Scheme of the different cases for the optimisation of the projection sampling rate, fs . N = 4 . 
(b) Polar histograms of typical angular distribution of the projections of a phase after the sorting process, 
for illustration purposes. The angle represents the angular position of the projections and the radial axis the 
number of projections per bin (n = 360 projections, bin width = 2◦ ). The ideal sampling is generally obtained in 
conventional CT. Angular clustering and missing views distribution produce strong image artefacts.
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from fs and ntot . As possible examples, Fig. 2a displays various acquisition cases, yielding to distinct values of i in 
the case where N = 4 . Then, to meet the above requirements, the optimal f ∗s  must fulfil the following condition:

where k includes an anti-aliasing correction as a function of the selected value of i.
Cases I and II shown in Fig. 2a describe the examples where i = 1 and i = 2 , respectively. Therefore, case I 

shows an appropriate sampling of all the N phases within one oscillation period, whereas case II depicts a wrong 
sampling which will result in unusable data, characterised by irregular angular distribution of projections possibly 
combined with angular projection clustering, as illustrated in Fig. 2b. Cases III and IV both show alternatives to 
remedy this problem, and together with case I, they should produce a relatively regular sampling of projections 
(“realistic sampling”, Fig. 2b), close to the one obtained in conventional tomography (“ideal sampling”).

The best choice between cases I, III and IV will then depend on the experimental constraints of each study. For 
example, ideal case I requires compatible detector performances, whereas case III implies a shorter acquisition 
duration so a lower radiation dose compared to case IV, which, in turn, could give better projection distribution 
between the phases. Thus, in the following, when case I was not applicable, we chose case III in order to prevent 
the effect of the dose on specimen, although for many experiments the dose involved is not prohibitive.

Finally, note that in practice, once f ∗s  is found, the latency time between two consecutive exposures t∗l  , is such 
that t∗l = (1/f ∗s )− te . This latency time can then be taken into account when triggering the detector.

Methods
The general concept and optimisation strategy of imaging parameters presented in the previous section were 
assessed through a dialogue between numerical simulation and experimental data. On the one hand, the numeri-
cal simulation focused on blurring artefacts at the scale of ideal spherical or fibrous inclusions used in composites. 
On the other hand, a series of gated-CT experiments were carried out on soft silicone composites filled with 
spherical or fibrous particles, using a priori optimal scanning parameters, as detailed below.

Tomography simulation with motion artefacts
The tomography simulation was coded in Python, following a procedure illustrated in Fig. 3 for the case of 
spherical reinforcements. For this purpose, two 3D ideal phantoms mimicking the shape (sphere or fibre) and 
average size of real samples’ heterogeneities were firstly designed. More specifically: 

 (i) a sphere with a dimensionless diameter d∗0 = d0/Lvx was generated thanks to the module Kalisphera 
from the spam  software57,64. In particular, a sphere with d∗0 = 4 was designed centered in a field of view 
(FOV) of 11×11×31 vx (black background).

 (ii) a fibre-shaped phantom with a dimensionless diameter of d∗0 and a dimensionless length of l∗0 = 25d∗0 
was designed and oriented perpendicularly to the rotation axis (z axis). In particular, a fibre with d∗0 = 2 
and l∗0 = 50 was designed centered in a FOV of 61×61×31 vx (see Supplementary Fig. S1).

Note that for both cases, a specific caution was paid on the particle-matrix interface, to simulate the partial-
volume  effect64 which arises in volumetric images when more than one material occurs in a voxel, and which is 
more pronounced when the heterogeneity size d0 is close to Lvx , i.e., when d∗0 ≈ 1.

Then, for each case, a blurred 3D phantom with given motion artefacts ( β1 , β2 ) was designed, as illustrated 
in Fig. 3 for the case of a sphere. To do so:

(1)∃ {k ∈ N | k ≥ N } , such as f ∗s =
k

i
f0 with

{

k = N if i = 1
k mod i �= 0 if i > 1

Figure 3.  Procedure used for tomography simulation on a spherical phantom for a given couple of motion blur 
descriptors. The effect of β1 is visible when generating the projections whereas the one of β2 is only observable 
after the reconstruction.
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• At first, an initially ideal and smooth 3D particle was designed at a given position Xi(0,0,zi ), whose height zi 
was randomly chosen within a β2-interval. From this ideal particle, 10× β1 sub-phantoms were replicated 
and evenly distributed along the z-axis, over a β1-interval centered on zi (see Fig. 3a). Therefrom, a first 
blurred 3D phantom was generated by averaging all the sub-phantoms to simulate a given motion blur β1 , 
as illustrated in Fig. 3b.

• Then, the Astra-Toolbox65–67 package was used to generate a single projection of this preliminary blurred 
phantom, considering a parallel beam (see Fig. 3c). This projection was chosen at an angular position θi , 
i ∈ [1..360◦] . Note that, in order to focus only on the effect of the motion blur on image quality and to avoid 
other artefacts, we chose to oversample the projection domain (360 projections) and to not restrain artificial 
numeric noise.

• Finally, steps (a) to (c) were repeated for all zi in the β2-interval and θi , yielding to a series of 360 projections 
in total. Thus, a 3D volume simulating both target blur descriptors β1 and β2 could be reconstructed, using 
a filtered backprojection algorithm with the same package (see Fig. 3d).

The motion blurs β1 and β2 were both varied between 0 and 10 px with a 0.5 px step, resulting in a total of 441 
simulated tomographies for each phantom.

Experimental developments
Sample preparation
We fabricated composite samples made of a soft deformable silicone matrix (a two component addition-cure 
rubber compound  EcoflexTM 00-30, Smooth-On; relative density 1.07) reinforced with either solid glass beads 
( Silibeads� SOLID, Sigmund Lindner, density ≈ 2.5 with a mean diameter d0 ≈ 40 µm ; Fig. 4d), or chopped 
fibreglass ( Conrad� , ref. 2101101, with mean dimensions d∗0 = 20 µm and l∗0 ≈ 10 d∗0 ). In any case, the volume 
fraction of particles was prescribed at ≈ 5%. Samples were prepared as follows. Firstly, the two compounds of 
the liquid silicone were mixed with a 1A:1B mixing ratio by weight. Then, particles were added and mixed at 
the defined volume fraction. The resulting mixture was poured in a Petri dish to obtain a 2 mm-thick bulk, and 
immediately degassed in a vacuum environment for 5 min at 8× 103 Pa to eliminate air bubbles. Afterwards, it 
was left for curing at room temperature (T ≈ 21◦C ) during 24 h, covered to prevent external pollution, and laid 

Figure 4.  (a) Schematic view of the vibratory setup and its simplified wiring diagram during in situ testing on 
the PSICHE beamline. (b) Picture of the setup on the motorised rotation stage. To deal with space requirement 
the setup was inserted inside the hollow stage. (c) 3D rendering of the imaged sample. (d) Optical microscopy 
image of a representative distribution of the glass beads filling the sample.
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on a flat surface to obtain a uniform thickness. Right before the X-ray experiment, the specimens were cut from 
the bulk using a scalpel to obtain cuboid samples of edge size L = 2 mm, as shown in Fig. 4c.

Vibratory setup
A custom vibro-mechanical setup was designed to subject samples to sinusoidal rigid body translation by control-
ling oscillation frequency f0 and amplitude A (Fig. 4). The excitation was performed by a small electromechanical 
shaker (Fig. 4a-i) with embedded amplifier  (SmartshakerTM K2007E01, The Modal Shop), able to oscillate in a 
wide range of frequency (1–1500 Hz). The apparatus was clamped in the test bench with two layers of rubber 
damping mats in between (Fig. 4a-ii) to prevent the spreading of vibrations in the whole setup. At the output 
of the shaker, two linear plain bearings ( drylin� Q, Igus) coupled with a square profile were added to ensure a 
translation of the exciter tip along z (Fig. 4a-iii). For each oscillation frequency of interest ( f0 varied from 1 to 
400 Hz), the amplitude response of the setup was calibrated as a function of the input sinusoidal voltage (vari-
ations within ± 1 V) with a laser doppler vibrometer ( VibroFlex� Xtra VFX-I-120, Polytec). The oscillatory 
amplitude could be tuned between a few µm up to 13 mm at lowest frequencies. The control of the applied sine 
wave was made through a LabView program, and a National Instruments device (NI myDAQ). An acquisition 
device (NI 9215) was used to acquire the control signal at 100 kHz and the Transistor-Transistor Logic (TTL) 
signal that came from the microtomograph’s detector which provides the time of projections for synchronisation 
purpose (see Fig. 4a).

Mechanical tests
As a first step, in order to assess the degradation of image quality due to motion artefacts, tests were carried 
out on a single composite reinforced with spherical glass beads, vibrating at a fixed frequency f0 = 100 Hz, but 
with different amplitudes A∗ as derived from the theoretical guidelines detailed above. More specifically, three 
experimental cases (C1, C2, C3) were considered sequentially, while progressively increasing the critical pairs 
( β∗

1 , β∗
2 ) from about (2.5 px, 1 px) up to (8.5 px, 3.5 px), and thus, the prescribed amplitude A∗ from 11 to 34 px 

(i.e. 105 to 326 µm for a pixel size Lvx ≈ 9.58 µm - see details below on the imaging setup). The experimental 
parameters for each case are resumed in Table 1.

In a second step, in order to assess the relevance of the measurement strategy more widely, other vibration 
tests were extended to another particle shape (fibre) and to a higher oscillation frequency f0 = 400 Hz.

Acquisition procedure and synchrotron X-ray instrumentation
Samples were imaged at the PSICHE beamline of the SOLEIL  synchrotron68 (Saint-Aubin, France). The optical 
setups were chosen to image each composite sample both at rest (scans named as static reference in the following) 
and while vibrating with a target number of N = 30 phases to be captured.

Beamline configuration—High-energy photons (15–100 keV) were produced from a in-vacuum wiggler (fixed 
gap 4.5 mm) and filtered using an X-ray mirror (Ir surface, 1.9 mrad angle)69, combined with a set of filters 
to adjust the energy spectrum for pink beam illumination. The imaging configuration leads to a pixel size of 
Lvx = 9.58 µm , with a FOV = 400×400×320 vx. The exposure time per projection te , was set to 0.2 or 0.8 ms 
depending on the case under study. The mean photon energy was set to E = 30.3 keV (wavelength = 0.409 Å) 
with a flux of 2.30× 1012 photon mm−2s−1 (obtained with 3.5 mm Al and 0.735 mm Sn filters) for te ≈ 0.2 ms, 
and a flux of 0.96× 1012 photon mm−2s−1 (with 3.5 mm Al and 0.608 mm Sn filters) for te ≈ 0.8 ms. To convert 
the transmitted X-rays into visible light, a 250 µm-thick Ce-doped LuAG scintillator was placed behind the 
sample at a propagation distance of 700 mm which resulted in an optimal combination of absorption and phase 
contrast. Radiographic projections were acquired with a pco.Dimax CMOS HS4 (pixel size = 11×11 µm2 ) detec-
tor mounted on a tandem optic composed of two Hasselblad HC 2.2 / 100 mm lenses.

Gated-CT acquisition procedure—The acquisition procedure consisted of a continuous 360◦-rotation of the 
sample stage along the z-axis (Fig. 4a), while acquiring ntot = 10,000 projections. In practice, the rotation veloc-
ity ω was about 37◦s−1 , which corresponds to 10 s for the acquisition of a complete gated-CT with N = 30 (i.e., 
≈ 330 ms to scan a single 3D volume). The optimised projection sampling rate f ∗s  was calculated at 1,033 Hz 
(Table 1), based on Eq. 1 and selecting case III in Fig. 2. Besides, although a 180◦-rotation is a priori sufficient to 
capture a stable oscillation, a multi-rotation approach was chosen here as scanning strategy (i.e., two successive 
half-turns), to reduce the risk of too many missing views in the event of periodic oscillation being interrupted 
during the experiment, which would compromise the feasibility of 3D image  reconstruction21. As shown by 

Table 1.  Experimental parameters used for the three case studies Ci, i ∈ [1..3]. All values marked with “*” 
were derived from the optimisation procedure. Note that the values reported here for β∗

1 , β∗
2 and A∗ were 

chosen a priori from these guidelines, albeit re-evaluated a posteriori on the recorded images, and rounded to 
the nearest half-pixel. In all cases Ci, β∗

1 /β
∗
2≈ 2.5.

Geometry Kinematics X-ray settings

L d0 f0 A∗ β∗

1
β∗

2
Lvx f ∗s te ntot

(µm) (µm) (Hz) (px) (px) (px) (µm) (Hz) (s)

C1
C2
C3

2000 ≈ 40 100
≈ 11
≈ 24
≈ 34

≈ 2.5
≈ 6
≈ 8.5

≈ 1
≈ 2.5
≈ 3.5

9.58 1033 0.8× 10−3 10,000
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Walker et al.38, this multi-rotation strategy is especially relevant to capture transient phenomena. In our study, 
unexpected transient events can result from instrumentation failure, material damage or thermal expansion 
due to the X-ray dose. Finally, this full-turn acquisition was a trade-off between the aforementioned aspect, 
the technical limit of the rotation stage, the avoidance of inertial effects due to the rotation  velocity19,21, and the 
limitation of rotational motion during X-ray exposures.

Data post‑processing
Retrospective gating and projections sorting
After scanning, all projections were sorted according to the current oscillation phase at the time of their exposure, 
so as to redistribute them into N = 30 phases of one periodic cycle (Fig. 1b). This step relies on the measure-
ment of the duration of successive cycles of a gating signal representative of the motion temporal evolution. In 
practice, we used the control sinusoidal voltage of the electromechanical shaker as gating signal, and cycles were 
arbitrarily defined between consecutive valleys of the gating sine wave. Of course, a constant phase shift may 
exist between the gating signal and the actual motion, albeit without any consequences for the following steps. 
The phase-based sorting algorithm we employed is illustrated in Fig. 1c.

Tomographic reconstruction
The reconstruction of each 3D volume relative to one temporal phase was performed with the PyHST  software70 
using a filtered backprojection algorithm coupled with Paganin’s method for phase  retrieval41 with a kernel length 
of 7 px. The center of rotation (COR) of the N datasets was defined manually, using the one given by an automatic 
COR detection algorithm performed on the corresponding static reference 3D image.

Quality of the 3D images
Rigid volume registration—In order to perform a reliable pairwise comparison of the quality of the images 
obtained by scanning the same sample at rest and in vibration, a one-to-one correspondence was established 
between the coordinates of the N images of a reconstructed gated-CT and those of its corresponding static refer-
ence. The registration of the images to be compared was achieved using the spam  software57, which includes a 
global volume registration function. The registration algorithm minimises the error between the reference volume 
and the one deformed by � , a linear deformation function. The function � is an extension of the transforma-
tion gradient tensor, taking into account also the translation vector (tx , ty , tz) , which together with the rotation 
describes the rigid-body motion of the sample. The registration for the first phase was unsupervised, whereas the 
computed function � was given recursively as a guess for the following phases. The convergence of the registra-
tion algorithm was validated according to the  criterion57 |δ�| ≤ 10−3 . The same image processing was also used 
to measure the 3D displacement (i.e., translations and rotations) of the sample over the 30 phases of the oscil-
lation. In this case, the first phase was consistently considered to be at the initial position: (tx , ty , tz) = (0, 0, 0).

Quality indices of the CT-scans – Two metrics were investigated to assess the image quality, i.e., one based on 
greyscale images, and the other on thresholded images. They were chosen as representative of typical quantitative 
image analyses carried out on CT  data45.

• Pearson Correlation Coefficient (PCC): the  PCC71 is a global measurement of the linear correlation between 
two greyscale images. It is defined as the covariance of the two images X and Y, divided by the product of 
their standard deviations ( σX , σY ): PCC = σXY/(σXσY ) . It is based on the same concept as the error of digital 
volume correlation (DVC), but computed on the whole images. Besides, this index has the benefit of being 
insensitive to uniform variations in brightness or contrast that could be caused by the low variability of the 
number of projection n in each phase. PCC values range from -1 to 1. An absolute value of 1 means that the 
grey level intensities of the two 3D images are perfectly linearly related, and the sign is determined by the 
regression slope. On the contrary, a value of 0 means that there is no linear dependency between the images. 
For the specific case of simulated tomographic data, the masked ROI was defined as a centered 6 px diameter 
cylinder oriented along the translation axis for the 4 px diameter sphere, and a centered 53× 5× 31 box for 
the fibre.

• Segmentation Error on the Volume of Particles (SEVP): we define the SEVP based on the thresholded 
images, as the error made on the estimation of the particles volume between blurred image, Vblur , and its 
associated static reference, Vref  , so that SEVP = |Vblur − Vref |/Vref  . Both volumes were calculated using an 
Otsu  threshold72. This metric is sensitive to d0/Lvx , as small d0 will lead to higher  SEVP73.

Results and discussion
Guidelines provided by the simulation
Identification of critical values for motion blur descriptors
The simulated 3D images of a single ideal sphere ( d∗0 = 4 ) when subjected to a series of motion blurs ( β1 , β2 ) are 
illustrated in Fig. 5a. The reconstructed slices obviously show a loss of image quality when increasing the motion 
blur descriptors, compared to the case predicted under static conditions, i.e., with β1 = β2 = 0 . To better quantify 
this, Fig. 5b shows the evolution of PCC and SEVP with ( β1 , β2 ). Several trends are highlighted:

• Whatever the index, for βi ≤ 3 px, the two maps reported in Fig. 5b exhibit a near-plateau area where the 
increase of ( β1 , β2 ) seems to have a limited effect on the quality degradation (see the lightest yellow area in the 
PCC map, and the darkest blue area in the SEVP one). For larger values of βi , the PCC (resp. SEVP) sharply 
decreases (resp. increases). The decrease in PCC is related to a loss of global spatial correlation due to the 



9

Vol.:(0123456789)

Scientific Reports |        (2024) 14:20499  | https://doi.org/10.1038/s41598-024-68684-1

www.nature.com/scientificreports/

expansion of the blur-affected background regions, while the growth of SEVP is the result of a systematic 
overestimation of the particle volume as the motion artefacts change it from an ideal sphere to an oblong 
ellipse. Note that by definition, β2 induces a random aspect to the spread of projections over a motion interval 
(see Figs. 1d, 3). This, combined with the 0.5 px sampling step of the ( β1 , β2 ) plane, could explain the observed 
fluctuations of the PCC and SEVP indices around their global trends.

• Besides, comparing the impact of one motion blur parameter versus the other on image degradation (i.e., β1 
vs. β2 ), proves that there is no straightforward clue that one blur descriptor should be restricted more than 
the other.

• In addition, the errors induced after segmentation (SEVP) are much higher than those reported by accounting 
for the whole information of the greyscale native image (PCC). Typically, for the most blurred reconstruction 
obtained with ( β1 , β2 ) = (10 px, 10 px), a decay of 40% is predicted for the PCC, whereas an error of about 
250% is reached for the SEVP. Such errors are exacerbated by the small value chosen for d0 and the choice of 
the threshold method such as Otsu’s  one72.

Similar results were obtained by simulating 3D images of a vibrating fibre-like phantom ( d∗0 = 2 , l∗0 = 50 ), 
albeit with even greater error levels ( ≈ 80% for the PCC, and 600% for the SEVP for ( β1 , β2 ) = (10 px, 10 px); 
Supplementary Fig. S1), as expected for particles of smallest  diameter73.

From this particle-scaled numerical database, critical values of motion blur descriptors not to be exceeded for 
an experimental design, denoted ( β∗

1 , β∗
2 ), can then be defined by thresholding the above image quality metrics 

(PCC and/or SEVP). More specifically, by setting these β∗
1 and β∗

2 values when preparing an experimental proto-
col, a certain level of quality indices should be expected for the acquired 4D dataset – and this, for all phases of the 

Figure 5.  (a) Vertical slices of 3D images of a sphere ( d∗0 = 4 ) obtained by tomography simulation, and 
artificially blurred to mimic various levels of motion artefacts β1 and β2 . The orange box denotes the static 
reconstructed sphere ( β1 = β2 = 0 ). Detailed view of the slices are given extreme couples ( β1 = β2 = 0 ), 
( β1 = 10 px,β2 = 0 ), ( β1 = 0, β2 = 10 px), ( β1 = β2 = 10 px). (b) (top) 3D surface plot of the PCC computed 
between each blurred simulation and the static one. (bottom) Idem for the SEVP with switched axis for better 
illustration.
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prescribed sinusoidal motion. For instance, Supplementary Fig. S1-c shows threshold values chosen (arbitrarily) 
so that the errors generated by motion artefacts do not exceed PCC ≈ 0.85 and SEVP ≈ 50% (red areas): this 
would lead to fix the critical descriptors around β∗

1 ≈ β∗
2 ≈ 5 px in the case of spherical particles ( β∗

1 ≈ β∗
2 ≈ 2 px 

in the case of fibrous particles; Supplementary Fig. S1-b). Knowing this, it is possible to determine a peak-to-peak 
oscillation amplitude A∗ that should not be exceeded during the experiment (Fig. 1d).

Determination of the optimised sampling rate
Following the aforementioned guidelines, the optimised projection sampling rate, f ∗s  , can also be determined 
for each specific configuration under study. Figure 6 displays all optimised values f ∗s  predicted in the plane 
( te + tl , N) when f0 =100 Hz (Eq. 1) – note that equivalent graphs for f0 = 50 Hz and f0 = 400 Hz are given in 
Supplementary Fig. S2. It is shown that the same frequency f ∗s  can be suitable for different triplets of parameters 
( te , tl , N). More particularly, the case ( te ≈ 0.8 ms, tl ≈ 0 ms, N = 30), which was further selected for experi-
ments C1, C2 and C3 (Table 1), yields to f ∗s ≈ 1,033 Hz, as pointed out in Fig. 6 (see black cross). Note that 
such a configuration requires at least i = 3 oscillation periods to acquire N = 30 consecutive projections, and 
corresponds to case III in Fig. 2.

Experimental validation
General experimental trends
Figure 7 shows typical 2D slices of the composite reinforced with spherical glass beads, scanned under reference 
static conditions (panel a), tracked over N = 30 phases of its 100 Hz-vibration after gated-CT reconstruction 
(panel b), along with the quantitative analyses of the recorded 4D dataset (graphs c–e). An animation of the 
reconstructed slices over time is also available in Supplementary Video “C2_Sphere_100Hz_MR.gif ”. Results 
are here illustrated for case C2 (Table 1), characterised by intermediate kinematics and motion blurs, i.e., with 
A∗ ≈ 24 px and ( β∗

1 , β∗
2) ≈ (6 px, 2.5 px). Similar results are shown in Supplementary Figs. S3 and S4 for cases C1 

(amplitude A∗ divided by half compared to C2) and C3 ( A∗ increased by a factor of ≈ 1.5), respectively. Whatever 
the case, we were able to acquire, reconstruct and process the 30 phases of the sample’s motion. Several general 
trends can be highlighted, as detailed below.

Angular sampling of projections—One of the main objectives of the optimisation procedure was to ensure a 
uniform angular distribution of projections for 3D dataset. The barplot of the actual number of projections per 
phase, reported in Fig. 7e, shows that this number varies little along the 30 phases, staying close to the initial 
target of n ≈ 330 . This first result evidences that a reasonable phase sampling was achieved. In addition, the 
polar histograms displayed in Fig. 7b provide an overview of the projection space. They confirm that the angular 
distribution of the projections for each phase remains almost uniform with minor  clustering74 as expected by 
the use of case III in Fig. 2. These results validate the proposed guideline.

Sample motion—The rigid translations in each direction estimated from the registration (see “Methods” 
section Quality of the 3D images) are plotted in Fig. 7c, relative to the phase number. Although a small shift 
of few micrometers can be noticed in the x and y axis direction due to the mechanical backlash of the system, 
most of the translation is measured along the z axis as a sine wave-like profile in agreement with the imposed 
excitation motion.

Image quality—The different CT-scans quality indices (PCC and SEVP) are presented in Fig. 7d for case 
C2, and in Supplementary Figs. S3-d and S4-d for cases (C1, C3). The detailed mean and extreme values of the 
indices are reported in Table 2 for each case.

Figure 6.  Optimised projection sampling rate f ∗s  according to the number of phases N and to the minimum 
time between consecutive exposures tl (typically close to te ). Represented values correspond to case I if 
applicable or to case III otherwise (Fig. 2a), for f0 = 100 Hz. White lines depict boundaries of iso-i regions, and 
the black cross highlights the value of f ∗s /f0 for the presented experimental cases Ci.
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Figure 7.  Example of typical optimised result for case study C2. (a) Vertical slice of the static reference. (b) 10 
out of 30 vertical slices of the vibrating sample, and corresponding polar histograms of the angular sampling 
of projections (bin width = 1◦ ). The supplementary Video “C2_Sphere_100Hz_MR.gif ” provides a dynamic 
version of the vertical slices. (c) Plots of the measured 3D translation using rigid registration. Black arrows 
denote maximum slopes of the sinusoidal motion. d. Image quality metrics between the static reference and each 
of the 30 registered phases. Grey boxes depict phases with minimal image quality. (e) Barplot of the number of 
projections per phase n.
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Whether for PCC or SEVP, the poorest image quality is obtained when the translation speed approaches vmax 
(see shaded areas), thus when A∗ , β∗

1 and β∗
2 are maximum, as shown by PCC (resp. SEVP) going from 0.84 to 

0.67 (resp. 0.41 to 0.91) in average when A∗ is tripled. Nakamura et al.51 measured similar trends with a larger 
spherical phantom ( d∗0 = 16 ), correlating volumetric error to the phantom maximum velocity.

For all case studies, Fig. 8 summarises the evolution of the two quality indices measured over the 30 phases 
of the sinusoidal translation, by means of box plots highlighting the statistical values detailed in Table 2. The 
degradation of the metrics along with the increase of blur descriptors is clearly observed, which are, by defini-
tion, relative to the phase with maximum motion speed (see crosses). Besides, the maximum values of PCC 
(respectively the minimum ones of SEVP), which correspond to oscillation phase with minimal motion speed, 
stay almost constant along the three case studies (i.e., max PCC ≈ 0.88). This observation suggests that the motion 
blur is presumably the main cause of image quality degradation. However, other sources could also enhance this 
gap: the registration uncertainties, the angular distribution of the projections which is not as perfect as for the 
static reference (Fig. 7b), and the inherent random electronic noise.

Comparison between experimental data and numerical predictions
Figure 8 also presents the comparison between experimental results and numerical predictions of the image 
quality indices PCC and SEVP, as derived from particle-scale simulations (Fig. 5). In both approaches, the size 
of spherical heterogeneities were deliberately kept in the same range ( d∗0 ≈ 4 ) to allow suitable comparison.

Experimental and numerical data follow interestingly the same qualitative trends over the 30 phases. From a 
quantitative point of view, despite a reasonable agreement overall, the simulations overestimate image quality for 
almost all the screened couples ( β∗

1 , β∗
2 ). The uncertainty factors mentioned in the previous section could explain 

such a discrepancy, notably the measurement noise linked to the acquisition and which has not been simulated.

Figure 8.  (Top) Vertical slices of registered volumes at maximum motion speed for each case studies. Orange 
outlines denote the boundaries of the ROI for PCC and SEVP computations. (Bottom) Boxplots of the result 
of image quality metrics between the static reference and each of the 30 registered phases for the three case 
studies, as a function of the blur descriptors. Crosses show the value for the specific phase that happened at the 
maximum speed, for which the blur descriptors are defined. The points denote the interpolated results of the 
tomography simulation for these specific couples β1 , β2.

Table 2.  Table of minimal, maximal, mean and standard deviation values of image quality metrics for each 
case studies.

C1 C2 C3

min max mean std min max mean std min max mean std

PCC 0.80 0.87 0.84 0.02 0.62 0.89 0.75 0.09 0.51 0.88 0.67 0.13

SEVP 0.21 0.63 0.41 0.12 0.20 1.12 0.68 0.29 0.14 1.43 0.91 0.38
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In addition, with regards to SEVP, image degradation increases more rapidly with blur according to numeri-
cal predictions than experimentally. The fact that the contrast ratio between particles and background is about 
three times higher in the phantom than in real gated-CT’s ROI may partly explain these differences. Choosing a 
lower contrast between particles and image background in the phantom would have led to a rapid combination 
of grey levels with the blur. In this case, the histogram-based segmentation would have been more ambiguous, 
and the derived volume of heterogeneities less overestimated.

In summary, despite all assumptions, for bead-reinforced composites with moderate vibrating amplitudes 
(up to ≈ 250 µm ) and frequencies (up to 100 Hz), the proposed modeling gives relevant guidelines to predict 
how much the motion blur affects the final image quality of most critical phases, and to select suitable acquisi-
tion parameters.

Performances of the optimisation guidelines
The performances of the optimisation guidelines detailed above and validated for a limited set of kinematical, 
geometrical and X-ray scanning parameters (cases Ci, i = {1, 2, 3} ) were further assessed for wider configura-
tions. In particular, a selection of three other cases pushing each set of parameters towards extreme values is 
illustrated in Supplementary Fig. S5 (see Supplementary Methods for technical details), showing the versatility 
of the measurement strategy and optimisation procedure:

• the case of a higher oscillation frequency ( f0 = 400 Hz), which required optimal values A∗ ≈ 9 px ( ≈ 86 µm 
with unchanged pixel size), β∗

1 ≈ 2 px, β∗
2 ≈ 1 px, f ∗s ≈ 4,133 Hz (see Supplementary Video “Sphere_400Hz_

MR.gif ”);
• the case of other heterogeneous media owning a structural anisotropy (fibrous particles), which required 

optimal values A∗ ≈ 30 px ( ≈ 287 µm with unchanged pixel size), β∗
1 ≈ 7.5 px, β∗

2 ≈ 3 px, f ∗s ≈1,033 Hz 
(see Supplementary Video “Fibre_100Hz_MR.gif ”);

• the case of higher magnification ( Lvx = 2.17 µm ) with optimal values A∗ ≈ 105 px ( ≈ 228 µm ), β∗
1 ≈ 5 px, 

β∗
2 ≈ 11 px, f ∗s ≈ 3,000 Hz (see Supplementary Video “Sphere_100Hz_HR.gif ”).

The methodology was successfully applied to all cases, enabling the efficient reconstruction of 4D images of 
fast vibrating structures with controlled and limited blur artefacts, i.e., an essential step for future multi-scale 
quantitative  analyses57. However, several limitations were observed for most extreme cases. To achieve the case 
at f0 = 400 Hz, the exposure time was first reduced by a factor of 4 ( te ≈ 0.2 ms) so as to maintain a blur motion 
β∗
1-level (and therefore, a vibratory amplitude A∗ ) nearly constant compared to previous cases Ci at f0 = 100 Hz 

(see Supplementary Fig. S2 in case f0 = 400 Hz). However, given the lower vibration amplitudes allowed by the 
electromechanical shaker at f0 = 400 Hz, we were forced to reduce A∗ even further in this case (by a few pixels), 
thus reaching the upper limit possible. Besides, this configuration brought us close to the capacity limits of the 
detector used in this study. In practice, if the method were to be extended to even higher oscillation frequencies, 
the use of a detector allowing shorter exposure times would be  recommended44,76. At highest magnification, the 
X-ray flux was increased almost by an order of magnitude, inducing obvious material damage after a few scans on 
the same composite. For such cases, the use of dose-attenuation equipment, such as synchronised rotating X-ray 
 shutter42,48, could be evaluated if the methodology leads to relatively long latency time t∗l  between projections. 
Future optical and detector systems that can better convert photons into signal will also be helpful in reducing 
the dose. Overall, these results obtained with relatively simple microstructured soft composites are transferable 
to materials with a more complex structure such as biological tissues.

Finally, Fig. 9 displays a range of reference studies conducted to image structures and systems likely to evolve 
periodically over time using microtomography, accounting for various X-ray sources (medical, laboratory or 
synchrotron) and scanning strategies (prospective gating, retrospective gating or no gating). Each study can 
be characterised by its spatiotemporal resolution, based on the prescribed pixel size of the acquisition, and the 
achieved temporal resolution (or equivalent scan rate). It is important to keep in mind that this map does not 
display the velocity of the captured motion, nor the sensitivity of the sample to the radiation dose, the degree 
of quantitativeness of the resulting 4D images or the achieved FOV. However, it gives meaningful insights for 
the current limits of gated-CT for periodic or quasi-periodic motions. In particular, the areas that are currently 
accessible using conventional equipment and/or conventional time-resolved X-ray tomography are highlighted. 
Hence, Fig. 9 shows that the present measurement strategy has made it possible to image a multiscale oscillator in 
a simple rigid body motion, but reaching the spatiotemporal limits currently acquired by gated-CT, with equiva-
lent scan rates from 3000 up to 12,000 tomographies per second. Our approach now offers a validated method for 
optimising the acquisition of 4D images of fast-oscillating structures scanned in this high-performance region in 
terms of spatiotemporal resolution (see red region in Fig. 9), and for predicting their quality using quantitative 
metrics. By providing a solid basis for imaging heterogeneous 3D structures oscillating at high frequency during 
simple, controlled translation, this work paves the way for a wide range of research aimed at characterising the 
3D deformations of more complex vibrators.

Conclusion
The general objective of this work was to improve the acquisition and reconstruction procedures of retrospec-
tively gated X-ray CT in order to image and study the 3D motion of structures oscillating at high frequencies. 
More specifically, our approach aimed to minimise streaking and blurring artefacts typically obtained when 
imaging a moving structure. To this end, numerical guidelines are provided for optimising the acquisition 
parameters, by predicting on the one hand the conditions for quasi-regular angular sampling of projections with 
minor clustering, and on the other hand the level of image quality degradation as a function of two main types 
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of motion blur. It is shown that these conditions highly depend on the triplet formed by the vibrating-structure 
mean frequency, the beam exposure time per projection, and the number of temporal phases to be reconstructed 
in order to obtain a discrete sequence of oscillation cycle. The guidelines were validated experimentally by a 
series of synchrotron experiments, which made it possible to image rigid-body motions of elastomers reinforced 
with microparticles while vibrating at 100 Hz up to 400 Hz, achieving an equivalent rate of 3000 up to 12,000 
tomographies per second with controlled and limited blurring artefacts.

This work opens the way to a number of methodological perspectives and research applications. Image 
quality can be improved by coupling the technique to reconstruction algorithms using deep learning assisted 
 methods77–79. The proposed methodology can be extended to lab microtomography with cone beam X-ray 
sources, although the achievable spatiotemporal resolution decreases by several orders of magnitude in this case 
(due to a typical projection sampling rate of the order of a few tens of Hz at most, depending on the configura-
tion)33,40. These developments can be combined with kinematic field measurements to further characterize the 
3D deformation of microstructured  oscillators48,57.

Data availability
The datasets generated and/or analysed during the current study are available from the corresponding author 
upon request.
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