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LOGO

Output-feedback consensus-formation control of
nonholonomic vehicles with input constraints
and time-varying delays

Angel I. Paredes

Abstract—We provide a solution to the consensus-
based formation control problem of multi-agent nonholo-
nomic vehicles, under the assumption that the magnitudes
of control inputs must satisfy certain pre-imposed bounds,
to avoid saturation of the actuators. Also, we assume
that the communications are affected by time-varying time-
delays and the vehicles lack velocity measurements. The
desired control objective is that all the vehicles converge
to a given desired formation and that they reach consensus
on the localization of the center of such formation and on
their orientations. The control architecture exploits several
features. From a control viewpoint, the systems’ dynamics
are split into their angular- and linear-motion parts, so
each of these is driven by a separate distributed dynamic
output-feedback controller, passively interconnected to the
plant via a virtual spring. From a network-topology view-
point the overall networked system contains two layers of
interconnections with undirected graphs. Finally, from an
analytical viewpoint, each vehicle-controller closed-loop-
system may be regarded as a cascade with a J-persistently
exciting interconnection, which ensures the achievement of
the control goal, in spite of the nonholonomic constraints.

[. INTRODUCTION

The achievement of consensus for networked systems de-
pends on the network’s topology, the systems’ dynamics, and
the strength and nature of the interconnections [1], so our
ability to analyze and control networked systems inextricably
relies on more or less conservative assumptions related to
one or another of these aspects. For instance, from a graph-
theory point of view, the analysis of networks with directed
graphs or time-varying topologies are particularly challenging
[2], [3], so they may be considered on the assumption that
the systems’ dynamics is described by simple integrators [4],
[5]. On the other hand, in many engineering applications
networked systems are interconnected over channels with
sufficient bandwidth to support bidirectional interconnections,
but the use of technology may entail other complications. For
instance, the communications may be intermittent [5], prone
to loss of connectivity [6], or affected by delays [7].

A. |I. Paredes and E. Nufo are with the Department of
Computer Sciences, University Center for Exact Sciences and
Engineering, University of Guadalajara, 44430 Guadalajara,
JAL, Mexico. E-mail: angel.paredes@alumnos.udg.mx  and
emmanuel.nuno@academicos.udg.mx A. Loria is with L2S,
CNRS, 91192 Gif-sur-Yvette, France. E-mail: antonio.loria@cnrs.fr.
Corresponding author: E. Nufo.

Emmanuel Nuno

A. Loria

Yet, many control approaches that apply to networks with
complex interconnections, but that are tailored for linear
systems or simple integrators, do not extend to the case
of muti-agent nonlinear systems, let alone of robots with
nonholonomic constraints, as we study here. In their most
general form, the dynamic models of nonholonomic systems
are of order two: one equation models the vehicle’s kinematics
and another its velocity dynamics. The first one essentially
captures the nonholonomic constraints which, as is well-
known, prevent the use of static smooth controllers both in
stabilization and tracking control tasks [8]. The second one
is of the Euler-Lagrange type [9], [10], [11]. However, in
a large number of works on control of multi-agent vehicles
the dynamics equation is neglected—see e.g., [12], in which
the otherwise difficult problem of consensus over a directed
ring is considered. In this paper, we adopt a full dynamic
model, including the Lagrangian dynamics, but we consider
differential-drive robots, whose inertia matrix is constant [13].

For such systems the problem of all systems’ states acquir-
ing a consensual value generally translates into making all the
vehicles converge to positions defining a formation around a
non-predefined rendezvous point [14] and, in some cases, also
adopting a common orientation [15]. The former is referred to
as partial consensus- and the latter as full consensus-formation.
On the other hand, if, as in classical consensus problems,
the rendezvous consensus posture depends on the systems’
initial conditions, the systems’ dynamics, and the network’s
topology, but is not pre-imposed as a reference, the type of
consensus is commonly referred to as leaderless—see e.g.,
[12]. In the case that the robots follow a predefined trajectory,
described by a (or several leaders) the problem is referred to
as leader-follower formation [16], [17], [18]. Both problems
are fundamentally different, but equally significant as together
they may form part of a more complex-maneuver mission [19].

Now, beyond the aspects that concern the network’s
interconnections and the systems’ models, other aspects of
practical nature must also be considered. These pertain to
the fact that control engineering solutions to technological
problems rely, by definition, on sensors that collect measures
to provide feedback, as well as on actuators, which are
physical systems too. This assertion is not a common place,
but the recognition that some sensors are often faulty (e.g.,
tachometers, which are often contaminated by noise), while
actuators have limitations.



Therefore, it is also important to design controllers that, on
one hand, rely only on position and orientation measurements
[20], [21] and, on the other, that respect torque limitations
imposed by the physics of the actuators [22], [23]. The
latter, in particular, is an aspect that is disregarded when
using kinematics-only-based dynamical models. To protect the
actuators, saturation of the latter must be always avoided, but
the extension of well-established controllers to comply with
input constraints is very intricate [24], [25]. In general, simply
introducing saturation functions in the control law, or replacing
u with sat(u) for that matter, is most commonly insufficient
to achieve the control goal.

Thus, even though the consensus of nonholonomic mobile
robots has been intensively studied via output-feedback control
[20], [21], considering input saturation [22], [23], or in the
presence of communication delays [9], [10], [23], to the best of
our knowledge the problem has not been addressed considering
all three aspects simultaneously. This is the case, e.g., in [26],
but not for nonholonomic vehicles. On the other hand, in [27]
and [28] different output-feedback consensus-formation con-
trollers are proposed for nonholonomic vehicles with delayed
communications, but in the unrealistic case that the actuators
do not saturate. Finally, consensus controllers satisfying pre-
imposed bounds on the control inputs are proposed in [29],
but these rely on full-state feedback and on the assumption
that the interconnections are not affected by delays.

In this paper we design output-feedback dynamic controllers
that are reminiscent of mass-spring-damper systems that are
interconnected to the vehicles through virtual springs—cf.
[27]. Through the spring interconnection, the controllers steer
the second-order plant’s positions and also injects damping
into the plant. From a networked-systems viewpoint, it is
important to stress that it is the controllers, and not the plants
themselves, which are interconnected over a network. From a
dynamical-systems viewpoint, the controllers are smooth and
time-varying; they rely on persistency of excitation, which is
a necessary condition to stabilize nonholonomic systems to
an equilibrium point [8] and, more precisely, on a property,
called o-persistency of excitation, which is necessary for the
attractivity of the origin in generic smooth nonlinear time-
varying systems [30]. In addition, our controllers satisfy pre-
imposed bounds, so actuator saturation is avoided. To the best
of the authors’ knowledge, this work provides the first solution
to the full consensus-formation problem of nonholonomic ve-
hicles without making use of velocity measurements, for which
their interconnections are affected by time-varying delays, and
avoiding actuator saturation.

The remainder of the paper is organized as follows. In
Section I we describe the model and the problem statement;
the control approach and the main statement are presented in
Section III, while the proofs are given in Section IV. Some
numerical simulations are provided in Section V and we wrap
up the paper with concluding remarks in Section VI.

I[I. PROBLEM FORMULATION

We consider the consensus-formation control problem for a
group of N robots with position and orientation coordinates

;‘;@Y Ze (b)

Fig. 1. lllustration of the control goal: for a group of scattered vehicles
(a) to reach a consensus-based formation around an a priori unknown
rendezvous set-point and acquire a common orientation (b).

z; = [z;,y;]" € R? and 6, € R, respectively, and i < N,

with a dynamic model given by

cos(6;) 0

x; = G(x;)vy, G(x;) := | sin(6;) 0 (la)
0 1

M,v; + F;v;, = B;7, (1b)

where M,; := diag(m;, I;), F; := diag(fui, fuwi), I; is the
robot’s inertia, m; denotes its mass, and f,; and f,; denote
friction coefficients, so all these quantities are positive. Finally,
the input matrix

1(1 1
In the previous expression r; is the wheel radius, and R; is
the wheel axle length—see top of Figure 1 above.

Remark 1: The system’s dynamics has a simple Lagrangian
form, with constant inertia matrix, because it is assumed that
the center of mass is located on the axis connecting the centers
of the wheels, which is characteristic of differential-wheel
robots [13].

The consensus-formation control problem that we address
involves making the vehicles acquire a desired formation
pattern relatively to a non pre-imposed rendezvous point
that corresponds to the center of a formation pattern from
a an initially scattered configuration—see Figure 1 for an
illustration. In the latter, §; € R? denotes a given constant
vector determining the position of the ith vehicle relatively
to the non predefined center zZ. and Z; := z; — §; denotes
the vehicle’s relative position error. That is, the vehicles are



said to achieve the formation consensus goal if z; — z. and
0; — 6. for all © < N or, more precisely, if

tli{rslo Ui (t) = 07 tli{rolo Zl(t) = an (3)

lim w,(t) =0, lim 6,(t) =6, Vi<N, (4
hold for all initial conditions. In the previous expressions, v;
and w; correspond to the linear-motion and angular velocities
respectively and define v; := [v; w;]T in (1b).

Then, for further development, we rewrite the kinematics
model (1a) as

7 = p(0;)vi; P(0;) := [cos(6;) sin(@i)]T ®)
éi = W;. (6)

On the other hand, for a differential-wheel drive vehicle the
input torque in (1b) is given 7; = B;lui, where the input
matrix B is defined in (2) and u; := [u,; U] is now
considered as the control input. Hence, for the sequel, we split
the dynamics equation (1b) into

v; = i (woi — foivi) (7a)
m=%menM» (7b)

Now, as it is explained in the Introduction, the consensus-
formation problem for nonholonomic vehicles has been exten-
sively studied in the literature, in many forms, with different
motivations, and under a variety of conditions, but to the best
of the authors’ knowledge, not under the following hypotheses,
on the systems’ individual dynamics and on the network,
simultaneously.

Assumption 1 (on the agents): For each vehicle,

(a) the Cartesian positions (z;,y;) and the orientation 6; are
available from measurements, but not the velocities v;;

(b) the wheel applied torques 7; := [7; 7.;]7 must satisfy
pre-defined given bounds |7;| < 7; and |7,;| < 7, for
the left and right wheel respectively;

Assumption 2 (on the network):

(a) Each agent, labeled ¢ < N, receives information from
a group of “neighbors” labeled j € N;, where N; < Z
is the set of indexes corresponding to robots transmitting
information to the ith robot, but the information is received
with a time-delay denoted 7);(t) that is assumed to be
bounded by a known upper-bound T;; > 0 and has
bounded time-derivatives.

(b) The interconnections are static and are modeled by an
undirected, connected graph.

II1. PHYSICS-BASED CONSENSUS-FORMATION
CONTROLLER

The output-feedback controller design is inspired by the
vehicle’s physics—cf. [27]. On one hand, we design, a con-
troller for the angular-motion dynamics and, on the other, one
for the linear-motion dynamics. In both cases, the controllers
are distributed and dynamic; they are conceived as network-
interconnected second-order mechanical systems designed to
achieve consensus among themselves. Then, by virtue of their
interconnection to the actual vehicles’ dynamics, they steer the
latter to consensus formation—see Figure 2.
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Fig. 2. Schematic representation of the controlled-systems architec-
ture. From a control viewpoint, the systems’ dynamics are split into
angular- and linear-motion plants (represented by ellipses). To each of
these, a distributed dynamic controller (represented by a cube) is hinged
via a virtual spring. From a topological viewpoint the overall networked
system contains two layers of interconnections: one containing a net-
work of linear-motion controllers and another of angular-motion ones.
Finally, from an analytical viewpoint, each system may be regarded as a
cascade with a §-PE interconnection ac;—look at the left of the image.

A. Angular-motion consensus-formation control

Consider the controlled second-order dynamical system
7.9.1;.11' + dwﬂéwi + Pmém = Vi, (8)

where ﬁwi,ﬂm € R are the (virtual) angular velocity and
orientation, respectively,

€ui 1= Z aij [ﬂm — Dy (t — Tji(t))] &)
JEN;

V., is an external input, Tj;(t) is a time-varying transmission
delay from agent j to agent i, a;; = aj;; € {0,1}, and
Pwi, dw; > 0 are the proportional and the damping injection
gains, respectively. This equation represents the dynamics of
a second-order system interconnected with N; := card{\;}
neighbors over a network with bidirectional interconnections
and over which it received the delayed (virtual) position
V4 (t — Tj;(t)) from each qualifying neighbor. As the linear-
motion dynamics (1b), the system (8) has simple Lagrangian
dynamics (with unitary inertia), so, after [31, Proposition 1]
the consensus manifold {(ey;, ¥,i) = (0,0);¢ < N}, where

Cwi 1= 2 aij[Vwi — Vuj ]
JEN;

(10)

is uniformly globally asymptotically stable if the damping
injection gain is such that

1 T
i > 5Pwi > ay <€i ]

iE./\/i J

(1)



for some ¢; > 0 and all 7 € N. Furthermore, also after [31,
Proposition 1], the system is input-output stable with input!
v,, and output (e, ¥,,). This is significant because it implies,
directly, that e,,;(t) and 9,,;(¢) are bounded for all ¢ if so is
V,, (t). We use this property to establish the main result.
Now let the input v,; := —u,; and let u,,;, which was
introduced in (7b), be set to
Ui = —ky tanh(0; — Jy),

Then, the closed-loop system corresponding to the angular-
motion dynamics results in

ki > 0. (12)

0, = w; (13a)

w; = _I%[km tanh(0; — Vi) + fuwiwi] (13b)

Doi = —duwillvi — Puibui + ki tanh(6; — ¥;).  (13c)
After [26, Proposition 1], the limits in (4) hold for the

trajectories of the networked systems (13).

The rationale behind the control strategy is that, on one
hand, the virtual mechanical systems (13b) are interconnected
among themselves in a manner that they reach consensus and,
on the other, each system is interconnected to the angular
motion dynamics via the nonlinear virtual-spring mechanical-
force term tanh(6; —9,,;), so ultimately, all the systems reach
angular-position consensus. The same rationale is applied next
to the linear-motion dynamics, with certain modifications to
accommodate for the nonholonomic constraints.

B. Linear-motion consensus-formation control

Consider now the linear-motion dynamics (5)-(7a). As
for the angular-motion dynamics, the controllers for (5)-(7a)
are designed as networked dynamical systems conceived to
achieve consensus among themselves and are individually
interconnected to the linear-motion dynamics of each vehicle.
More precisely, the controllers are given by the set of equations

*dm"gm' - pviévi + kvi‘P(ai)Ttanh(zi - 19111) (14)
Di), 15)

1.91;72 =

Ui = —kmcp(ﬁi)—rtanh(ii —
where

tanh(Y¥,; — z;) := [tanh (¥,

— .’fl) tanh (ﬁyz — gl):l—r

and

&y 1= Z aij [ﬁvi —0y;(t — Tji(t))]~

JEN;

(16)

In closed loop with (5)-(7a), we obtain the closed-loop sys-
tem’s equations

z; = p(0;)v;
Spi =13 0 =— — [foivi + kvitp(0;) " tanh(z; — 9,;)]
i = — dpiDyi — kpitanh(9,; — 7;) — pui€yi.
(17)

INotation: v, := [le---uwN]T, similarly for e, and J. In [31,

Proposition 1] it is stated that the system is input-to-state stable, with input
v, and state (ew, Y ), which results in an abuse of terminology.

Now, as we explained earlier, the trajectories of the net-
worked systems (13) are guaranteed to achieve consensus
if the systems are interconnected over an undirected graph
containing a spanning tree (Assumption 2b). Therefore, it is
guaranteed that 6;(¢t) — 6. as t — c0. On the other hand,
in view of the nonholonomic constraints, we see that, for any
fixed 0; = 0. the set of equations (17) admit many equilibria,
other than the desired one {(Z;, v;, 3vi, ¥vi) = (2, 0,2, 0)}
for all ¢, j < N. To see this, we first observe that
¢

Dus— D0y (t—Tyu(1)) = s — Dy + f Bo;(0)dor, (18)

t=Tji(t)

and then we set v; = 0, 19m = 0 for all 7 < N. It follows that,
for any fixed 6., on {#; = 6.}, the equilibria of ¥,; are the
solutions of

¢(6.) "tanh(z; — 9,;) =0, (19a)
kvitanh(ﬂm — Zi) + pyi€yi = 0, (19b)

where
€y = Z A4 [‘lgm — '191}]‘]. (20)

jG./\/i

Now, introducing the annihilator of ¢, ie, @(0)* :=
[—sin(@) cos(#)]T, which satisfies (0)*Tp(0) = 0, for
any 6 € R, we see that the set of Equations in (19) admit
solutions (z;, 9.;) = (zF,9};) such that tanh(z} —9};) =
cip(0)t = (kyi/poi)e¥;, with ¢; € R\{0}, e, # 0, and
z} # 9),;. To ensure that the equilibria are bound to the points
in the consensus manifold, the equation

@(0;)* Ttanh(z; — 9,;) = 0 1)

must be satisfied in addition to (19), regardless of the value of
0;. Indeed, because (6;) is orthogonal to ¢(6;)* and tanh(-)
is odd, strictly increasing and tanh(s) = 0 if and only if
s = 0, the only set of points that satisfy simultaneously (19a)
and (21), independently of 6;, is bound to points for which
necessarily z; = 9¥,;. Thus, to remove the unwanted equilibria,
we redesign the angular-motion controller’s dynamics (13b) by
adding a term that vanishes only if (21) holds. Let

Qi(t, 0,00, 2) := kaiti(t)p(0;) " Ttanh(d,; —Z;), (22)

where k,; > 0, and let the following hold.
Assumption 3: For each ¢ < N, ¢; in (22) is bounded,
differentiable, there exists ; > 0 such that

max{sup [ ()], sup [vs()[} < s,
=0 =0

as well as p; and 7; > 0 such that

t+T
wi(s)gds > u,
t

Then, reconsider the controller’s dynamics and let it be
redefined as

Vi>0. (23)

Vi = = duwilsi — PuoiCusi + kuwi tanh(6; — 9,,;)

+ kaiwi(t)w(Qi)J‘Ttanh(ﬁm — Zz—). (24)

The last term on the right-hand side of (24), i.e.,, ay, is
uniformly §-Persistently exciting with respect to the function



h(0i7zi, ﬂm) = go(@i)rrtanh(ﬁm- — ZZ‘)—Cf. [30] That iS,
roughly speaking, «; has the property that it is persistently
exciting as long as ¢(0;)* "tanh(9,; — Z;) # 0. Therefore,
it prevents the systems’ trajectories to converge and remain
close to the set of solutions to (19), unless they converge and
remain close to the consensus manifold. To better see this,
let us assume that, at some instant ¢, the systems’ trajectories
came to satisfy (z;(t),0;(t),9.i(t)) = (z¥,6.,3};), which
are solution to (19a). Therefore, from (21), we would have
@(0;(t))* Ttanh(Z;(t) — 9,:(t)) # 0, which in turn implies,
via the systems’ equations (13a), (13b), and (24), that w;(t),
Vwi(t), and D,;(t) # 0. Therefore 6;(t) # const., which
is a contradiction. This stabilization mechanism is at the
basis of the so-called J-persistently-exciting controllers for
nonholonomic systems—see [29] and references therein—and
leads to our main result, which is stated next.

Proposition 1: Consider the system (1) in closed loop with
the controller defined by (14), (15), (12), and (24). Then, the
following hold.

(i) Let k,; and k,;, be positive constants such that, for any
given saturation levels 7;; and 7,; and each wheel axle
length R;,

4R;

[

min{7;, 7i} > 2V2Rikyi + ki (25)
Then, the left and right torques satisfy |7;| < 73; and
|7ri| < T, SO the actuators do not saturate.

(i1) If in addition, Assumptions 1-2 hold and, for any ¢ < N,

T2

dyi > pm D ai | Bi+ (26)
ieN; '6 J
1 T

duwi > =Puwi Z aij | €+ L, 27
2 iENi Ej

for all j € AV;, &; > 0, and 3; > 0 arbitrarily chosen, the
desired control objectives (3) and (4) hold for any initial
conditions.

Remark 2: Note that the choice of the controller gains k,;
and k,,; is arbitrary; as any positive values are fit to guarantee
the convergence of the trajectories to the consensus manifold.
However, they may lead to actuator saturation, which is
why condition (25) relies on the knowledge of the actuators
maximum torque. On the other hand, if the delays are large
and the proportional gains are increased, so must the required
damping gains. This is observed in conditions (26) and (27).
This is required to compensate for the undesired destabilizing
effects induced by the delays in the communications.

Remark 3: We focus on the so-called leaderless consensus-
based formation problem, under which the consensus ren-
dezvous point is not specified. However, the solution to
the leader-follower consensus-formation problem is straight-
forward. In the leader-follower scenario, all the robots are
required to achieve a desired formation at a desired center zq4
with a desired orientation 64, with these reference values being
known only by a nonempty set of followers. In such a case,
the result follows by simply modifying the error equations €,;

and €,,; as
ém' = Z aij (191,1 — 191)]‘ (t — sz(t))> + bl(’lgm — Zd),
JEN;
and
Cui 1= ) i (Vi — Voo (t = Tya(1))) + bi(Vs — 0a),
JEN

respectively, where b; > 0 if the ith-vehicle knows the desired
center and the desired orientation, and it is b; = 0, otherwise.

IV. PROOF OF PROPOSITION 1

The closed-loop system is given by the equations (17),
(13a), (13b), and (24), which constitute a dynamical system
in feedback form. However, loosely speaking, the proof relies
on a cascades argument. In order to consider these systems
in cascaded form, i.e., for the purpose of analysis, we replace
the state variable 6; in Eqgs. (17) with an arbitrary trajectory
t — 0;(t), so these equations take the form

z; = @(0:(t))v; (28a)

1.]7; = —i [fvivi + kmga(ﬁl(t))Ttanh(Zl — 197”)] (28b)
m;

i = —dyi¥y; — kpitanh(9,; — ;) — poi€ui. (28¢)

In this form, ¥,; in (17) is a nonlinear time-varying system
with state (Z;, v;, 9yi, ;). The solutions to (28), however,
are defined only on the interval of definition of t — 0;(t). If
(and only if) this interval extends to infinity we may consider
the system (28) in cascade with (13a), (13b), and (24), with
«; playing the role of the cascade interconnection. Hence, the
behavior of the closed-loop solutions may be inferred by that
of the separate nonlinear time-varying systems (28) on one
hand, and (13a), (13b), and (24) on the other. This, provided
that the trajectories are forward complete (i.e., that the interval
of existence of solutions extends to infinity) and that they
remain bounded under the cascade interconnection. The proof
of Proposition 1 starts with the establishment of these two
properties.

A. Proof of forward completeness

Consider the linear-motion closed-loop dynamics 3,; in
(17) and the Lyapunov-Krasovskii functional

Z [pm 81)1 + Tm + 3-1 Z aij|"-91)i -

JEN;

197”-21 (29)
with

. 1 22 e 12
&n = iliml’ui + |'l9vz|

+ 2ky;| In(cosh (V4 —

it [, [0
261]6/\/ t+

The functional V' (t, v, eg,, 9., (1, —Z)) is positive definite
and radially unbounded, since so is In(cosh (+)) = 0, T, (t) =
0 for all £ > 0, and all the other terms are quadratic.

1)) + In(cosh (9, — 5.)] |

Ty := o)|*dodn, B; > 0.



Now, evaluating the total derivative along the trajectories of
(17) we obtain

N
. &2
V= ;[pvz
PILELY

251 JEN

t
. T .
ﬂ|z9m|2 +>7 a WJ (o) do
JEN t=Tj;

([ utonan-nor) |
t=Tji

which, after a successive application of Young and Cauchy-
Schwartz inequalities leads to—cf. [27]

V<_2<fvzf+[vz_2a

i=1 p’UZ p’UZ jE/\/q

Hence, after (26), for each i
and co; > 0 such that

N
2
i=1

From the above and the positivity of V' it also follows that
V' < V. Strictly speaking, the above computations are valid
only on the interval of existence of the solutions.

Next, let us consider the angular-motion closed-loop equa-
tions (13a), (13b), and (24) and the Lyapunov-Krasovskii
functional

WZ[ i

where, for each i < N,

< N, there exist constants ci;

coil 942 < 0. (30)

1
wz+4 2 g5 (ngi_

‘76./\/’1

ﬁwj)ﬂ

1
gwi = 5

Twi = 1] f J
251 N

and ¢; > 0. The functional W is.positive definite and radially
unbounded in w;, (Ju; — 6;), Vs, and ey;. Also, its total
time derivative along the trajectories of (13a), (13b), and
(24) yields, upon applying the Young and Cauchy Schwartz

[Iiwf + 92, 4 2ky; In(cosh (Wi — ai))] ,

\ dodn,

inequalities,

T wa l wi & Tj2’i 3 2
W< - Z( wy + _Zaij Y Vil
_ Pwi Pwi jGNi 2 2€j

1 .
—aiﬂm> ,
Puwi

So, after (27), for each ¢ <

W< - ZLJ:“”

i=1

N, there exists A,; > 0 such that

1 .
Oéiﬁwi] .
Puwi

w1

+ >\w1|19w1‘2

€29

Furthermore, note that «;, which is defined in (22), is bounded;
more precisely, [a;| < V/24);kq;. Hence, there exists a > 0
such that W < W + a.

Thus, we conclude that the total derivative of V :=V + W
along the overall closed-loop system (17), (13a), (13b), and
(24) satisfies V < V +a. Integrating on both sides of the latter
along the systems’ trajectories we conclude that the latter exist
over [t,,00) for any t..

(025 o)

B. Proof of Boundedness

Because the interval of existence of solutions extends to
infinity, the closed-loop system defined by (17), (13a), (13b),
and (24) may be regarded as a cascaded system constituted
by (28), (13a), (13b), and (24). In this setting, (28) is seen
as decoupled from the rest of the dynamics and «y; as the
interconnection term. Then, the two systems may be analyzed
separately.

Consider, first, the linear-motion closed-loop dynamics (28)
and the Lyapunov-Krasovskii functional V' defined in (29). The
total derivative of V' along the trajectories of (28) satisfies (30).
Integrating along the trajectories on both sides of the second
inequality in (30) we obtain that V' is uniformly bounded along
the trajectories and so are the latter. More precisely, v;, ey
I, and |’l9m‘ — Zil € L forall i < N.

Next, consider the angular-motion closed-loop dynamics,
given by the equations (13a), (13b), and (24). The Ilatter
equation is that of a Lagrangian system with the Identity
as inertia matrix and input v,; = k,;tanh(6; — ¥y;) +
kaithi(t)(0;)* Ttanh(9,; — 2;), which is bounded. So, as
explained in Section III-A, after [31, Proposition 1], (24) is
input-output stable and because v,,; is bounded, so are e
and 9J,,. Then, after Equation (13b), which corresponds to
an exponentially stable first-order system perturbed by the
bounded input tanh(é; — ¥,,;) and with output w;, we also
conclude that w; € Lo, and, in turn, from the same equation
we conclude that w; € L.

The boundedness of other functions follows after further
computations and are established below as needed, in the proof
of convergence of the trajectories.

vi?

C. Proof of convergence

Again, we start by studying the linear-motion dynamics
(28), so we turn back to the Lyapunov-Krasovskii functional
V in (29), which satisfies (30). Then, by integrating along
the trajectories on both sides of the first inequality, and since
V' is bounded along the trajectories, we have that v; and
¥y; € Lo. From this, it follows that both converge to zero: To
see that v; — 0 follows from the fact that v; € L5 N L4, and
v; € Lop—see [32, Lemma 3.2.5]; that v; is bounded follows
from the fact that both terms on the right-hand side of (28b)
are bounded. That 19@1 — 0 follows also from [32, Lemma
3.2.5] and the fact that 191,1 € Lo N Ly and 197,2 € L. The
former was established above; the boundedness of 1,,; follows
by observing that all the terms on the right-hand side of (28c)
are bounded. Indeed, by adding all terms on both sides of the
equation (18), over ¢ < N, we obtain

€yi = €y; + Z J o)do.
Tji(t

iI<N

(32)

So, since e,; and 9,; € Lo, for all j < N, and |Tj;(t)| < Ty,
for all t > 0 and all 4, j < N, it follows that &,; € L.
Next, we establish the convergence of v;, using Barbalat’s
Lemma. To that end, we verify that v; is uniformly continuous,
which holds because all the terms on the right-hand side of

1
U; = —E (fmvl + k:mwi(t)go(&i(t))rrtanh(zi — ’l9m)
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(33)

which results from differentiating on both sides of (28b), are
bounded. Therefore, noting that
¢
lim
t—0o0 0

Vi (0)do = tlin.lc v;(t) — v;(0) = —v;(0),

we conclude after Barbilat’s Lemma that ©v; — 0. Thus, from
the latter, the fact that v; — 0, and (28b), we obtain that
lim @(0;(t)) " tanh(z;(t) — 9.i(t)) = 0.
—00

On the other hand, one can also establish thet v; — 0—
see farther below, which in turn, together with 9,; — 0 and
v; — 0, imply from (33) that

Jim wi(t)p(0:(t)) " tanh(z,(t) — 9,:(t)) = 0.

(34)

(35)

After (34) and (35) we obtain that the trajectories converge
to the manifold where both (6;)" tanh(z; — 9,;) = 0 and
wip(0;)* Ttanh(z; — 9,;) = 0 hold.
Now, that v; — 0 follows from Barbélat’s Lemma, provided
that v; is uniformly continuous. Indeed, since v; — 0, we have
¢

tlin.lo . ¥;(o)do = tlin.lo 0;(t) — 0;(0) = —v;(0).
Uniform continuity of ¢; follows from the fact that v( ) e
L. To see that the latter holds true, note that v(s) is a

continuous function of the bounded functions v;, w;, ﬂm-,
i, p(-) = Ttanh(), ()T sech?(-), as well as of the partial
derivatives of the latter evaluated along bounded trajectories.

Now, under (34), which we established to hold, we con-
sider two cases in which (35) holds too: either because
lim; o (0;(t)) Ttanh(Z;(t) — 9,:(t)) = 0, irrespectively
of the behavior of w; (t), which is bounded, or because w; — 0
irrespectively of the behavior of (6;(t))* Ttanh(z;(t) —
9,i(t)), which is also bounded.

In the first case, since ¢ (#;)* and ¢(6;) belong to orthog-
onal spaces and (34) holds, necessarily, thj& tanh(z;(t) —
,i(t)) = 0. Now, considering the term tanh(z;—9,;) =: vy
as an input, the equation (28c) has the form of a network
of Lagrangian systems as in (8), which we know from [31,
Proposition 1] to be input-output stable and asymptotically
stable with v,; = 0. Hence, since v,;(t) — 0 for all i < NV, it
follows that e,; — 0. That is, tli_)r&[ﬂvi(t) — 9,;(t)] = 0, for
N, so we conclude that

g, 2al0) = fimg Duilt) = =,

all 7, 5 <
Vi< N.

That is, consensus formation is achieved in the linear motion
coordinates. On the other hand, tanh(z;(t) — ¥,;(t)) — 0
also implies that o; — 0 along the systems’ trajectories. That
is, a; in (24) constitutes an additive vanishing input to the
system (13), which is input-output stable—cf. [26, Proposition
1]. Therefore, the same vanishing-input argument as above
leads to the conclusion that thm 0; = 0., hm Bwi(t) = Ve,

and thm w;(t) = 0. The statement of Proposmon 1 follows in
—00
this case.

)

Alternatively, if (35) holds because w; — 0 irrespectively
of the behavior of ¢ (6;(t))* " tanh(z;(t) — 9,;(t)), then we
observe that the following holds.

Claim 1: If 9 wi € ,COO and w; converges to zero, so do the
functions w;, @;, z9m, ﬁm, and 19
Under the statement of Claim 1, wh1ch is proved farther below,
and the fact that v; and 9,; — 0, all the terms on the right-
hand side of

Foithi(£)(0; () Ttanh(9,; — ) = 9 + dyitl,

+ kwiSCCh (ﬁwz — 97,)(19(*” — UJZ')
+ Puiui + kaithi(Dwip(0:(1)) T tanh(d,; —7;)
h2 (0 yin — ) (Dyie — I4)
— kaithi(t)(0;(t)) " T [Sec O
( ) ( ( )) SeChZ(ﬁviy - yz)('&vzy - yz)

which results from differentiating on both sides of (24),
individually converge to zero. That is,

Jim i () (0;) Ttanh (P (t) — Z(t)) = 0

—00

and, since %(t) is persistently exciting (by assumption), it
necessarily holds that

thl& @(0;)* Ttanh(9,;(t) — 7(t)) = 0.

Again, in view of (34) and the orthogonality of ¢(6;) and
»(0;)*, we have tlirn tanh(z;(t) — 9,(t)) = 0. The state-
ment follows as in ﬁlofot previous case.

Proofof Claim 1: First, we differentiate on both sides of
(13b); we obtain

OJZ = —Il [fmwl + kwiSCCh2(9i — ﬁwi)(wi — ’19(,”)] . (36)

7
Since w; — 0, it is bounded. Then, since 9J,,; and sech?(-) are
also bounded w; € L. The latter follows from the fact that
(36) constitutes a first-order stable filter with bounded input
and output w;. We also conclude from (36) that w; € L,
which implies that w; is uniformly continuous. Furthermore,
observing that the derivatives of all the terms on the right-
hand side of (36) are bounded, we deduce that wz@ € Lo,
80 ; is also uniformly continuous. Then, we apply Barbilat’s
Lemma successively to conclude that w; — 0 and, then, w; —
0. Indeed, note that w; — 0 implies that tli>nolo Sg wi(o)do =
—w;(0) so, in turn, Jim Sé &i(o)do = —w;(0). It follows that
all the terms on the right-hand side of

%sech%@i — ﬁwi)féwi =
—w; — I% [fuitoi + kwisech?(0; — ui)wi ]|, (37)
which is equivalent to (36), converge to zero. Now, since w;,
w; — 0, it follows from (13b) and the nature of tanh, that
|0; —ei| — 0 so |6; —,;| is bounded. In turn, since sech?(s)
is bounded and separated from zero for all bounded |s|, we
conclude from (37) that J,,; — 0.

The statement that J,,; — 0 and 19( ) 0 follows along
similar lines as for the proof of convergence of w; and &;
above, i.e., using (24) and applying successively Barbdlat’s
Lemma. [ ]



V. NUMERICAL SIMULATIONS

We realized two simulation experiments: one pertaining to
the pre-bounded control inputs (12) and (14) and another
in which the saturating function tanh(s) is replaced by its
argument s, resulting in a non pre-bounded control input.
The simulation involves six differential-drive vehicles whose
respective controllers communicate according to the topology
depicted in Fig. 3. Each interconnection weight is set to one.

The physical parameters and the actuator bounds are orga-
nized in Table I. These parameters include the mass m;, the
moment of inertia [;, the wheels’ axis distance R;, the wheel
radius 7;, and the maximal torque 7; for each vehicle. The
initial conditions and offsets defining a triangular formation
are presented in Table II. These initial conditions include the
initial positions (z;(0), y;(0)) and the initial orientations 6;(0)
of the vehicles, along with the offsets (J4;, d,;), which define
the formation.

time-varying delay [s]

70 72 74 76 78 80
time [s]

Fig. 4. Emulated UDP/IP Internet delay, as a piece-wise constant
function taking random values in the interval XXX. We show a snapshot
of a 10s-short window of simulation.

The vehicles’ paths on the plane are illustrated in Figures
5 and 6, for the non pre-bounded and the pre-bounded con-
trol laws, respectively. In both cases, the formation goal is
achieved, and the final orientations are depicted by pointing
arrows. In the same order, in Figures 7 and 9 are depicted the
systems’ trajectories Z() and 6(t); it is appreciated that under
the action of the non pre-bounded unbounded control law the
systems take a longer time to reach consensus, and with a
somewhat undesired transient behavior. Finally, in Figures 8
and 10 we show the control torques in both cases. Note that
there is a factor of ten to twenty between the torques applied
in one case and the other; moreover, the proposed scheme
maintains the required torques within the saturation levels.

TABLE |
PHYSICAL PARAMETERS AND ACTUATOR BOUNDS
Index | m; [kg] I [kgm?] R; [m] ry[m] 7 [N]
1,2 1.52 0.4 0.12 0.0266 0.8
3,4 1.9 0.5 0.15 0.0333 0.9
5,6 0.95 0.25 0.075 0.0166 0.7
TABLE Il
INITIAL CONDITIONS
Index T4 (0) Yi (0) 01' (O) 511' 6yi
1 4 10 —3n/4 -5 —2.75
2 10 10 —7/2 —2.5 1.75
3 19 10 37 /4 0 6.75
4 7 10 /2 2.5 1.75
5 16 10 —7/4 5 —2.75
6 13 10 /4 0 —2.75

The control gains for each robot are set to satisfy the
conditions (25), (26), and (27). They are defined as follows:
k/’m‘ = 0.6, kwi = 1, Pvi = 5.5, Puwi = 6, dm‘ = 52, dwi = 30,
and k,; = 30 for all ¢ € V. The persistently exciting function
t — 1);(t) is defined as ¥;(t) := 1.25+sin(0.05¢). For a fair
comparison, we used identical initial conditions, gains, and
persistently exciting functions for both control schemes.

Fig. 3. Undirected-graph topology used in the numerical simulations

In order to emulate the time-varying UDP/IP internet delays,
we use a uniform delay signal for all the agents, based on a
normal Gaussian distribution with mean, variance, and seed set
to 0.45, 0.005, and 45, respectively, as depicted in Fig. 4. For
this example, the upper bound of delays is set as Tji = 0.65s.
It is important to mention that, to model the system’s behavior
under more challenging conditions, the emulated delays are
intentionally larger compared to real-world Internet delays.

— 10 1
Nej

=

W

< 5F ? 7

Q
E of -
IS x}
-5 0 5 10 15 20
Z [m]v i€ [176}

Fig. 5. Vehicles’ paths on the plane, sitrred by the non pre-bounded

controller (the final orientation of each agent is represented by an arrow.
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-5 0 5 10 15 20
Z; [m], i€]1,6]
Fig. 6.  Vehicles’ paths on the plane, sitrred by the pre-bounded

controller (the final orientation of each agent is represented by an arrow.



30 40 50 60 70 80
time [s]

Fig. 7. Consensus under the action of the non pre-bounded control law.

20 30 40 50 60 70 80 90 100
time [s]

Fig. 8. Torques under the action of the non pre-bounded control law.

VI. CONCLUSIONS

We solved the consensus-based formation problem for
multi-agent nonholonomic vehicles in the scenario that the
communications induce time-varying delays and actuator sat-
uration must be avoided. The proposed controller is smooth,
time-varying, dynamic, and relies on output feedback. The
controller injects damping through its second-order dynamics
and this damping back-propagates to the plant. We assume
that the interconnection topology of the vehicles is static and
undirected.

0.1 : : : :
0 20 40 60 80

time [s]

100

Fig. 10. Torques under the action of the pre-bounded control law.

Current research is devoted to extending these results
to consider time-varying topologies and/or directed
interconnections. Another possible future research avenue
is to eliminate the assumption that the time-delays are
differentiable. For this, one possible avenue is to design a
strict Lyapunov function, e.g., along the lines of [31], but in
the latter reference the controllers rely on full-state feedback
and the extension to the higher relative-degree case is far
from evident.
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