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Abstract

Electrocardiograms are still vastly stored on paper,
which restrains the development of data-driven algorithms
for their analysis. We propose in this manuscript an effi-
cient method to digitize Electrocardiogram (ECG) signals
from paper images, as part of the “Digitization and Classi-
fication of ECG Images: The George B. Moody PhysioNet
Challenge 2024”. A total of 21,799 12-lead recordings
from the PTB-XL public data-set were used to generate re-
alistic images. The architecture of our method consists of
three main steps. First, we generate ECG paper images
with different characteristics such as resolutions, layouts,
grid patterns, wrinkles, temperatures, text and noise levels
to reproduce real-life challenges. Second, we perform a
fully automated ECG image processing pipeline. To do so,
a U-Net model is employed for image binarization where
only the relevant part of the image is extracted. In addition,
a pre-trained YOLO object detection model is fine-tuned
to detect the signal box leads. Combining the obtained
cleaned ECG image and detected lead boxes, we finally
extract 1D ECG signal for each lead present in the ECG
paper. By comparing original and estimated ECG signals,
our model achieved a signal-to-noise ratio (SNR) score of
0.447 on the hidden validation set.

1. Introduction

The Electrocardiogram (ECG) corresponds to the
recording of the cardiac electrical activity using body-
surface electrodes. Multiple signals, also referred to as
leads, are measured simultaneously as electrical potential
differences between electrodes, which are placed in prede-
fined locations of the body. The ECG remains a primary
modality for monitoring cardiac events and diagnosing car-
diovascular diseases, largely due to its widespread avail-
ability and ease of use. In healthcare facilities, the ECG is
often printed on graph paper for visual analysis and stor-
age, even though it can be easily exported and stored in
digital format nowadays. Moreover, paper ECGs are prone
to degradation and loss, and can represent a data security
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risk. Also, even with scanned versions of the ECG paper,
raw signal data is not easily extracted.

Certain cardiac abnormalities can be subtle and diagno-
sis heavily relies on the cardiologist level of expertise for
accurate identification. In this context, data-driven analy-
sis of ECG signals has the potential to yield more objec-
tive and robust insights into underlying cardiac conditions
by extracting clinically relevant markers from the data [1].
Furthermore, automation through machine learning algo-
rithms can streamline tasks that do not require expert in-
terpretation. Since ECGs are intrinsically heterogeneous,
automated data analysis can be performed consistently and
be used to track subtle changes and trends over time, which
can be challenging with manual analysis.

Therefore, there is an increased interest in converting
ECG papers into a machine-readable format, especially
when designing clinical retrospective studies. This con-
version process known as digitization involves extracting
ECG lead data points from scanned images and represent-
ing them as one-dimensional signals (i.e., as time series).
However, this task can be difficult due to the diverse pa-
per characteristics (such as layout, annotations, and grid)
and image quality aspects (including noise, artifacts, and
resolution). Therefore, effective image denoising becomes
crucial to ensure accurate lead extraction. By leveraging
the use of generated realistic images, it is possible to en-
hance the quality of denoising algorithms and facilitate the
use of image processing tools meant for digitization.

As part of the George B. Moody PhysioNet Challenge
2024 [2,3], we propose a methodology for ECG signal dig-
itization that involves image denoising and lead box detec-
tion to identify and reconstruct the original ECG signals
from scanned images. The code will be made available
soon.

2. Proposed approach

Our proposed method consists of three stages. First, we
generate a realistic synthetic ECG paper data-set that in-
cludes ECG paper images and their binarized counterparts.
Second, we design a fully automated pipeline to process
the ECG paper. In this step, we train an object detection
model to detect the position of separate lead signals and a



Figure 1. Workflow of YOUR-Lead for a given ECG paper image (we only show part of a 12-lead ECG image for better
visualization). The input image passes through two image processing steps to obtain the corresponding binarized clean
image and the lead boxes. ECG signals are reconstructed from separate ECG image patches.

denoising model to generate clean ECG images with only
the signal traces. Finally, by combining the information of
lead position and the cleaned ECG image, we extract 1D
ECG signal for each lead present in the ECG paper. We
depict the workflow of our proposed method in Fig. 1.

2.1. Data generation

A total of 21,799 ECG recordings each containing 12-
leads information from the PTB-XL data-set [4] were used
to generate ECG paper images that will be employed to
train our model. In order to encompass a wide range of
scenarios often encountered in clinical practice, we gener-
ate images with a variety of different characteristics, using
the ECG-Image-Kit package [5,6]. These image properties
include different resolutions, layouts, grid patterns, font
styles, line widths, presence of text etc. In addition, we
simulate realistic conditions of real scans such as wrinkles,
temperature fluctuations, image blurring, color registration
errors, aliasing, and sensor noise. With this data, the model
used for ECG digitization can then be trained more effi-
ciently, improving its ability to generalize and perform re-
liably under a wide range of conditions. In Fig. 2, we
show examples of generated images with some artifacts:
color temperature, paper wrinkles, Gaussian noise etc.

For each generated image, we extract the coordinates
of the lead bounding boxes and also generate a gray-scale
version containing only the signals, that is, with no grid,
annotations, or artifacts. Along with the original generated
image, these two elements will be used to perform auto-
mated image processing.

2.2. Image processing

Typically, an ECG image is acquired by scanning or
photographing the graph paper printed by ECG machines.

Figure 2. Examples of randomly generated ECG papers.

This image generally contains 12-leads overlaid on a stan-
dard grid background. To eliminate any rotation that might
occur during scanning or photographing, we first apply a
rotation correction to ensure that the ECG image is hor-
izontally aligned. We then train two models separately:
one to generate a clean version of the ECG image contain-
ing only the signal traces, and the other one to detect the
positions of the individual lead signals within the image.

Rotation correction
A well-aligned ECG image exhibits recurrent patterns

along both the x and y axes. In the frequency domain, this
is characterized by dominant frequencies that are spread
vertically and horizontally, intersecting at the origin. If an
ECG image is rotated relative to its well-aligned version,
the dominant frequency axes will also be rotated. We iden-
tify the rotation angle by analyzing these frequency com-
ponents and then apply rotation correction to the original
input image.

Image binarization
The U-Net convolutional neural network [7], widely

used for image segmentation and document binarization,
has been already employed for ECG extraction and de-
tection [8]. For this challenge, this architecture is used



to binarize the generated images, where only the relevant
part of the image is extracted. To do so, the input gray-
scaled images are first resized to 768×960 pixels, then
split into patches of 192×192 each, which are then fed to
the model. The U-Net architecture consists of 5 encod-
ing blocks of 3×3 convolutional layers with [64, 128, 192,
512 and 1024] filters and 2×2 pooling layers, along with
the corresponding decoding blocks and skip connections
[7]. The training strategy uses the generated noisy image
as input and the generated binary counterpart as target, act-
ing as a mask.

Lead box detection
We fine-tuned a pre-trained YOLOv8 [9] model using

the generated ECG paper data-set to perform the lead box
detection. YOLO is a real-time object detection CNN that
offers high detection accuracy and speed. YOLO will pre-
dict the bounding boxes of all present leads in the ECG
paper, but we further need to filter the detected boxes and
associate the appropriate lead names. Under the assump-
tion of a 12-lead ECG paper, we identify the layout of the
principal ECG lead signals (1×12, 2×6, 4×3) by filtering
the median width of predicted lead boxes and regroup them
into different columns using the KMeans clustering algo-
rithm. Some additional post-processing techniques such
as generating boxes that are missing based on the layout,
re-aligning the vertical limits of the boxes, and correcting
aberrant box position (Fig. 3) have been also carried out.

Raw prediction results of finetuned YOLO

Post-processed lead box outputs

Box processing 

Undetected 
leads

Overlapping 
leads

Figure 3. Examples of post-processing YOLO raw outputs
to generate plausible 12-lead boxes.

2.3. Signal extraction and scaling

By combining the outputs of the image processing steps,
we obtain a clean gray-scale image with the corresponding
lead bounding boxes. From these boxes, the signals are ex-
tracted by reading the rows in each column that correspond
to the signal. Since the boxes can be contaminated with
other ECG leads and artifacts, the connected components

algorithm from the OpenCV library is used to isolate the
pixels belonging to the lead signal. This is performed by
first binarizing the box image and then selecting the con-
nected component whose pixels are closest to the median
of the box’s darkest pixels, approximately corresponding
to the isoelectric line. However, crossing ECG traces are
still not eliminated with this approach. To minimize their
effect, the row-wise median of the columns with the dark-
est pixels is picked. In cases of finding two distinct groups
of pixels in one column, the rows closer to the previous
signal value are chosen.

To scale the signals to their original units of acquisition,
the paper’s millimetric grid spacing needs to be estimated
in pixels. We adapted the algorithm from [10] by first sub-
tracting the binarized image to the original one to obtain a
grid-enhanced image, and then finding the first peak of the
auto-correlation signal, corresponding to the grid spacing.
Given the standard vertical scale of 10 mm/mV and the
horizontal scale of 25 mm/s used in medical-grade ECG
papers, the extracted signals are appropriately scaled and
interpolated.

3. Implementation

We fine-tuned a YOLOv8n model for 200 epochs using
the default training settings. The target objects were the
12-lead signals, with the objective of detecting the posi-
tions of the 12-lead signal traces respectively in a given
ECG image. We randomly split the generated data-set into
80% training, 10% validation, 10% testing.

To train the U-Net model, we used the AdamW op-
timizer [11] to update the learning rate, initially set
to 1.17 × 10−3. Since the target values are con-
strained between zero and one, we employed PyTorch’s
BCEWithLogitsLoss function. The images were pro-
cessed in patches of size 192×192, in batches of 3 images.
Training was conducted in Python 3.10, using PyTorch 2
framework, over 15 epochs. Bayesian hyperparameter op-
timization was used to find the optimal learning rate ex-
ploring a range from 1× 10−5 to 1× 10−1, as well as the
batch size, which was varied between 2 and 8.

4. Results and Discussion

To assess our model’s effectiveness in the ECG digitiz-
ing task, the SNR was used. SNR is defined as the ratio be-
tween the power of the ground-truth signal and the power
of the difference of the original and the reconstructed sig-
nals. The model scored 0.447 dB on the hidden validation
data-set (Table 1), indicating its capacity to correctly ex-
tract the lead signals.

Even though our model’s SNR score is satisfactory,
there are still a few areas where it may be improved to fur-
ther improve its performance. For instance, there are cases



where lead box detection fails, which may have an impact
on the precision of signal extraction. Also, the binariza-
tion process is not always perfect, since there are situations
where there are still artifacts present, and can distort the
signal extraction process. Thus, the U-Net model might
gain from being trained on a wider variety of noise and ar-
tifacts. Finally, our existing approach uses the median of
the pixel values to estimate data points when ECG leads
cross each other. Though generally effective, this method
occasionally underestimates the QRS amplitudes, resulting
in less accurate signal reconstruction.

Training Validation Ranking
−0.696 0.447 21/84

Table 1. SNR scores for our selected entry (team Inria
Epione) on the digitization task, including the ranking of
our team on the hidden validation set. We used 2000 sam-
ples to compute the training score, and repeated scoring on
the hidden validation set.

5. Conclusion

This paper presents an efficient three-step model to dig-
itize ECG signals from paper images as part of “The
George B. Moody PhysioNet Challenge 2024”. Using
ECG recordings from the PTB-XL data-set, we generated
realistic ECG paper images. Our approach involves us-
ing a U-Net model for image binarization and a fine-tuned
YOLO model for detecting the regions occupied by each
lead. While our model achieves a satisfactory SNR score
of 0.447 on the hidden validation set, there are still areas
for improvement, namely on lead box detection and signal
extraction in cases where ECG leads cross each other.
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