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FruitBin: a tunable large-scale dataset for advancing 6D pose 
estimation in fruit bin-picking automation
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FruitBin dataset and benchmarksIntroduction
Bin picking, essential in various industries, depends on accurate object 
segmentation and 6D pose estimation for successful grasping and 
manipulation. Existing datasets for deep learning methods often 
involve simple scenarios with singular objects or minimal clustering, 
reducing the effectiveness of benchmarking in bin picking scenarios. 
To address this, we introduce FruitBin, a dataset featuring over 1 
million images and 40 million 6D poses in challenging fruit bin 
scenarios. FruitBin encompasses all main challenges, such as 
symmetric and asymmetric fruits, textured and non-textured objects, 
and varied lighting conditions. We demonstrate its versatility by 
creating customizable benchmarks for new scene and camera 
viewpoint generalization, each divided into four occlusion levels to 
study occlusion robustness. Evaluating three 6D pose estimation 
models—PVNet, DenseFusion, and GDRNPP—highlights the 
limitations of current state-of-the-art models and quantitatively shows 
the impact of occlusion. Additionally, FruitBin is integrated within a 
robotic software, enabling direct testing and benchmarking of vision 
models for robot learning and grasping. The associated code and 
dataset can be found on: https://gitlab.liris.cnrs.fr/gduret/fruitbin.
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Table 1: Comparison of 6D pose datasets with their diverse 
challenges (R: Real, S: Synthetic, Occ: Occlusion, C: Clutter, MI: 
Multiple Instances, BP: Bin Picking, TL:Textureless, L: Light variety). 
Rob-Env indicates whether the dataset is integrable for application in 
a robotic environment.

FruitBin offers multiple advantages:
  • The largest 6D-oriented dataset
  • A dedicated fruit bin picking dataset
  • All major challenges combined in one dataset
  • Integration into robotic software

The FruitBin dataset was generated using PickSim 
with:
  • lighting randomization
  • random number of objects
  • 15 camera positions
  • full 6D pose annotations

Fig. 1: Examples of annotations generated with PickSim.
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Figure 3: examples of images from Fruitbin dataset, top row are showing 
diversities of lighting and bottom rows are showing variation of camera 
views. 

The large scale of the dataset allow for 
sampling specific scenario benchmark 
generation : 
  • Scene generalization
  • Camera view point generalization
  • Occlusion robustness
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Figure 2: Statistical figures depict the image counts for each fruit 
category across the four occlusion ranges for both types of 
benchmarks (scene and camera generalization), further 
segmented by the train (Train), evaluation (Eval), and testing 
partitions (Test). 

Benchmarks scenarios has been evaluated with 
three 6D pose estimation methods :
  • PVnet [1]
  • Densefusion[2] 
  • GDRNPP [3]

FruitBin demonstrates its challenges over texture 
or texture-less objects, occlusion rates and scene 
variation.  

Table 2: Success rates of DenseFusion, PVNet, and GDRNPP 
models on scene and camera benchmarks with varying occlusion 
levels. The upper part shows scene generalization, and the lower 
part shows camera generalization. Asymmetric objects are 
marked with an asterisk(*), and bold numbers indicate the best 
results for each benchmark. The last column shows the average 
performance across all fruits.

Figure 4: Precise evaluation of DenseFusion, PVNet and 
GDRNPP models, trained on the 0-90% occlusion 
benchmarks, across different occlusion level partitions.

Figure 5 : The left image shows the original input. The middle and right 
images demonstrate examples of background generation using 
diffusion models.

A current limitation is the lack of variation in 
instances and real-world applications. Future 
work may consider:
   • Category-based 6D pose estimation
   • Enhancing rendering techniques
   • 6D pose-based robotic grasping
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