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EXTENDED ABSTRACT 

In light of the impact of digitalization on healthcare, along with the scarcity of professionals 

and the escalating expenses associated with accessing care, digital tools such as chatbots 

(Woebot and Nuna) have been created to promote well-being through accessibility and 

continuous support, offering non-judgmental and cost-effective alternatives to professional care 

(Inkster et al., 2018; Lin et al., 2023). Among the factors that influence the effectiveness of 

these well-being chatbots, anthropomorphization—assigning human-like attributes, including 

gender—plays a critical role (Rapp et al., 2021). 

Previous studies have shown that gender stereotypes influence perceptions of chatbots. Female 

chatbots often appear more human and are better at meeting users' needs, potentially due to 

stereotypical associations of women with warmth and communal traits (Borau et al., 2021; Nass 

et al., 1994). These human attributes can enhance user interaction, leading to increased 

willingness to engage with the chatbot (Belanche et al., 2021). Despite extensive research in 

commercial settings, the impact of chatbot gender in non-commercial contexts, particularly 

well-being, remains underexplored (Borau et al., 2021). 

This study investigates how the gender of text-based chatbots affects users' perceptions of 

agency, communality, trust, and intention to use the chatbot for well-being purposes. It 

hypothesizes that female-gendered chatbots elicit more positive attitudes, greater trust, and 

higher intentions to use than male-gendered chatbots. Also, relying on the stereotype content 

model (SCM) (Fiske et al., 2007), the warmth and competence framework (Belanche et al, 

2021;) and Novak and Hoffman’s Assemblage Theory (2018), this research assumes that 

Female (male)-gendered chatbots are perceived more communal (agentic) than male-gendered 

chatbots. Agentic orientation involves instrumentality, dominance, and competence in the 

pursuit of individuating the self. Communal orientation involves cooperativeness, helpfulness, 

and trustworthiness. Finally, following Pitardi et al. (2022) or Zogaj et al. (2023), this research 

assumes that the congruence of chatbot and user genders leads to more favourable evaluations. 

Methodology 

A total of 301 participants from the Prolific panel completed an online questionnaire, resulting 

in a final sample of 297 after excluding inconsistent responses. Participants were randomly 

assigned to interact with either a male-gendered or female-gendered chatbot. Gender was 

manipulated using names and avatars following Borau et al. (2021), ensuring correct gender 

assignment through pre-tests. 

Measures for agency and communality were adapted from Eyssel and Hegel (2012), while trust, 

attitude, and behavioral intentions were measured using scales from Pitardi and Mariott (2021), 

Borau et al. (2021), and Liu and Tao (2022), respectively. Data were analysed using SPSS 

(version 28). 
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Main findings 

ANOVA results indicated no significant direct effect of chatbot gender on attitude (X̄Male = -

0.101, X̄Female = 0.104, F = 3.190, p = 0.075) or behavioral intentions (X̄Male = -0.066, X̄Female = 

0.068, F = 1.371, p = 0.243). However, female-gendered chatbots generated higher trust (X̄Male 

= -0.135, X̄Female = 0.139, F = 2.037, p = 0.017). There were no significant differences in 

perceived communality or agency based on chatbot gender. 

Regression analyses confirmed that both agency (F = 78.76, p < 0.001, R = 0.456) and 

communality (F = 68.13, p < 0.001, R = 0.430) positively influenced trust. Trust significantly 

impacted both attitude (F = 255, p < 0.001, R = 0.678) and behavioral intentions (F = 171.5, p 

< 0.001, R = 0.603). Attitude also significantly influenced behavioral intentions (F = 457.2, p 

< 0.001, R = 0.777). 

Moderation analysis using Macro Process Model 1 (Hayes, 2013) revealed no significant 

moderating effect of user's gender on the relationships between chatbot gender and trust, 

attitude, or behavioral intentions. 

Discussion 

Findings suggest that agency and communality significantly influence trust and intention to use 

well-being chatbots. Trustworthy chatbots, perceived as competent, informative, polite, and 

empathetic, foster favorable attitudes and higher usage intentions (Følstad et al., 2018; Yen & 

Chiang, 2021; Wang et al., 2007). Contrary to expectations, chatbot gender did not significantly 

impact perceptions of agency or communality. The lack of influence may be attributed to the 

scenario-based experimental protocol, which may not have provided sufficient immersion for 

participants to form robust perceptions (Chung et al., 2018). 

The study assesses the effectiveness of chatbots in mental health and well-being situations and 

highlights factors influencing user experience with well-being chatbots. It contributes to the 

literature on AI and gender by confirming that human gender stereotypes are transferred to 

chatbots through names and visual cues. It extends the concepts of agency and communality to 

chatbots as determinants of trust, attitudes, and behavioral intentions. For AI designers, the 

study emphasizes the importance of aligning chatbot attributes with intended objectives and 

brand image to enhance user engagement.  

Limitations and Future Research 

This exploratory study manipulated chatbot gender using names and avatars. Future research 

could enhance gender cues through voice and language style manipulations (Rapp et al., 2021). 

Real-time interaction with chatbots may improve ecological validity and better capture user 

perceptions of agency and communality. Such designs should carefully follow ethical 

guidelines, given the potential risks in well-being and mental health domains (Lin et al., 2023). 
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