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ABSTRACT

We study the use of von Neumann entropy constraints for obtaining lower bounds on the ground energy of quantum many-body systems.
Known methods for obtaining certificates on the ground energy typically use consistency of local observables and are expressed as semidefinite
programming relaxations. The local marginals defined by such a relaxation do not necessarily satisfy entropy inequalities that follow from
the existence of a global state. Here, we propose to add such entropy constraints that lead to tighter convex relaxations for the ground energy
problem. We give analytical and numerical results illustrating the advantages of such entropy constraints. We also show limitations of the
entropy constraints we construct: they are implied by doubling the number of sites in the relaxation and as a result they can at best lead to a
quadratic improvement in terms of the matrix sizes of the variables. We explain the relation to a method for approximating the free energy
known as the Markov Entropy Decomposition method.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0159108

I. INTRODUCTION

A fundamental computational problem in quantum many-body theory is to compute the ground energy of local Hamiltonians. Consider

a multipartite Hilbert space H = ®UEV(Cd with local dimension d, on a finite set of sites V. A k-local Hamiltonian, is a Hermitian operator on
H defined as

H=S ha, (1)

4¢()

where each of the hy is a Hermitian operator acting nontrivially only on the set A c V, and ( ‘,:) is the set of subsets of V of size k. In this
paper, we will be mostly interested in 2-local Hamiltonians, where the interaction can be modeled by a graph G = (V, E) on the set of sites V,
and where a Hamiltonian term /;; is attached to each edge ij € E:

H= Z hzj' (2)

ijeE

The ground energy of H is defined as its smallest eigenvalue. Due to the special structure of H, its matrix representation is generally sparse
and thus one can apply standard methods such as Lanczos iterations' to compute its minimal eigenvalue. However, since the dimension of
H grows exponentially with | V|, this is only feasible for moderate values of |V|. It is of considerable theoretical and practical interest to find
efficient algorithms, that scale polynomially in | V], to approximate the ground energy of local Hamiltonians.””

The smallest eigenvalue of H admits the following variational formulation:

Amin (H) = min M (3)
ver (y.y)
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Variational methods posit a certain form for the state = y,, and find the value of the parameters 6 that minimize the objective function of
(3). As such, these methods provide upper bounds on Amin (H). A prominent example are tensor network states,”” which have been extremely
successful and in particular give provably efficient algorithms for gapped systems in one dimension.’

Another class of methods that have been studied in the literature are based on convex relaxations and provide lower bounds on Amin (H).
For 2-local Hamiltonians H of the form (2), computing the energy (y, Hy) only requires knowledge of the two-body marginals p;; of ) {y/
for ij € E. If we denote by C the set of two-body marginals that are consistent with a global state on V, i.e.,

C=Cyhvp= {(Pij)ijeE :dpe D(@vevcd), s.t. pij = TrV\{i,j}P} (4)

where D(H) denotes the set of density operators on a Hilbert space H, then one can write the ground energy problem for a 2-local
Hamiltonian (2) as a linear optimization problem over C:
/\min(H) = min Z Tr [h,]p,]] (5)
(pi)eC ek
To make this approach tractable, it is required to have a computationally efficient representation of the convex set C. Unfortunately, it is highly
likely that C does not have any simple representation, e.g., it is known that the problem of checking membership in C, (1) is QMA-hard.”

Rather than aiming to describe C, we are interested in constructing efficient outer relaxations of C, i.e., tractable convex sets C such that
C c C. Replacing C by C in (5) would then yield a lower bound on Amin(H). Such relaxations C can be constructed by identifying necessary
conditions that any set of marginals (pl]) which are globally consistent must satisfy. Most relaxations that have been constructed in the
literature are based on semidefinite programming (SDP). We describe here the most popular approaches:

o A simple relaxation can be obtained by simply imposing that the two-body marginals are consistent on the intersection of their
supports, i.e., one can take

CE = {(py)ier 1 py 20, Trp =1 VijeE
and Trj pyj = Trjr pyr Vij, ij’ e E} (6)

This relaxation can be made tighter by introducing higher-order marginals of p, namely one can consider

o 1%
Cr = {(sz)zjez : 3(ps)isistr ps20.Trps=1 VSe ( ! )

v @)
and Trg\g ps = Trg \spy VS, S ( ; )}

It is clear that C = Cx° ¢ Choy € --- c Cy° c Cg<, where N = |V|.

e The Lasserre/sum-of-squares relaxation'’ ' stems from the observation that if ) is a global state on H, then (y, O'Oy) > 0 for
any observable O acting on H. In particular if O is a I-local operator, then OO is at most 2I-local, and (y, OTOy) is linear in the
expectation values mr = (y, Fy) of 2l-local observables F. It turns out that the infinite family of constraints

(w,0'0y) >0 VO I-local observable on H (8)

can be encoded as a single positive semidefinite (psd) constraint of a matrix whose entries are linear in the expectation values (mF).
More precisely the matrix is indexed by strings of product operators, each taken from an operator basis, up to weight I. For two such
operators O, P, the (O, P) entry of the matrix is then given by the expectation value of the product O' P. Requiring this matrix to be
psd corresponds to the constraint (8). The corresponding relaxation C;* can then be expressed as

) = {(pg)ije}g :Tr[pjl = Lpj=), m, 0" ® o and psd constraint (8)}
ap i

where ¢ is an orthonormal basis of operators acting on C*. Since it allows more flexible choices of operators to be included in the
basis, the Lasserre hierarchy is a customary choice for settings without an underlying lattice geometry such as problems from quantum
chemistry.

Main contributions. In this paper, we are interested in relaxations for the convex set C that go beyond semidefinite programming. In
particular, we are interested in relaxations that use entropies of the local marginals. Recall that the von Neumann entropy of the system A for
the state p is defined by

S(A)p = =Tr pa log pa,
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FIG. 1. We compare the sets of valid states on three sites (blue, inner curved line), 2-body marginal relaxations (black triangle), and the entropy constrained marginals fulfilling
S(2[1) + S(2|3) > 0 (red, outer curved line). We also depict the linear inequality mentioned in Eq. (16) (orange, dashed).

where p, denotes the reduced state of p on the system A. In addition, the conditional entropy is defined by
S(A[B), = S(AB), — S(B),-

An important property about the latter is that it is concave in p,, ;; this follows from the identity
S(AIB), = =D(pas|14 ® ps)

where D(p|lo) = Tr[p(logp — log o) ] is the relative entropy function, which is jointly convex in (p, 0)."”

The main contribution of this paper is to study two families of entropy constraints that yield new strengthened relaxations for the ground
energy problem. These relaxations are obtained by imposing inequalities on the conditional entropies of local marginals of the global state,
and can be combined with any of the existing semidefinite relaxations. By virtue of the concavity of the conditional entropy function, these
relaxations are all convex and can be solved efficiently using tools from convex optimization.'*"”

The first family of entropy constraints come from weak monotonicity, see Sec. II, and the second family of constraints, that we call
Markov Entropy Decomposition (MED) constraints, are motivated by the work of Poulin and Hastings'® and are based on combining the
chain rule together with strong subadditivity, see Sec. I1I. In Sec. IV, we consider both families in the special case of infinite lattice systems.
Though weak monotonocity constraints are in many cases stronger than MED constraints, we show that in general the two families are not
comparable. Our main message is that for many natural Hamiltonians, imposing entropy constraints can lead to significantly tighter bounds
compared to simple consistency conditions captured by C°. Families of examples are presented in Fig. | and detailed in Sec. IT A and then the
Heisenberg XXZ-chain is discussed in Sec. V. We also show limitations on the gains that can be obtained using weak monotonicity constraints
(and also MED in many settings): entropy constraints involving / sites are implied by consistency constraints on 2 — 1 sites, see Eq. (12). Asa
result, as the size of the matrix variables involved in C)°° is exponential in [, entropy constraints can at most lead to a quadratic improvement
in terms of the size of the matrix variables.

We note that weak monotonicity has been mentioned previously as a necessary condition for global consistency in Ref. 19. Another
related work considered entropic constraints to the number of orthogonal pure state extensions in a quantum marginal problem.”’

An intriguing open question arising from our work is to construct other entropy constraints that could lead to tighter relaxations. This
question is related to obtaining inequalities for the so-called quantum entropy cone (see e.g., Ref. 21) though it differs in several respects: in
our case, the dimension of the subsystems is fixed, the number of systems involved is bounded by [, and in order to obtain convex relaxations,
we look for expressions that are concave in the state p, e.g., conical linear combinations of conditional entropies.

Il. WEAK MONOTONICITY CONSTRAINTS
We start by recalling the following well-known entropy inequality, also known as weak monotonicity.
Lemma 2.1 (Weak monotonicity). For any state p - on systems ABC, we have
S(A|B), + S(A|C), 2 0. )
Proof. Letp,p -, beapurification of p, -, i.e., p,pp is rank-one and Trp(p,pep) = Papc- We have, using the fact that p,, - is pure,

S(A|B)p = S(AB)P - S(B)P = S(CD)p - S(ACD)p = —S(A|CD),; 2 _S(A|C)P’
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where we used strong subadditivity, i.e., the property that S(A|C) > S(A|CD). ]

There are two important features of this inequality that we want to highlight: the first one is that it does not involve the global state of p
on ABC, but only the marginals of p on AB and AC. The second important aspect is that the inequality (9) defines a convex region in the space
of marginals (p,,,p,.)- This is a consequence of the concavity of the conditional entropy function. For these reasons, the inequality can be
used to strengthen the semidefinite relaxations C defined earlier, as follows. For example, the set of 2-body locally consistent marginals Cy*

can be strengthened by adding the following scalar inequalities:
S(ilj)p + S(ilk), >0 V1 <i,j,k < ndistinct. (10)

In general, if one considers relaxations involving marginals on I > 2 sites, one can include all weak monotonicity inequalities (9) for all
disjoint sets A, B, C ¢ V such that |AB| < I and |AC| < I. The next lemma shows that it is indeed sufficient to consider only inequalities where
|A|=1,and |B| = |C|=1-1,1ie,

A v
o’ = {(Pij)ijeE :3(ps)isn ps20,Trps=1 VSe ( ; )

\%4
and Try g ps = Trg\gps VS, € ( ; ) (11

and S(A[B) + S(A|C) > 0 V|A| = 1,B,C ¢ (lv_\?)disjoint}.

Lemma 2.2. Let |V|>2l-1and (PS)Se( vy be a set of locally consistent marginals satisfying weak monotonicity S(A|B), + S(A|C), > 0 for
I

any disjoint A, B and C with |A| = 1 and |B| = |C| = I — 1. Then the same weak monotonicity inequality holds for any disjoint sets A, B and C of
any size (as long as it is defined, i.e., |AB|, |AC| < I).

Proof. For |A| = 1and B, C of any size at most ] — 1, the proof directly follows from the data-processing inequality for conditional entropy.
If |[A| = m > 1, let the elements of A be A; ... A,, with A; € V and use the chain rule to expand S(A|B) and S(A|C) in a telescoping sum that
cancels all but the first and last terms

m

1
S(AIB), + S(A|C), = >_ S(AilA1 ... AiliB)p + Y, S(AilAis1 ... AnC),

i=m

M=

= S(A,|A1 .. ~Ai—lB)p + S(A,'|Ai+1 .. AmC),,

i

I
—_

Using the fact that |AB| < I, we have that |[A; ... A;_1B| < I—-1foranyie€ {1,...,m} and similarly for C, together with the fact that A; ... A;_| B
and Ajy1 ... AnC are disjoint we obtain that S(A|B), + S(A|C), > 0. ]

We remark that the Lemma still holds if the marginal relaxation is not defined for all I-site subsets, as long as it contains the marginals
and entropy inequalities that appear in the proof.

Notice that if p,, and p, . are classical probability distributions, or more generally if p,; and p, are separable quantum states, then
conditional entropies are nonnegative and thereby Eq. (9) is automatically satisfied, even without assuming the existence of a global state p , 5 .
As aresult, imposing the weak monotonicity inequality is useless for classical Hamiltonians. Furthermore, we note that the weak monotonicity
inequalities at level / are automatically implied by the level 2] - 1 local consistency relaxation, i.e.,

’C\lﬁil c E?NM c E}OC. (12)

This is simply because the level 2/ — 1 ensures that the marginals are consistent with a valid quantum state on ABC, for which weak
monotonicity is known to hold.

While this means weak monotonicity constraints cannot help more than doubling the number of sites in the marginal relaxation, it
should be noted that this corresponds to squaring the size of each variable in the semidefinite program.

Graphical illustration. We end this section by graphically illustrating the effect of the entropy constraints. Consider the problem of
characterizing the {1,2} and {2, 3}-body marginals of a 3-site qubit state p = p, ., i.e,,

{(P12>P23) LpPi = Tr\{i,j} P123 forsomepm € D((C2)®3)}

Figure 1 shows a particular two-dimensional projection of this set on Bell states, namely

(p12p23) = (Tr[(prz + p2s) /21w Ny |1 Tr [(pr2 + p23) /2167 ) (¢ 7[])-
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A. Quantitative advantage

In this section we analyze quantitatively the advantage that entropy constraints can provide for estimating the ground energy of certain
local Hamiltonians.
A Hamiltonian on three sites. We start by looking at a Hamiltonian defined on a 3-node graph given by

H = hiy + ha,

where

1, oo, Lo v
hiz=—Sly Ny he ks ==y My s

and |y~) = (|01) - |10))/+/2. The ground energy of this Hamiltonian is Amin (H) = —3/4. Using the relaxation C5*, we get the (trivial) lower
bound —-1: indeed a valid locally consistent assignment of 2-body marginals is

pr2=ps =y Ny | (13)

as all 1-body marginals are consistently equal to the maximally mixed state 1/2. However, this violates the monogamy of entanglement
property as for a valid global state, 2 cannot be maximally entangled with 1 and 3. This violation of monogamy is to some extent captured
by entropy constraints coming from weak monotonicity. Indeed, the assignment (13) violates the inequality S(2|1), + S(2|3), > 0 since the
left-hand side in this case is equal to 2. In fact, by optimizing the Hamiltonian H over the relaxation Cy' ™ we get a value that is ~—0.811 > —1,
ie.,

min . Tr [hIZPIZ] +Tr [l’l23p23] > —0.811. (14)

(py)ecy™

Graphically this value can be seen in Fig. 1 as the x-component of the rightmost point of the red convex set, whereas the true value —0.75 is
for the blue convex set.

Remark 2.3 (Exploiting symmetries). In the above example, one can actually use the symmetries of the Hamiltonian to simplify the
entropy constraints. As the Hamiltonian commutes with the unitary operation of exchanging subsystems 1 and 3, the minimizer can be chosen
to obey the same symmetry. For that state we have $(2|1) = S(2/3), and so the weak monotonicity inequality becomes simply S(2|1) > 0. We
will see more examples of similar arguments when we consider translation-invariant Hamiltonians in Sec. I'V.

Larger graphs. We now show that the advantage of entropy constraints extends to Hamiltonians on arbitrary graphs. Consider a
Hamiltonian defined on a general connected graph G = (V, E) of the form

H=Y hy hij =y Wy '|; VijeE (15)

ijeE

While the simple relaxation Cy* yields a trivial lower bound of —|E| on Amin(H), one can show that the relaxation incorporating the weak
monotonicity constraints S(i|j) + S(ilk) > 0 will have a value > —0.811|E|. More precisely, we prove:

Theorem 2.4. For the Hamiltonian (15) defined on a connected graph G = (V, E), we have

—|E[ = min 3" Tr[hep.] <-0.811|E-1]-1< min > Tr[hep.].

(pe) €T e (pe)€CY M ecE

The key to proving this theorem is the following proposition, which allows us to decompose the edges E of the graph into disjoint pairs
of adjacent edges.

Proposition 2.5. For any connected graph G = (V, E), there exists aset P = {{f1,g,}>. .., {fm &,,} } of disjoint pairs of adjacent edges (i.e.,
fi € Eand g, € E share a node for each i, and {fi, g;} n {fj,gj} = for all i + j) that covers all edges of the graph for an even number of edges and
all but one in the case of an odd number of edges.

Proof. See Appendix A. O

Proof of Theorem 2.4. We use the decomposition of the edge set P from Proposition 2.5 and write

H= Z (l’lf +]’lg) + 6oddhe
{fg}eP
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where 8,44 = 1 if the graph has an odd number of edges with e the unmatched edge and 8,44 = 0 otherwise. We estimate

min Tr [hepe ] > min Tr[h +Tr[h + &,
(pe)efE'M; Lhepe] ({f%Ep(pe)e€;VM [rps] [gpg]) dd

> ~0.811(|E| = oda) — Goda

where we bounded for each term the objective by the optimal value for the entropy constrained value of the 3-node graph from Eq. (14). 0O

We remark that for this problem, we chose a smaller set of marginals and entropy constraints motivated by the structure of the problem
rather than simply all possible constraints for the given size of marginals.

These examples are unweighted instances of the quantum version of the Max-Cut problem that has been widely studied in the
literature.”” *” These works consider semidefinite relaxations of this problem and then round the solutions of the semidefinite program to
a valid global quantum state. In order to do this, for example in Ref. 23, it is shown that any (p,,, p,;) coming from the relaxation C5* satisfies

the linear inequality

%(Tr [pr2lw ™ )y li2] + Tr [pasly ™ )y |23]) < 0.75. (16)

This can be interpreted in terms of Fig. 1: it shows that Eq. (16) leads to a tight bound when optimizing the linear function defined by |y~ )(y |
on sites 12 and 23. The entropy constraint performs worse in the directions of the Bell states as seen in Fig. | and in Eq. (14), but it is better in
some other directions.

Larger marginals. We extend the above example to show how nontrivial entropy constraints can be easily constructed for any choice
k > 2 of number of sites considered by the marginal. Let us consider a k-local Hamiltonian, where each term is given by a projector on the
GHZ-state h, = —|GHZ)(GHZ|, which is given by |GHZ) = (|0 ...0) +|1 ...1))/+v/2 and e is a subset of the sites of size k. Again, for the
k-site relaxation the optimal solution is to assign a projector onto the GHZ-state to every marginal p, = |GHZ)(GHZ|, which are all locally
consistent. However, the conditional entropy for the GHZ state S(1...ii+ 1...k) = —1 is negative. As a result, for two distinct subsets e
and f of size k that have a nonempty intersection, if we write e = AB and f = AC, the weak monotonicity constraint S(A|B) + S(A|C) > 0 is
violated. For concreteness, let V = 1... (2] - 1) and consider hyperedges e=1...L, f =1... (2]~ 1) and consider the Hamiltonian h, + hy.
For the relaxation we specify the marginals p,, p, subject to local consistency on site / and the weak monotonicity constraint

S ... l-1)+8(I+1 ...21-1) >0
In fact, due to the symmetry of the problem, this can be reduced to the optimization

i Tr [hepe]. 17
o sitin, L, TrLhepe] a7

For any [, this problem is related to the problem at [ = 2 by the local isometry U;_;. j-; =]0...0){0| + |1...1)(1]. Since this local isometry
leaves the conditional entropy invariant the optimal value of Eq. (17) does not depend on ] and is thereby equal to ~—0.811 as in the previously
encountered example Eq. (14).

Lasserre/SoS-hierarchy. We omit a detailed study of the enhancement of the Lasserre hierarchy mentioned in the introduction via
entropy constraints, but comment on some previous results and future directions. The Lasserre hierarchy at level [ provides expectation
values on up to 2I sites, but only guarantees that they are consistent with a density matrix for up to I sites. Thereby, it is not possible to define
any entropy constraints (involving at least two sites) at the first level. To circumvent the lack of positivity, in Ref. 23 a level 1.5 of the Lasserre
hierarchy is introduced that strengthens the level 1 by an explicit positivity constraint on the 2-site marginals. In fact, it is used for the analysis
of star graphs including the one in this section, for which it yields an optimal value of 0.862. Since this is a worse approximation compared to
the entropy constrained value we obtain this shows that there is room for improvement using the entropy constraint, which can be defined
for the Lasserre 1.5. It is a future direction to find explicit improvements also at higher levels of the Lasserre hierarchy. They can be imposed
whenever the constraints of the hierarchy enforce the positivity of the marginals involved in the entropy constraints.

I1l. MARKOV ENTROPY DECOMPOSITION

In this section we derive another family of entropy constraints that one can impose on the set of globally consistent marginals. We call
these inequalities Markov Entropy Decomposition (MED) inequalities, because they have appeared in Ref. 18 in the context of deriving lower
bounds on the free energy of a Hamiltonian H. The next lemma briefly describes the family of inequalities. We explain the connection to the
free energy later.

Lemma 3.1 (Markov entropy decomposition inequalities). Let p be a density operator acting on the Hilbert space corresponding to the sites
V. Consider an ordering 1,...,N = |V| of the sites in V, and for each i€ {1,...,N}, let Nic {1,...,i— 1} be a subset of the sites appearing
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before i (in the chosen order) with |Ni| <1- 1. Then forany1 <k <N
k

i=1

Proof. We have, using the chain rule and strong subadditivity:

0<S(1...k), = S(1), +S(2/1), + S(3[12), + -+ S(K[1 ... k—1), < i SN,

O

We see that the inequalities (18) only involve the marginals of p on at most [ sites (since | V| < I - 1) and that they define a convex region
in the space of these marginals. Thus these inequalities can be used to strengthen the relaxations a"c. We note that there is an MED inequality
for each choice of ordering of the sites in V, and each choice of Markov shields Ny c {1,...,i—1}.

A. Relationship with weak monotonicity

A natural question is whether the MED inequalities are equivalent to the weak monotonicity inequalities derived in the previous section.
The answer in general is no, and we show in this section that the two relaxations are incomparable.

However, we first observe that some simple MED inequalities are implied by the weak monotonicity inequalities. For example consider
the case where the Markov shields \; consist of the (at most) [ — 1 sites that are immediately preceding the site i in the chosen order, i.e., N;
= N ={max(l,i—1+1),...,i—1}. Then one can show that the MED inequality is implied by the weak monotonicity inequalities. Indeed,
let N be the (at most) I — 1 sites that are immediately following the site i in the chosen order, i.e., N7 = {i+1,...,min (k,i+[-1)}. The
MED inequality states

k
> S(HINT) > 0. (19)
i=1
One can check that Y5, S(|A7) = $X, S(i| N'T), and so the inequality above can be equivalently written as
k
3 S3HNT) +SUHNT) >0,
i=1

Now it suffices to observe that for each i, S(i N'7) + S(i| N'7) > 0 is implied by weak monotonicity.

We now give two examples showing that MED and weak monotonicity constraints are in general inequivalent.

Weak monotonicity does not imply MED. We construct a set of 2-body locally consistent states on N sites (for N large enough) that
violate a certain MED inequality but are consistent with all possible weak monotonicity constraints of the form (10). The 2-body marginals
are defined as follows (for i,j > 2):

pri =My )y |+ (1-2)(1/2©(0)(0])
pir = (A1/2+ (1-1)[0)(0))*

Here, [y~ = (J01) — |10))/+/2 as before. The entropies of the single-body and two-body marginals are

S(1)=1 and s(i):h(l—%) and S(ij):zh(l—%) ij>2

where h is the binary entropy function, which is concave, continuous and satisfies #(1) = 0 and h(1/2) = 1. We omit an explicit formula for
the entropy of the two-body marginal S(1i), but it is also concave, continuous, and equal to 1 if A = 0, and 0 if A = 1.
This means we can pick 0 < A < 1 such that S(1]i) + S(1]j) = 28(14) — 2h(1 - A/2) = 0. Furthermore,
S(ilj) + S@i1) = h(1 = A/2) + S(i1) - 1
>A+(1-1)-1=0,
where we applied concavity of h and the entropy function. Finally, S(i|j) + S(ilk) > 0 for i,, k > 2, because both marginals are product states,

so all weak monotonicity constraints that can be defined for 2-site marginals are satisfied.
However, let us consider the MED inequality

0<S(1)+ i S(il1) = 1+ N(8(1i) - 1),
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Since 0 < S(1i) = h(1 - A/2) < 1 (h s strictly decreasing on [1/2, 1]), we see that the right-hand side becomes negative for sufficiently large N
(N = 8 is sufficient).

MED does not imply weak monotonicity. We now construct a set of 2-body locally consistent states on N = 3 sites that satisfy all the
MED inequalities but violate some weak monotonicity inequalities. We choose for all ij

pi =Aly Wy [+ (1-21)1/4 (20)

with A such that —1/2 < §(i]j) < 0. This is possible due to the continuity in A and the fact that it takes the values 1 and -1 for A =0 and A = 1
respectively. This choice violates weak monotonicity as all conditional entropies are negative. Due to the permutation invariance, the only
relevant MED constraints to be checked are

S(1) +S(2]1) +S(32) > 0
S(1) +S(2|1) +S(3|1) > 0.

These are satisfied since S(1) = 1 and each S(i|j) > —1/2.

Remark 3.2. We note that on three sites, the 2-body MED constraints are all implied by weak monotonicity. Indeed, the MED constraints

are all of the form
S(i) + S(jli) + S(k[j) = 0

for all choices of i, j, k distinct. The only other choice S(i) + S(j|i) + S(k|i) = S(j) + S(ilj) + S(k|i) is in fact equivalent. This is precisely of the
form (19) where the sites are ordered as i < j < k, which have been shown to be implied by the weak monotonicity constraints. The above
example (20) thus shows that the weak monotonicity constraints are strictly stronger than the MED constraints on three sites.

B. Connection with the free energy

The expression appearing in the MED inequalities was used in Ref. 18 to derive lower bounds on the free energy F(T) of the Hamiltonian
H on sites V at temperature T. Recall that the free energy is given by the following variational formula

F(T) = m;n {Tr[Hp] - TS(V),},

where the minimization is over all density operators p acting on the Hilbert space of all the sites in V. As opposed to the ground energy
problem, the objective does not only depend on few-site marginals as the entropy function involves the global density matrix and its spectrum.
The entropy however can be decomposed into conditional entropies which can be upper bounded using the strong subadditivity inequality:
Considering an order of the sites 1,. .., N, we write

S(V)p =S(1)p, +S(21)p+---+S(N]1 ...N~-1)
N
S; S(i| N,

again using Markov shields N c {1,...,i— 1} defining the sites that are taken into account in the conditioning. The intuition in choosing
these is that sites that are far away in the hypergraph distance induced by the interaction hypergraph have only small correlation as measured
by the conditional mutual information (CMI), see for example Ref. 28 for a result in 1D. The CMI is also equal to the error made in the
approximation using strong subadditivity. This relaxation can now again be computed by just the marginals on {i} U N and the supports of
the Hamiltonian terms and therefore allows for a further relaxation as explained in the previous section:

F(T) = min {Tr[Hp] - TS(p)}

N 21
> min {Z Tr [hepe] — TZ S(i|./\/i)} := MED(T)

(pyece | 5

Here, 1 is chosen sufficiently large to define all conditional entropies and interaction terms.

Lower bounds for the ground energy. It has been pointed out in Ref. 18 that while the free energy F(T) is a decreasing function of T, its
MED approximation MED(T) need not be. At every temperature, however, we have MED(T) < F(T) < F(0), which is to say that the MED
lower bounds the ground energy F(0). We can maximize this lower bound over T to obtain the best lower bound on the ground energy at
that level. It is easy to see that maximizing the expression for MED(T) in (21) corresponds to adding the MED term as an inequality, i.e.,

F(0) > m?xMED(T) = min_ > Tr[hep.].
e

] (pe)€Ty*
>N S3|N;)20
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IV. INFINITE SYSTEMS

A practically relevant case of the above methods are lattice systems. We start this section by discussing the application of weak
monotonicity to one-dimensional translation-invariant systems.
One-dimensional systems. We consider a translation-invariant Hamiltonian H acting on a chain of length m of the form

H{im) = Y hiin
i=1

where the interaction terms h; ;4 act on sites i and i + 1, and are translates of the same Hermitian operator h acting on two sites C?®C% We
use periodic boundary conditions, i.e., we identify m + 1 with 1. We can define the ground energy per site of the infinite system as the limit

1 1
eo(h) = lim —Amin(Hj ) = lim — min Tr [Hiimpm]- (22)
0( ) m=>oom ( . ]) m=00 M p. e D(®ye1,m)C') [ [1m)f ]

The existence of the limit above is shown in Appendix B; in fact we show that in the minimization problems in (22), it is equivalent to restrict
to just a single interaction term while taking p  translation-invariant, i.e., satisfying Tr1[p, ] = Tru[p,,], since for such translation-invariant

states the two-body marginals p,,,...,p,,_, , are all equal. This allows us to express the ground energy density eo (%) in the following way

eo(h) = min Tr [hp],
pect

where C™ is the set of two-body density matrices that are extendible to an infinite translation-invariant system, i.e.,

cm - {pe D((Cd ® (Cd) :Vm 3pm € D(®UE[1,m](Cd), p =Triulpm]s Trilpm] = Ttm[pm]}. (23)

A “local” relaxation of this set can be defined in a similar way as discussed previously, and leads to

’@}OC’TI = {p € D((Cd ® (Cd) :3p € D(®ve[1,z](Cd), p=Trnlpds Tri[p] = Tr,[pl]}. (24)
We prove in Appendix B that for any h, the value
min Tr[hp]
pefinc,ﬂ

converges to eg(h) as | - oo at the rate O(1/1).
Using weak monotonicity and translation-invariance, one can strengthen the relaxation (24) by adding the inequality S(/]1...1-1) > 0,
leading to:

™ = {pe D(C' & C) 3pr € D(@yepnCY),

(25)
p=Trsylpd, Trilp] = Trlpd, SUIT ... 1-1) > 0},
The next theorem shows that the above is a valid relaxation, and moreover that the resulting relaxation cannot be better than /(?lz‘f_fl
Theorem 4.1.
’élz(;g"{l c E;NM,TI c ’éioc,TI
Proof. The second inclusion is immediate. To prove the first one we start from a translation-invariant state on sites 1,...,2/ - 1. We
know from weak monotonicity that S(I|1...1—1) + S(|l +1...2] - 1) > 0. However, translation-invariance tells us that
SUI+1 ...21-1)=8(I...21-1) = S(I+1 ...21- 1)
=81 ...1)-8(1 ...1-1)
=S(1 ...1-1),
s02S(J|1...1-1) > 0, which concludes the proof. ]

In fact, the entropy constraint S(I|1...,1— 1) > 0 can as well be derived from the MED inequalities (Lemma 3.1) by using an increasing
order and a Markov shield equal to the previous ] — 1 sites.
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Higher dimensions. We now consider a lattice system on Z" for D > 1. Let h be a Hamiltonian term on the origin and its nearest
neighbours in positive axis directions (i.e., a Hermitian matrix of size AP+l x gP +1), and for v € ZP, let h, be its translate to the site v € ZP,

so that it acts on {v,v +e1,...,v + ep}. Let us consider Hamiltonians of the form:
Hpy,p = > hy,
ve[1,m]P

with periodic boundary conditions, i.e., identifying m + 1 with 1. The ground energy density of the system is defined by the limit (see
Appendix B for existence).

. 1
€0 (I’l) = r}glgo W/\mm (H[l,m]D )

Using the same considerations as in the 1D case, we can also write eg(h) as a linear optimization problem over the set of density matrices
defined on {0, ey,...,ep} that are extendible to an infinite translation-invariant system, i.e.,

CTI _ m ’C‘loc,TI

D
me[2,00) (L.m]
where for any finite subset A c Z” such that {0,ei,...,ep} c A we define

T2 = {p e DUCH™™) 3pa € D(@eaC)s.t.p = Tra\ (0, ey [4]
Traase[pa] = Trasnalm(pa)] Vit e ZD},

where 7; defines the translation operator shifting the state by ¢ sites.
We investigate what entropy constraints arising from weak monotonicity and the MED can be imposed to strengthen the relaxation
C};’C’TI of C™. The weak monotonicity inequality allows us to strengthen the relaxation above by adding constraints of the form

S(i|B) + 8(i|C) > 0 (26)

for any choice of i € A and B, C c A disjoint.

We now consider MED inequalities. Consider a translation-invariant state defined on [—m, m]® for large m. We fix an order of the sites
1,...,N = (2m + 1)® that decreases in each coordinate direction and iterates over the coordinates (see Fig. 2). Let A be some fixed region of
size I - 1 independent of m, which is a subset of the sites preceding the origin [a common choice would be the intersection of a ball B(0,r) of
fixed radius r with the sites preceding the origin, see Fig. 2]. We define the Markov shields N/; relative to the site i by translating N to the site
numbered i, i.e., abusing notations:

Ni=(i+ N)n[=m,m]".

The MED inequality (18) in this case takes the form

FIG. 2. Markov shield with order of sites in 2D.
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For sites i that are not close to the boundary of the region [-m, m]®, the regions {i} U \; are all translates of each other, and so the terms in
the equation above are equal, by translation invariance. The number of sites i that are close to the boundary is o(N'), and so dividing by N and
letting N — oo, the inequality above yields

0 < S(0|N) 27)

for a state in C™". This suggests the relaxation
c™ c CMEDT {56 DUCHP*Y : 3p e D(®peounCT?)sit.

Troua\oua)+[P] = Trouay+aoua [7e(p)] Vi € z°
S(0|N) > o}.

In general, the MED inequality (27) is different from the weak monotonicity inequality (26): (27) shows the nonnegativity of a particular
conditional entropy S(0| V') where A has to satisfy the conditions of a Markov shield described above (i.e., compatibility with well-chosen
order). Weak monotonicity on the other hand, asserts the nonnegativity of the sum of two conditional entropies (26) with the only constraint
that B and C are disjoint.

Under some mild conditions however, one can recover the MED inequality (27) as a consequence of weak monotonicity. This is the
case if the state p is reflection symmetric, which can be assumed if the Hamiltonian itself is reflection symmetric (i.e., h = 2, hf),e, where hf))ei
acts on sites 0, e; and is symmetric under exchange of the two sites). One can check that with the order defined earlier, the reflection of N’
about the origin is disjoint from N, ie., —N n N = @. Furthermore, by reflection symmetry we have S(0|\V') = S(0| - \') and so the weak
monotonicity inequality S(0| V') + S(0] - N) > 0 recovers (27). A corollary of this observation is stated in the next theorem.

Theorem 4.2. Under the reflection symmetry and translation-invariance assumptions explained above with a Markov shield N of size
1 - 1 the MED relaxation is no better than a semidefinite optimization in one d*~* x d*~" dimensional variable, more precisely
min Tr[hp] < min_ Tr[hp] < min Tr[hp] < eo(h).
€

—loc,TI —MED,TI —loc,TI
€CouN PECOLN €COuNU-N

Proof. The first inequality is immediate. We start with the value

SDP= min Tr[hp].
wNu-N

Due to the translation-invariance this is the same as

_min  Tr [hp).
pE C:IOJ}-\I"UfA’
with b = ¥, (hé,e[ + hi—e,,o )/2 and the variable over the same system. This problem is intrinsically reflection symmetric, which means that the
optimizer p* can be chosen reflection symmetric. Thereby we also have S(0|\V),» = $(0| - V')~ and by using weak monotonicity we deduce

SN + S0 = M)y

S(O|N)p* = 2

which holds because A and — A\ are disjoint. This shows that any optimizer of the SDP on 2] — 1 sites gives a feasible point with same objective
value and satisfying the MED inequality. This concludes the proof. O

V. NUMERICAL EXPERIMENTS

In this section we present numerical experiments for the relaxations with entropy constraints. The model we consider is the XXZ-
Hamiltonian with the nearest-neighbour interaction

h=-0x®0x~0y,®0y,— Ao, ® 0, (28)

on an infinite chain. The model is gapless for |A| < 1 and gapped otherwise.”” For A = 0 this model is also called the XY-Hamiltonian. We
consider the values obtained by the relaxation ?}OC’TI and its strengthening ’C\?NM’TI based on entropy constraint S(I|1...1-1) > 0, see Eqgs. (24)
and (25).

The resulting convex optimization problems can be solved using different algorithms. One approach is to rely on semidefinite program-
ming solvers, via approximations of the (conditional) entropy function.”” Another approach is to use interior-point methods that support
the quantum relative entropy cone.'””""* Finally, another approach is to use custom first-order splitting methods such as Ref. 33, see also
Ref. 34. We have used the latter for the experiments in this section.
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CA';OC’TI (w/o entropy constraints)
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with entropy constraints)

FIG. 3. Accuracy of the relaxations with and without entropy constraints for the XY-Hamiltonian on an infinite 1D chain. We verify that the relaxation with entropy constraint
gives a value which is not better than the standard SDP relaxation at level 2/ — 1. It is surprising to note however that it is better than the value of the SDP for all levels up to
2l-2.

We start by comparing the convergence with [ for the XY-Hamiltonian, see Fig. 3. We go up to [ = 8 for the problem with entropy
constraints which takes about 900s (about 250s at [ = 7) and I = 9 for the standard relaxation ’(fi"c‘ﬂ in about 200s (about 20s at [ = 8) on a
laptop computer. The graph shows a significant improvement to the optimal value by using entropy constraints and for a fixed runtime, the
entropy-constrained relaxation value outperforms the simpler SDP.

For comparison, we also add equivalent plots for two gapped models, the XXZ-model at A = -2 and the transverse field Ising (TFI) model

h=-0,®0;,—gox

at g = 0.5 in Fig. 4. While gapped models are typically computationally easier, it is not a priori clear whether the marginal relaxations perform
better for these models. We do, however, observe much faster convergence for the TFI model (while convergence for the XXZ model is
comparable to the XY model). Interestingly, the roughly quadratic speedup in terms of variable sizes persists even in this case.

Returning to the XXZ model we consider the geometry of the set of marginals. Due to the symmetry of the Hamiltonian, one can show
that the two-body marginal of the ground state must be of the form™

1
p(x,z) = 1(1] ®1+x(0x ® 0x + 0y ® 0y) + 20, ® 07). (29)

In Fig. 5 we compare the convex sets ¢™ with ?}OC’TI and ’C\;NM’TI on the two-dimensional slice (29), as done in Ref. 35, i.e., we plot the
set of valid states
{(x,2) eR*: p(x,2) € C"},

which we obtain from the analytic solution for infinite systems™ with its relaxations

{(x,2) € R*: p(x,2) € C.

1072 E _ é‘loc,’l‘l
£ 1
L 75[\’\/1\'1,TI
L : 10—1 L
(v 10 F (w
| E |
S A S
1074
-5 I I I I | -2 ! I I I |
10 3 4 5 6 7 8 9 10 3 4 5 6 7 8 9

FIG. 4. Accuracy of the TFl model at g = 0.5 (left) and the XXZ model at A = —2 (right). Both models are gapped. We observe a similar speedup to the XY-model, even for
the much faster convergence rate in case of the TFI.
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FIG. 5. Two-dimensional slice (29) of sets of feasible 2-body marginals. The blue lines are for the MED, the red lines for the unconstrained marginal relaxation, and the green

line is for the exact analytic solution. As the size of the marginals increases the outer approximations become better. Note that we find numerically that @3“'“ = EL"C'TI. We
obtain almost the same optimal speedups as in Fig. 3.

10—3 1 1 1 1 1

FIG. 6. The energy errors corresponding to the nontrivial part of the boundary of the state sets in Fig. 5.

We depict the approximation errors in Fig. 6.
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APPENDIX A: EDGE COVERING FOR CONNECTED GRAPHS
We give the Proof of Proposition 2.5.

Proof. The proofis by induction over the number of unmatched edges and the minimum distance between any pair of unmatched edges.
We start from a set P = {{e1, e} },...{em, ey, } } of pairs of edges, where ¢; is adjacent to ¢ for all i and the ey, e}, ez, . . . ), are all distinct. We
denote by P the set of all edges contained in elements of P. If E\P contains less than two edges, we are done. Otherwise, consider the pair of
edges f,g € E\P of minimal distance. If the distance is 0, add {f, g} to P and repeat. If the distance is greater zero, there is a shortest path
fis..., fi from f to g, with f; € P (otherwise if f; ¢ P then the pair f;, g has smaller distance). For some i, f; = ¢; (without loss of generality
we can exchange ¢; and ¢}). We remove {e;, e/} from P and add {e/, f} if they are adjacent and {e;, f} otherwise. The number of unmatched
edges is unchanged but the unmatched edges e; or ¢; and g are now connected by the path f5,. .., f;, so the minimum distance of unmatched
edges has decreased by at least one. We repeat this procedure until the distance goes to zero, after which we can add a pair of edges and repeat
until only one edge is unmatched. O

APPENDIX B: DEFINITION OF THE TRANSLATION-INVARIANT GROUND ENERGY

We prove the existence of the limit ground energy by standard arguments.””"

Theorem B.1. The following limits exist and are equal

.1 . . .
n}l_{rgoPAmin(H[Lm]n) = YJI_I)I;IO;I’I:WH% Tr [pmh] = ;rélerlI Tr [ph], (B1)
where the minimization in the middle expression goes over all translation-invariant states in D(®,, E[l’m]n(C"’).

Proof. We first note that the existence of the limit in the middle expression is trivial since it is an increasing sequence. Indeed, a
translation-invariant state on [1,]" defines a translation-invariant state on [1,m — 1]°.
We prove the first equality. We rewrite the left-hand side as a minimzation:

1 1 .
lem(H[l,m]D) = phin Tr [p;,,H[l,m]u]

m

over all states p;, € D(®, e[1,m]P C%). Clearly, the minimizer p}, can be chosen periodic

1 1
—pmin Tr [.D:VIH[I,m]D] =5 min Tr [p:nH[l,m]D] = min Tr[p,h]
Pl m- pj,periodic p/, periodic

meaning that p}, is invariant under a permutation of sites mapping v — v + t modulo m V¢ € [1,m]°, which is a stronger condition than
translation invariance. Therefore,

1 .
P’\m‘“(H[l,m]”) > min Tr [pmh].

Pm

For the reverse direction we note that

i T

due to translation-invariance and
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1 1
< ||—pH, - —H,
H mP [Lm]P mP [Lm-1]P

1 1
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< ||hH(1 _ (%1)0) . HHM_I]DH(ﬁ - ﬁ)
1

-1\
:2"h“(1 (") )
We conclude the following bound

H, D H; H, » H D
. [1,m—1] . [1,m] [1,m] [1,m—1]
min Tr|pm——"—+ | > min Tr|pm - -
P TI [P (m- I)D] pm TI [P mP ] H mP (m-1)°?

1 m—1\"
—+Amin (Hpy,0) = 2|B|{1-{ —— ) |
> o) -2 (1~ ("))

where the first inequality follows from lower bounding the objective, and in the second inequality we drop the translation-invariance
constraint. Since the last term decays with m, the existence of limits and the first equality follow.
To prove the second equality in (B1), we note that one inequality is again trivial

+

min Tr[ph] > lim mir%I Tr [pmh]

pec! m—>00p,,

as the minimizer in C™ defines finite translation-invariant states of any size and thereby feasible points for every element of the sequence.
To prove the reverse inequality we need to construct an infinite translation-invariant state from a finite one p,, that achieves the same
objective value up to some error that decays with m. Let us consider the sequence of states

1 n
pmn="5 Ti(®pm)
m ie[1,m]° \J=1
defined on D(®

periodic and hence translation-invariant and have identical marginals on sites [1, 7] for any n > 2, it defines an element of C". Furthermore,
for the objective value we have, using the notation 1 = (1,...,1),

; e[l,nm]D(cd)' 7; is the operator translating the system by i sites (with periodic boundary conditions). Since these states are all

ITr [pmnh] = Tr[pwh] = |5 3 Tr (n(@pm)pm)h
ie[1,m]" j=1

D n
52, Tr (me,(@/)m) —pm)h
m- =1 j=1

IN
Y
|

=

where the only nonzero term in the sum appear, where the marginal on sites 1 and 1 + ¢; come from two different copies of P O

The above proof also implies a convergence rate of O(1/m) for both limits.
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