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ABSTRACT

This study investigates the effect of head-related transfer function (HRTF) personalisation on understanding
binaurally rendered target speech masked by interfering speakers in reverberant conditions. During a listening
test, participants had to identify a correct colour-number combination from a virtual talker rendered in front of
them while ignoring two interfering talkers positioned either in front or at the back. The sound was rendered with
either an individual HRTF or one of two non-individual ones. These were selected for each participant as the best
or the worst–matching from the same HRTF dataset, based on predictions of a computational auditory model for
sound localisation. Two types of reverb from measured spatial room impulse responses (SRIRs) were applied to
the speech: realistic dichotic reverberation decoded from 4th-order Ambisonic SRIRs or diotic reverb based on
the omnidirectional Ambisonic channel IR as a baseline. Preliminary results show that realistic dichotic reverb
improves speech perception when interfering speech is co-located with the target. No significant differences were
observed across HRTF conditions on a group level, but individual HRTF-related performance differences exist,
requiring further intra-subject analyses and data collection to characterise the individual results.

1 Introduction

Virtual and augmented reality (VR/AR) applications
often use non-individual head-related transfer functions
(HRTFs) for binaural audio reproduction, which may
impact the rendering quality. A significant, albeit small,
HRTF-dependent effect has been observed when un-
derstanding anechoic speech masked by an interfering
talker, rendered binaurally [1, 2, 3]. However, when

recreating a realistic multi-talker conversation, espe-
cially in AR, reverberation mimicking a physical envi-
ronment should be applied to the virtual sources. Per-
ception of attended masked speech is altered by the
reverberant sound field both because the interfering
speech is less correlated between the two ears — mak-
ing it harder to reduce its impact via the binaural un-
masking mechanism — and because the target speech
is blurred [4]. In a physical space, reverberation is spa-
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tially distributed based on the room geometry and its
surfaces [5, 6]. We hypothesise that, due to binaural un-
masking effects, realistic reverb can affect the masked
speech perception in a way that depends on the spatial
characteristics of the reverb itself. Consequently, the
choice of the HRTF may influence the perceived spatial
distribution of the reverb around the listener and, in
turn, the perception of speech.

To study the effect of HRTF and realistic binaural re-
verb reproduction on speech-in-noise understanding,
a speech-on-speech masking task was designed. By
asking the participants to identify binaurally rendered
reverberant target speech while ignoring interfering
speakers, the listening test examined the differences in
speech identification performance across individual and
non-individual HRTFs, as well as across different rever-
beration rendering and interfering speech positioning
scenarios.

2 Methods

2.1 Reverberation measurements

Measured spatial room impulse responses (SRIRs)
were used for this study. SRIRs were measured in
a large seminar room with a high ceiling and three
alcoves on each side of the longer axis, separated by
columns and bookcases (see Fig. 1). A 32-capsule
Eigenmike (mh acoustics) spherical microphone array
was used to obtain 4th-order Ambisonic SRIRs. Two
positions at 1.5 m distance in front (Fig. 1) and back
of the microphone array along the longer room axis
were measured using Genelec 8030A loudspeaker and
exponential sine sweep technique [7]. The loudspeaker
distance was chosen based on the direct-to-reverberant
ratio (DRR) to ensure sufficient direct sound energy
and balance the test difficulty. The SRIRs were de-
noised and encoded in the spherical harmonics domain,

Fig. 1: SRIR measurement setup for the front position.

by replacing the noisy tail of the measurements with
a synthesised decaying noise sequence extending the
estimated reverberation slope, as described in [8]. Re-
verberation time (RT) and DRRs (calculated as the en-
ergy ratio between the first 30 samples from the direct
impulse peak and the rest of the IR), calculated from
the omnidirectional channel of the encoded 4th-order
Ambisonic SRIRs of both positions are presented in
Table 1. Although RT is similar in both positions, the
DRR at the back position is slightly higher than in the
front. This might have been caused by the microphone
stand alignment or asymmetry of absorptive surfaces
in the room.

Two reverb conditions were tested: realistic dichotic,
based on binaurally decoded SRIRs, and diotic, based
on the convolution with the omnidirectional channel of
the SRIRs only and applied equally to both ears. The
latter was employed as a baseline (the direct path was
always rendered dichotically by directly convolving
the speech signals with an appropriate HRTF in both
reverb conditions, as discussed in Sec. 2.3).

Table 1: RT (T30) and DRR of the SRIRs, measured at two positions used in the test.

Frequency (Hz) 125 250 500 1000 2000 4000 8000

T30 (s), front 1.1 1.1 1.2 1.1 0.9 0.7 0.5
T30 (s), back 1.1 1.1 1.1 1.1 0.9 0.8 0.6

Broadband DRR (dB), front 1.9
Broadband DRR (dB), back 2.8
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2.2 Speech-on-speech masking task

The test was based on a speech identification task, using
the coordinate response measure (CRM) speech cor-
pus [9]. By superposing competing audible semantic
streams that have to be disentangled (i.e. simultane-
ous talkers), an informational masking scenario was
devised. The choice was motivated by previous find-
ings that such tasks benefit more from the perceived
spatial separation of sources, as compared to purely
energetic masking cases, when masking occurs only
due to overlap of spectral energy (e.g. speech in back-
ground noise) [10].

During each trial, three simultaneous phrases of a form
‘Ready [call sign] go to [colour] [number] now’ were
presented by different talkers. Participants had to listen
to the target call sign ‘Baron’ and identify the heard
colour-number combination while ignoring the other
two interfering speakers. The test followed a proce-
dure similar to the one described in [3]. The original
recordings of the CRM corpus, low-pass filtered at
18 kHz (instead of the publicly available dataset, which
is filtered at 8 kHz) were used in this study because
of the influence of high-frequency content on vertical
and front/back discrimination via the spectral pinnae
cues [11]. Although the intelligibility of CRM cor-
pus across different talkers, colours, and numbers is
not fully balanced [12], the easy structure of the test,
which allows for quick unsupervised response proce-
dure, meant that multiple repetitions of each condition
could be used to smooth the result variability.

2.3 Binaural rendering & HRTF selection

The sounds for this study were rendered binaurally.
Two spatial positions were used: in front of the listener
and directly opposite at the back. The target speech
(corresponding to the call sign ‘Baron’ that participants
had to attend to) was placed in front while both in-
terferers were positioned either in front (co-located
condition) or at the back (separated condition). These
directions were chosen to limit the effect of better ear
listening, and because they are known to be particularly
difficult to externalise, so the quality of rendering due
to the choice of an HRTF or reverberation condition
could have a stronger effect on the task performance.

For the binaural reproduction, the direct sound part
and the reverberation were rendered separately and
summed up at the end, similarly to [6]. The SRIR peaks

plus 30 samples were removed from the reverberation
part. Instead, delayed and level-adjusted mono speech
samples were rendered directly through the appropriate
HRTF using SPARTA binauraliser1.

For the reverberant part, the rendering pipeline de-
pended on the reverberation condition. In the dichotic
case, the same dry speech samples were convolved
with the 4th-order Ambisonic SRIRs using spat52 mul-
tichannel convolver and then decoded using SPARTA
AmbiBIN3 ambisonic-to-binaural decoder. The magni-
tude least-squares method was used for the decoding to
preserve the relevant interaural time difference (ITD)
cues in the low frequencies [13]. For the diotic reverb
version, the dry speech samples were convolved with
only the first channel of the Ambisonic SRIRs (which
corresponds to the 0th-order omnidirectional part of the
SRIR) and the same reverberant signal was used for
both headphone channels. The direct and the reverber-
ant part of the output signal were summed up at the
end and the resulting signal convolved with an individ-
ual headphone equalisation filter from the SONICOM
HRTF database [14].

The direct and the reverberant (in the dichotic reverb
scenario) parts of the sound were rendered binaurally
using one of three different HRTFs: individual and
two non-individual HRTFs from the SONICOM HRTF
dataset [14]. These two were selected for each sub-
ject using a recently proposed non-individual HRTF
matching procedure [15], based on the best and the
worst predicted static sound localisation performance
according to auditory model calculations [16]. For
each participant, the two non-individual HRTFs were
selected from the remaining 199 HRTFs, available from
the SONICOM HRTF database.

2.4 Listening test setup & procedure

The test was administered via a laptop running Max
8 (Cycling ’74) in an acoustically treated room (the
same room was used to measure HRTFs; its acoustic
parameters are reported in [14]). The sound was played
via the Motu M2 audio interface and Sennheiser HD

1https://leomccormack.github.io/
sparta-site/docs/plugins/sparta-suite/
#binauraliser

2https://forum.ircam.fr/projects/detail/
spat/

3https://leomccormack.github.io/
sparta-site/docs/plugins/sparta-suite/
#ambibin
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Fig. 2: Graphical user interface of the listening test.

650 headphones. The audio gain was fixed to the same
level across all the participants (The sound pressure
level at the ear canal was measured to be approximately
60-65 dBA during the playback).

The graphical user interface (GUI) of the test is shown
in Fig. 2. The test was divided into 12 blocks, 30 trials
each. The blocks corresponded to the combinations
of 3 HRTF and 2 reverberation conditions, each re-
peated twice. Within each block, the co-located and
separated maskers conditions were interleaved. There-
fore, there were 30 trials for each HRTF, reverberation,
and maskers condition in the test. Participants were
unaware of the different conditions but were asked to
concentrate on the target speaker, which was always
rendered in front of the listener.

Before the test, participants were presented with a fa-
miliarisation block. The first 10 trials contained only
the target speech, while the next 20 both the target
and one masker. During the training, HRTF and rever-
beration conditions, as well as masker positions, were
randomised without replacement. After each trial of
the training session, the participants were informed
whether their answers were correct.

A total of 13 participants performed the test. All of
them were either native English speakers or had resided
in an English-speaking country for a sustained period.

3 Results

The main results from the listening test are presented
in Fig. 3. The boxplot shows the percentage of correct
responses (colour-number combinations) across partic-
ipants when the masker speakers were separated from
the target and placed at the back (left panel) and when
they were co-located with the target at the front (right
panel). Results in each panel are also subdivided by
the reverberation and HRTF conditions.

To understand the effect of maskers, reverb, and HRTF
conditions on the percentage of correct responses, a
three-way repeated measures analysis of variance (RM-
ANOVA) was performed. The normality of the dis-
tributions was confirmed by the Shapiro–Wilk test
and the sphericity by Mauchly’s test. RM-ANOVA
revealed a statistically significant effect of the maskers’
position (F(1,12) = 179.294, p < 0.0001), indicating,
as expected, that it was more challenging to under-
stand the target speech when the interfering speech
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Fig. 3: Percentage correct responses for different maskers positions and different reverb and HRTF conditions.
Points represent individual performances and boxplots show medians and the inter-quartile range of the
performance distributions. ‘***’ denotes significant differences (p < 0.001) in distributions between
maskers’ positions and between reverb conditions in the case of the co-located maskers.

was co-located. There was also a significant interac-
tion between the maskers’ position and the reverb type
(F(1,12) = 27.131, p < 0.001). Additional two-way
RM-ANOVAs were performed on the two separate
groups split by maskers’ position. It showed a sig-
nificant effect of reverberation type in the case of co-
located maskers (F(1,12) = 28.998, p < 0.001). The
figure reveals that when the maskers were co-located
the task was on average more difficult to perform in the
diotic reverb scenario. No significant effect of reverber-
ation was found in the separated maskers case, as well
as no significant differences between HRTF conditions.

3.1 Spatial release from masking

The improvement of speech perception when the target
and masking speech sources are spatially separated,
known as spatial release from masking (SRM), was
analysed similarly to [3] by calculating the difference
between individual performances in separated vs co-
located scenarios. Fig. 4 shows SRM in terms of per-
centage point differences in performances across partic-
ipants for different reverberation and HRTF conditions.

Two-way RM-ANOVA was performed to understand
the effect of reverb and HRTF conditions on SRM. It
revealed significant differences between the reverb con-
ditions (F(1,12) = 27.133, p < 0.001). On average,
the SRM was higher in the diotic reverberation case:
while the performance was similar between the rever-
beration conditions when the maskers were separated
from the target, it was impinged by the diotic reverb
more than the dichotic one in the co-located maskers
scenario.

On the other hand, the differences between HRTFs
didn’t meet the significance criteria (F(2,24) = 2.889,
p = 0.075). A slight trend of lower median SRM with
the worst HRTF condition (especially in the dichotic
case) can be observed in the figure but data from more
participants might be required to resolve its signifi-
cance.

3.2 Comparison with objective metrics

The presented results indicate that, at a group level,
the speech perception performance does not depend on
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Fig. 4: Spatial release from masking as percentage
point differences between test performance
with separated vs co-located maskers for dif-
ferent reverb and HRTF conditions. Points rep-
resent individual results and boxplots show me-
dians and the inter-quartile range of the dis-
tributions. ‘***’ shows significant differences
(p < 0.001) in distributions between different
reverb conditions.

the specific HRTF selection used in this study. How-
ever, performance differences between HRTF condi-
tions exist on an individual level. To assess if these
differences could be explained by some other objective
metrics, an auditory speech intelligibility model was
used. The model used — leclere2015 from the Audi-
tory Modelling Toolbox [17] — estimates SRM as an
effective ratio (in dB) between a reverberant speech
target and a spatially separated static broadband noise
masker [18]. The model was supplied with the binaural
room impulse responses (BRIRs) from the target and
the separated masker positions, which were recorded
from the Max patcher output to account for the full
audio rendering pipeline. The model relies on a few
assumptions about the cut-off between useful early
reflections and detrimental late reverberation, which
are room-dependent, but the default room-independent
parameters were used in this exercise. For each partici-
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Fig. 5: Spatial release from masking (SRM) as a
percentage-point difference of participants’ per-
formance between the co-located and separated
maskers position, plotted against the SRM (in
dB), calculated from BRIRs using leclere2015
auditory model. Each point represents an indi-
vidual result with a specific HRTF and reverb
condition.

pant, the SRMs with all three HRTFs and two reverb
conditions were estimated.

The model estimates in dB are plotted against the mea-
sured SRM in percentage points and shown in Fig. 5.
The linear relationship between the two metrics was as-
sessed by calculating Pearson’s correlation coefficient.
It revealed a moderate positive correlation between the
model output and the listening test results (r = 0.58,
p < 0.001). Generally, the model predicted mostly
negative SRM values for the dichotic reverb scenarios
and positive SRM for the diotic ones, but the absolute
values might not be easy to interpret without the model
calibration. Furthermore, the worst HRTFs are clus-
tered around a few leclere2015 SRM values. This bias
is a result of the HRTF selection procedure, which of-
ten favours the same HRTF to be chosen as the ‘worst’
for multiple subjects [15]. Besides this clustering of the
‘worst’ HRTF, there are no measurable differences be-
tween the distributions associated with different HRTF
conditions.
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4 Discussion

The study results suggest that when reproducing a
multi-speaker virtual environment, there is some bene-
fit in using fully directional dichotic reverberation as
compared to diotic binaurally-correlated reverb of the
same strength. These results are somewhat in line with
previous findings of speech intelligibility improvement
when artificial reverberation is decorrelated between
the two ears [19] or increased speech reception thresh-
old in noise and voice interferers when binaural rever-
beration is used over the diotic one [4]. However, the
effect in this study is only present in the more difficult
scenario of the co-located target and maskers. One
possible explanation is that the separated condition is
easier to perform, resulting in participants not having
to rely on subtle spatial reverberation cues. In contrast,
the participants found the co-located condition very
difficult. In general, for the majority of the incorrect
responses (88% of the cases) the participants selected
the colour and/or the number, uttered by one of the
two interfering speakers, so 11% (1/9th) correct re-
sponse rate could be considered a chance level. Median
responses for the co-located maskers and diotic rever-
beration condition balances just above this threshold,
indicating that many participants were guessing the an-
swers during this condition. Therefore, adjusting the
difficulty level by manipulating the DRR and number
of interfering speakers could lead to a more sensitive
test and accentuated differences between conditions.

Nonetheless, the diotic reverberation condition used in
this test can only be seen as a worst-case baseline since
it does not represent a realistic reverberation scenario.
Highly correlated binaural reverberant signals that are
not filtered through HRTFs offer little externalisation
(besides the direct part). It would be interesting to com-
pare these results with a more realistic reverberation
that is uncorrelated between the ears, but acoustically
isotropic. Furthermore, the test performance may be
dependent on the exact acoustics of the measured space,
so contrasting the isotropic reverberation with a highly
anisotropic one is subject to future research.

On the other hand, the HRTF classification based on
modelled sound localisation does not appear to relate
to the speech reception performance in a statistically
significant way. Nevertheless, a minor pattern, favour-
ing individual and ‘best’ HRTFs over the ‘worst’ one
starts to emerge in the SRM results. Thus, data from
more subjects might be needed to draw a more robust

conclusion on the role of HRTF personalisation. Al-
though the correct perception of the source location has
been previously shown to play a role in unmasking the
target speech [10], other factors such as binaural and
spectral signal-level differences between the two BRIR
positions might have a stronger influence on the per-
formance, irrespective of the HRTF individualisation.
This is somewhat illustrated by the moderate result cor-
relation with the speech intelligibility model, which
is only based on signal-level BRIR differences. Al-
though the interpretation of the modelled results in this
scenario is limited because the model only considers
static energetic masking and doesn’t account for the
informational masking part, better control of the test
conditions, correcting for the signal-level BRIR differ-
ences, could provide more meaningful results. Finally,
alternative HRTF selection methodologies and a bigger
participant sample size might help better separate the
HRTF personalisation effect from purely signal-level
differences.

Further improvements to the study could be made by
administering the test in a more immersive virtual envi-
ronment, which visually matches the rendered acoustic
space. Better visual-acoustic congruence may aid the
sense of externalisation of the sound source and may in
turn impact the observed effect, providing a more real-
istic assessment of the speech unmasking phenomena.

5 Summary

This paper presented a headphone-based speech-on-
speech masking test, which examined the effect of indi-
vidual vs non-individual HRTF selection and realistic
dichotic vs diotic reverberation rendering on under-
standing reverberant masked speech. The target speech
was rendered virtually in front of the listener while
listeners had to ignore the interfering speech maskers,
which were either co-located or separated and posi-
tioned at the back. In general, the results show that the
target speech is easier to understand when interfering
speech is separated and rendered at the back. Further-
more, a statistically significant improvement in speech
perception is observed when dichotic reverb is used
over the diotic one, but only when the maskers are co-
located with the target speaker. Finally, no statistically
significant effect of HRTF selection was observed on
a group level. It is worthwhile to note that individual
HRTF-related differences in performance exist across
the participants, requiring further intra-subject analy-
sis of different HRTF conditions. The findings of this
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study might be valuable for designing efficient VR/AR
applications with a focus on social group interactions
and telepresence.
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