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A B S T R A C T

Virtual Reality (VR) enables the low-cost production of realistic prototypes of buildings at early stages of
architectural projects. Such prototypes may be used to gather the experiences of future users and iterate
early on in the design. However, it is essential to evaluate whether what is experienced within such VR
prototypes corresponds to what will be experienced in reality. Here, we use an innovative method to compare
the experiences of patients in a real building and in a virtual environment that plays the role of a prototype
that could have been created by architects during the design phase. We first designed and implemented a VR
environment replicating an existing ambulatory pathway. Then, we used micro-phenomenological interviews
to collect the experiences of real patients in the VR environment (n=8), along with VR traces and first-person
point of view videos, and in the real ambulatory pathway (n=8). We modeled and normalized the experiences,
and compared them systematically. Results suggest that patients live comparable experiences along various
experiential dimensions such as thought, emotion, sensation, social and sensory perceptions, and that VR
prototypes may be adequate to assess issues with architectural design. This work opens unique perspectives
towards involving patients in User-Centered Design in architecture, though challenges lie ahead in how to
design VR prototypes from early blueprints of architects.
1. Introduction

Early in the architectural and building design process, architects
try to elicit the most information they can get from their stakeholders
about current and foreseen usages, as well as constraints. This allows
them to anticipate how the building and the space will later serve the
needs of users (Oijevaar et al., 2009; Leicht et al., 2010). However,
between the initial blueprints and the arrival of users, there can be sev-
eral years of a rigid process welcoming less and less changes, because
it entails more and more technically detailed versions of the plans and
expensive construction. This may be a significant issue because design
errors related to usage may remain unnoticed throughout the process,
until users actually inhabit the building and begin appropriating it, only
being able to cope with minor usage flaws. Some authors propose to
tackle this issue by applying User-Centered Design (UCD) to architec-
ture (Bullinger et al., 2010; Zahedi et al., 2011) and building prototypes
to get feedback from users as early as possible.

A major difficulty with prototyping in architecture is that the build-
ing under study either does not exist or has other usages and cannot
be used. To address this issue, it has been suggested that Virtual

∗ Corresponding author.
E-mail address: riviere-jp@univ-nantes.fr (J.-P. Rivière).

Reality (VR) prototypes of future buildings be used to simulate the
foreseen spaces and usages. Future users could then experience in VR
the future buildings and give feedback to architects, possibly leading
to new user requirements, designs and prototypes. Such iterations
would be employed throughout the entire process, as in a classic UCD
approach (Bullinger et al., 2010; Kamat and Martinez, 2001). Althought
the use of VR in architectural processes is not new (Bridges and
Charitos, 1997), it is now mature enough to be used consistently (Dorta
et al., 2016; McLaughlan and Liddicoat, 2018). VR prototypes have also
been proven to be effective in immersing users in the future building
and gathering their reactions or needs (Alizadehsalehi et al., 2020).

A key aspect of any approach based on getting feedback from end-
users is to collect their subjective experiences (Bødker, 2006; Norman,
2002). In our architectural case, it means collecting the experiences of
users interacting with VR prototypes of buildings, that could be used
as surrogates of the actual experiences users would live within the
real buildings, for architects to learn and iterate from them. However,
and this is our general question, it remains to be seen to what extent
https://doi.org/10.1016/j.ijhcs.2024.103342
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experiences lived in VR prototypes of buildings are similar to real-life
experiences.

To address this question, we worked with an architecture agency
specializing in healthcare facilities, that wanted to explore how to
leverage the experiences of a specific user group —patients— right from
the early stages of the design process. We took advantage of the fact
that the agency had redesigned an ophthalmologic ambulatory surgical
pathway of a clinic a few years ago to compare experiences in the real
building and in a virtual environment.

More precisely, our main research question (RQ1) is related to the
extent to which the experiences lived by patients in a VR environment
simulating an ambulatory pathway are similar to the real-life experi-
ences of patients in the actual pathway. We designed and implemented
an immersive VR environment replicating an existing building and
an ambulatory pathway, that could act as if it was a VR prototype
of a future building. We used an innovative micro-phenomenological
approach to describe and compare the experiences of real patients in
this VR environment and in the real pathway. We conducted micro-
phenomenological interviews to collect lived experiences of patients
both in our virtual prototype (n=8) and in the real pathway (n=8). We
also collected VR traces and videos. We modeled all these experiences
as sequences of moments described by categories. We then normalized
the categories in order to assess the similarities and differences of
experiences between groups, both globally and for specific moments.
Our results suggest that patients live comparable experiences along
various dimensions of experience such as thought, emotion, sensation,
social and sensory perceptions.

We had a secondary research question (RQ2) related to understand-
ing if the issues of the real ambulatory pathway could also be assessed
in VR. Our study shows that VR prototypes may actually be adequate
to assess issues with architectural design at an early stage.

This article is organized as follows. First, we focus on related work
on prototyping using VR in architectural design, before discussing the
various dimensions of lived experience and the comparison of VR and
real-life experiences. We then describe the rationale of our study, and
the choices we made to design our VR environment replicating the am-
bulatory pathway. Afterwards, we describe our micro-phenomenology-
based methodology for comparing lived experiences in VR and reality.
Next, we present our results on the similarities and differenes of VR
and reality experiences. Finally, we discuss the value of VR prototypes
in architecture as well as directions for future work.

2. Related work

2.1. UCD and VR experience prototypes

User-centered design encompasses both a design philosophy and a
variety of methods (Abras et al., 2004) that share the overall aim of
putting end-users at the center of a creation process. What is essential
to any UCD practice, according to Abras et al. (2004), is the design
and testing of prototypes. Houde and Hill (1997) define a prototype
as ‘‘any representation of a design idea, regardless of medium’’. It is a
imited version of a product or an artifact (Abras et al., 2004) generally
reated to answer questions (Wall et al., 1992). Houde and Hill’s model
efines three general purposes of prototypes: testing the role of the
uture system (Is my idea useful for users?); probing its look and feel
What do users feel and experience when using my system?); and
esting the possibility of the implementation of an idea (Is my idea
echnically feasible?). Lim et al. (2008) extended the model, arguing
hat prototypes also support design work, allowing designers to explore
esign spaces, generate ideas, and communicate with team members. In
his direction, Buchenau and Suri (2000) propose to design around the
xperiences designers want to induce with their product. This process,
nown as ‘‘experience prototyping’’, encompasses all the methods used
o simulate important aspects of the future user experience into a
rototype.
 r

2 
Prototypes can have different degrees of fidelity, related to their
imilarity to the final products (Rudd et al., 1996). McCurdy et al.
2006) propose to assess the fidelity of a prototype along 5 character-
stics: the level of visual refinement, the breadth of functionality, the
epth of functionality, the richness of interactivity, and the richness
f data model. While low-fidelity prototypes can be used early to
ngage and iterate with users (Walker et al., 2002) as well as to
uickly evaluate usability (Virzi et al., 1996), high-fidelity prototypes
re particularly useful to test the look and feel of a final product (Rudd
t al., 1996) and conduct extensive evaluations (Nielsen, 1990).

Virtual reality is a great tool for producing prototypes and conduct-
ng user-centered design processes (Müller et al., 2016). As traditional
rototypes (paper, video, screen-based, etc.), VR prototypes can be
sed to collect and check the expectations of customers (Zimmermann,
008) and foster collaboration between users and designers (Mei et al.,
021). But where they particularly shine is in their ability to simulate
eal-life environments and reduce the costs associated with real-life
rototypes development (Delarue et al., 2006). VR is a great tool to

‘simulate situations that would otherwise be difficult or impossible to achieve
n real life’’ (Xu et al., 2021). A notable example of this is the study
y Reinschluessel et al. to test different interaction techniques in an
perating room with surgeons (2017). Faced with the challenge that
edical facilities are sterile environments with strictly regulated access,

hey created a realistic operating room in VR to do so. VR prototypes
re also effective when it comes to reducing costs. For example, Delarue
t al. (2006) argued that creating VR prototypes of an assistive robot is
ess expensive than implementing a real robotic prototype. They pro-
osed a UCD method where new features are designed, implemented
nd tested in VR. The features that best meet the user’s needs are then
mplemented in the real robot.

In this work, we created a VR environment by simulating an existing
uilding. This environment was intended to play the role of a high-
idelity experience VR prototype that architects could have constructed
t design time so as to get early feedback from their users.

.2. VR prototypes for UCD in architecture

The introduction of Building Information Modeling (BIM) changed
he way architects design and work today (Azhar et al., 2012). BIM
nvolves both the creation of digital models of physical environments
nd a collaborative platform where all stakeholders can work to-
ether (Doan et al., 2019). The National BIM Standard argues that
igital mock-ups are essential for fostering collaboration among stake-
olders at different phases of the life cycle of a facility (National BIM
tandard-United States, 2015). Still, Oijevaar et al. (2009) pointed
ut that end-users remain very little involved in architectural design
rocesses, and researchers started to explore the use of immersive
echnology —mostly VR—, to conduct UCD (Alizadehsalehi et al.,
020; Davidson et al., 2020).

VR can be mobilized to analyze and address issues before the
onstruction phase (Heydarian et al., 2015): VR prototypes allow end
sers to experience buildings early in the architectural design workflow
nd provide feedback. For example, it has been shown that health pro-
essionals can spot architectural flaws in virtual environments (Leicht
t al., 2010) and that feedback obtained in VR is likely to concern the
ppearance of the building and how participants felt in it (Lim et al.,
008). Moreover, Bullinger et al. (2010) showed that VR could foster
rchitects/users collaboration and contribute to an increase in the
uality and performance of projects. It seems clear that VR prototypes
an play a prominent role in allowing architects to conduct UCD. Yet,
s Bullinger et al. (2010) pointed out, there is a lack of formalized
ssessment of User Experience (UX) in VR prototypes.

In that direction, Kalantari and Neo (2020) investigated in their
eta-review the current challenges, effective practices, and future di-

ections of using fully immersive virtual environments in interior design

esearch. They found that the essential aspects of a successful prototype
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were the realism of the environment, the visual and audio immersion
provided by the device, and the feeling of presence (see Section 2.4).
Their design recommendations were to design task-based scenarios,
align VR experience to real-world experience, and calibrate systems
with pilot testing. We chose to adopt this approach in designing our
VR environment, as it offers good practices for ensuring a strong
sense of presence: we created a 12 steps task-based scenario from
the real ambulatory pathway and building, and iteratively tested our
environment with ‘‘normal’’ users before using it with real patients.

2.3. Dimensions of lived experience

Lived experience can be defined as ‘‘what a singular subject experi-
ences at a given moment and in a given place: what he accesses in ’first
person’ ’’ (Depraz et al., 2003, p. 15). Understanding what constitutes
a lived experience is based on trying to access and describe it later. It
includes perceptions, emotions, thoughts, actions, etc.

Numerous studies have aimed to understand and classify the var-
ous aspects of lived experience. Brakus et al. (2009) proposed five
imensions based on a literature review of the work of the philosopher
ohn Dewey, cognitive scientists, and management thinkers. Those are
he sensory (experience of stimuli delivered by senses, such as visual,
uditory, kinesthetic), affective (feelings, emotions, sentiments), intel-
ectual (mental processes, such as inner speech, thoughts), behavioral
performed motor actions and behavioral responses), and social (in-
eractions and relationships) dimensions. Depraz et al. (2017) studied
ow depressed people experience surprise, and proposed to categorize
ived experience into 9 dimensions: Perception, Kinesthesis, Imagina-
ion, Cognition, Emotion, Volition, Inner speech, Verbal reaction, and
urprise. Heavey and Hurlburt (2008) studied the lived experience of
ollege students using Descriptive Experience Sampling. They found
ive frequently occurring categories of lived experience: inner speech,
nner seeing, unsymbolized thinking, feelings, and sensory awareness.
t seems that the dimensions presented by Depraz et al. and Heavey
nd Hurlburt are a refinement of the experience model of Brakus et al.
2009). Inner speech and Inner seeing correspond to talking or seeing
‘in the head’’ and are parts of the larger intellectual dimension. The
ame goes for the dimensions of imagination, cognition, volition, and
nsymbolized thinking (which could refer to the act of thinking inter-
ally). Finally, the behavioral dimension encompasses verbal reactions,
hile the affective dimension includes emotion, surprise, and feelings.

Classifications of lived experience should not obscure what people
ctually live. Petitmengin et al. (2019) warn against top-down ap-
roaches, arguing that starting from predefined structures could be
etrimental to acknowledging the richness of participants’ data. We
imed to avoid preconceived structures of lived experiences, because
e could not predict what patients would go through before the exper-

mentation. We decided to let the data drive the results by conducting
bottom-up analysis, examining the experiences of each participant

efore defining any categories.

.4. Comparison between VR and real experiences

Presence in VR is defined as the ‘‘subjective experience of being
n one place or environment, even though one is physically situated in
nother ’’ (Witmer and Singer, 1998). Presence derives from immersion
nd interactivity (Walsh and Pawlowski, 2002; Fuchs, 2006; Mütterlein,
018), which are, respectively, the users’ ability to interact with the
nvironment (manipulate objects, move either physically or by nav-
gation or teleportation), and their subjective ability to influence it.

high sense of presence seems a prerequisite for comparing VR and
eality (Meehan et al., 2002; Narciso et al., 2020). Indeed, if one does
ot feel present in VR, if what is done and experienced does not appear
ufficiently real, then there is no point in comparing this experience to

nother experience in reality. b

3 
A considerable amount of literature has been published on the
imilarity between user behaviors or physiological responses in VR and
n reality, during the accomplishment of specific tasks. We illustrate
his with a few examples: Heydarian et al. (2015) investigated the
imilarities between performances of users on a set of everyday office
ctivities (a reading task and an identifying task) in VR and reality.
hey found that participants could read and count similarly in the
ame lighting conditions. This suggests that VR can effectively simulate
ndoor environments and trigger user behaviors similar to those in real-
ife settings. In terms of physiological responses and behavior, Kalantari
t al. (2021) showed that cognitive tasks in VR can provide physiolog-
cal measures similar to those in real life. There is also strong evidence
uggesting that physiological measurements of stress may be similar
n VR and reality (Meehan et al., 2002). Finally, Seymour (2008)
howed that medical motor skills learned in VR by surgeons can be
ransferred to a clinical setting, and vice-versa (Seymour et al., 2002;
eymour, 2008). Together these results provide insights into how VR
nvironments can be used to train users with skills that are maintained
n reality, as well as study their behavior as proxies of behavior they
ould have in reality.

However, the similarities between participants’ experiences in VR
nd reality are unclear (Kuliga et al., 2015). This question requires to
pecifically compare lived experiences, on tasks that are deemed simi-
ar. Many studies used questionnaires to evaluate UX in VR and reality,
uch that of Wagler and Hanus (2018), who studied the experience of
ourists with a 360-degree VR video, a traditional 2D video, or a reality
our. 360-degree videos induced the same emotional engagement as
eality, while 2D videos did not. Igarzábal et al. (2021) confirmed
hat the experience lived in a virtual waiting room is similar to that
ived in a real one in term of boredom. Hong et al. (2019) studied
he satisfaction of people in virtual and real buildings with respect
o varying window sizes. They compared the sense of visual comfort,
rivacy, openness, and inner space, concluding that VR environments
re adequate representations of the physical world. Kuliga et al. (2015)
xplored the UX of a building in real and virtual conditions with a
9-items questionnaire. They found no statistical difference between
xperiences lived in reality and in VR. In all these studies, experience-
elated data is collected on the basis of physiological measures or
uestionnaires. Although questionnaires are great tools to measure and
uantify chosen aspects of UX, they impose predetermined concepts,
hich can prevent users from expressing the full nuance of what they
ave experienced (Light et al., 2010). They also lack the richness and
etails that characterize qualitative data (Swallow et al., 2005). To
he best of our knowledge, no study aims to compare real-life and
R lived experiences, in all their richness, as we propose with the
icro-phenomenological approach. Such method for collecting and

omparing experiences is rather new, and has never been used to
ompared experiences lived in VR and in reality. We thus explore a
omewhat unmapped area, both trying to answer our research questions
nd assessing the value of the method.

. Design rationale of our study

Architects can use experience prototypes to explore design ideas
ith future users at different moments of the classical building life

ycle, mainly during ‘‘preliminary design’’ and ‘‘design engineering’’
teps. Here we were interested in early stages of the design process, and
ur main objective in this study was to assess the kind of experiences
hat a high-fidelity VR experience prototype could induce in users,
ompared to what a real building and process actually induced. It was
herefore necessary to compare the ‘‘real’’ experiences of users in a
eal building with real processes with those lived in a VR environment
hat simulates the real building. For this study, we needed to use a
R environment that played the role of a VR prototype that architects
ould have created during a preliminary design phase.

Since we could not redo the design process with architects and

ecause the VR environment had to be based on a real situation, we
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Fig. 1. The different steps of our study. The results and artifacts resulting from each step are represented by circles.
needed a real building from which we could build it. The corresponding
VR environment would be built to be as close as possible to reality,
while being at the same time adequate for providing the insights
architects would like to get about users experiencing their design. It
should be underlined that this process corresponds by no means to
the task architects would need to perform to create from scratch a
VR prototype, as they would first have to design the pathway and the
building, and not replicate something that already existed. However,
this does not represent a problem here, as we are interested in assessing
the dimensions of experience that such types of VR prototypes can
induce, and not in the design process of pathways and buildings by
architects. We will get back to the implications of such an approach in
the discussion.

3.1. The target building and processes

Our partner, the architectural firm AIA Life designer1, gave us the
opportunity to work on a large renovation project they had carried
out a few years earlier in a private clinic. For healthcare facility
design projects such as this one, at least two types of users are usually
considered: patients and health professionals. Health professionals are
generally involved at various stages of revision. However, this is not
the case for patients, who usually use the building for short time
periods, from a few hours (e.g., for a meeting or ambulatory surgery)
to a few days (e.g., for major surgery or giving birth). Though very
important,2 their experiences are much more difficult to collect, making
them only considered indirectly at design stage. This was a concern to
the architects, that is why we chose to primarily focus on the collection
and the comparison of the experiences of patients.

Regarding the choice of the facility, we focused on the indoor
ophthalmology pathway for several reasons: a BIM model was available
and could be used to generate the VR environment; patients live a
complete care circuit during a few hours, with a rich panel of situations,
which we could reproduce in VR; the ambulatory pathway was fully

1 https://aialifedesigners.fr/
2 Patient experience —what patients live and learn during their healthcare

pathways— has been deemed an indicator of quality of healthcare (Doyle
et al., 2013) that is increasingly taken into account by healthcare organiza-
tions (Wolf, 2015). Harnessing patient experiences in the design processes of
healthcare interventions, such as architectural projects, may lead to overall
better patient experiences after deployment.
4 
operational (40 to 100 surgeries are performed each day). Also, the
initial project was considered a success and all stakeholders were
willing to participate in the study, notably the clinic directors and
the physicians. In particular, physicians agreed to participate in the
recruitment process of patients who were taken care of in the building,
so that we could collect their lived experiences.

3.2. Overview of the study

Our study went through three main steps (Fig. 1). First we had to
understand the information needs of architects at design time, with
regards to the experiences of their users (here patients), that prototypes
of future buildings could allow to collect. Next, we designed and built a
VR environment meant to mimic what a high-level prototype created by
architects during the design phase might look like. For this we studied
the pathway itself and decided on what would be the features of the
VR environment that would simulate it. We conducted a field study
that allowed us to understand and model the pathway while identifying
key aspects of related patient experiences. The needs of architects and
those key aspects gave us requirements that we followed to iteratively
build our VR environment. Finally, we collected experiences of real
patients in both the VR environment and the real ambulatory pathway
and compared them. We selected micro-phenomenology as our method
for collecting experiences as it effectively captures sensory, affective,
intellectual, behavioral, and social dimensions of lived experience. We
also chose to model the unfolding of the participants’ experiences in a
structured way which allowed us to systematically compare description
of experience between participants and between groups.

In the remainder of this article we describe these various steps and
our results, and we discuss the value of the VR environment we de-
signed, as well as the possibility of using VR prototypes at architectural
design phase to get access to the experiences of future users.

4. Architects’ 3D use and needs

Our first step was to understand how architects use VR and 3D
models, and what questions they have regarding patient experiences
so as to collect their needs with regards to VR prototypes they use
at design time. First, we hosted a workshop to identify the company
practices in integrating user experiences. We found three main groups
of users: health professionals (physicians, nurses, etc.), health managers
(directors of the hospital, etc.), and patients. We found that architects

https://aialifedesigners.fr/
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usually only talk to health professionals’ representatives and health
managers during the design phase but never with patients. This con-
firmed our aim to focus on patients’ experiences for our study, as it is
simply not considered.

We continued our investigation with a series of 11 semi-structured
interviews with architects. We focused on the problems they face
during the design phase and on their needs with regard to patients
experience. We followed the Critical Incident Technique of Flanagan
(1954), also asking them to bring and show us during the interview
their different plans, presentations, models, etc. Each interview lasted
60 to 90 min, was audio recorded and we took extensive handwritten
notes. We identified themes in our notes and then listened to the audio
to confirm them.

Use of 3D models by architects. Architects reported using 2D
and 3D computer-aided design tools throughout their architectural
projects. Different tools co-exist among the team depending on their
specialization (interior designers use SketchUp3 and architects Revit4).
During the preliminary design phase, 2D plans are mandatory and 3D
BIM models are created in most cases. Multiple architects collaborate
asynchronously on the same 3D models. First, the general aspects of
the building are modeled (facades, interior walls and elevators). Then,
at the design engineering phase, the engineers take the 3D models,
transform them into 2D models, and work on technical drawings.
During these two phases, architects organize team meetings during
which the BIM model serves as a medium for discussion. In these
meetings, a 2D screen is used to navigate into the BIM and to discuss
the design.

Use of VR models by architects. VR is rarely used in the design
process because it is more time-consuming than with classical screens,
as the team has access to only one, computer-dependent, VR headset.
VR models are produced with the Enscape software5, at the instigation
of the designer of the team and usually appear at the end of the design
engineering phase. The designer usually starts by exporting the BIM
produced by the architects, then reworks it in Unreal Engine (a video
game engine) to produce a highly realistic VR-compatible 3D model.

Such models are used in two ways. First, several architects ex-
perience them during team meetings and give their comments and
suggestions for modifications. Architects reported that VR prototypes
allow them to immerse in their plans and give them another vision
of the ambiance, materials choice, patient pathways and orientation,
or space size. For example, an architect immersed in a VR 3D model
reported finding all the spaces smaller than he imagined. Another
commented that VR allows him to see things that are invisible on a 2D
plan (e.g., dimensional errors). All the the problems highlighted during
the meetings are considered by architects in the next iteration of their
design. Second, VR prototypes can be used as a communication tool
with health professionals, for example, to publicize the project or show
the concept stages. However, VR is not used to design with them to
avoid too high expectations for the future building. Instead, architects
prefer using videos and slides during such design workshops.

Architects’ needs with regards to patient experiences. When
constructing a health facility, the architects reported that the expe-
riences of patients are somehow gathered through the mediation of
health professionals and never from the patient themselves, which was
considered a drawback. Yet, while they acknowledged the significance
of incorporating the experiences of patients into the design of health-
care pathways, the architects underlined that they face many challenges
to integrate such practice into their workflow. Indeed, from a pragmatic
perspective, architects do not know how to recruit patients, how to run
workshops with them, how to gather their experiences, and whether the
ideas they come up with will be generalizable. Their needs associated
with patient experience are:

3 https://www.sketchup.com/
4 https://www.autodesk.com/fr/products/revit/
5
 https://enscape3d.com/fr/

5 
• Understand the feeling associated with a space or a moment.
The architects emphasized that the way a space is designed
strongly influences how it is felt. They want to understand the
aesthetic feeling and how the ambience is experienced, as their
intention is to transform (by changing lights, colors, furniture,
etc.) the hospital into a more welcoming and comforting environ-
ment for the patients. They are, for instance, interested in the
first impressions of patients when entering the different rooms
in the pathway or if they experience more or less stress in a
waiting room. By gathering and leveraging such data, architects
hope to be able to propose buildings that provide a better patient
experience during care.

• Understand the orientation of people in the building. Circu-
lation in a health facility is crucial as it conditions both profes-
sionals’ work and patients’ flow. However, architects reported
that the patient side of the circulations (especially signage) is
often a neglected and undervalued work for their clients. This
concerns understanding patient flows, how they move through
space, how they find their bearings, and how they experience
signage (e.g., where people naturally move towards, what are the
eye-catchers).

• Understand if confidentiality is met. Architects see confiden-
tiality as an important issue in healthcare facilities. They would
like to understand how patients feel about the space regarding
privacy or vulnerability and whether their exchanges with pro-
fessionals are respected. This involves a sound aspect (e.g., what
sounds are heard and how they are perceived by patients).

During the design process of a new building, these needs transform
into challenges for architects. Indeed, incorporating considerations on
privacy and on the emotional impact of a space necessitates direct en-
gagement with real patients. We used these needs as guiding principles
for designing our VR environment and defining the moments in the
pathway we would be focusing on.

5. Design of the VR environment

The second step was to design a VR simulation of the ambulatory
pathway, that would correspond to what could have been built by
architects to get insights on their design from the experiences of real
patients. Here, we present the pathway in more detail, and the choices
we made to design the VR environment.

5.1. Case study: an ophthalmologic ambulatory pathway

Among recent projects from the architecture agency we worked
with, we chose the one developed for the private clinic Jules Verne6

and the ‘‘Institut Ophtalmologique de l’Ouest’’7 (a center of excellence
for the treatment of eye diseases and surgery in France). In 2016,
the agency was chosen to renovate a building wing that would house
the clinic’s new ophthalmological surgery outpatient track. They also
had to work on indoor design and outpatient circuit, for which they
received precise instructions, for example, they had to keep the flow of
patients smooth while maintaining a pleasant and effective workspace
for health professionals. They imagined a circuit which is reflected in
walls’ positions, interior design, the absence of hallways, open space ar-
eas, ‘‘boxes’’ (where patients rest and/or wait) placements, and specific
care practices.

Fig. 2 represents the complete ophthalmologic care pathway that
includes the ambulatory pathway. Prior to surgery, patients undergo
a diagnostic process, schedule the surgery, and consult with an anes-
thesiologist. On the day of surgery, the surgical procedure itself lasts

6 https://www.cliniquejulesverne.fr/
7 https://www.institut-ophtalmologique-ouest-jules-verne.fr/

https://www.sketchup.com/
https://www.autodesk.com/fr/products/revit/
https://enscape3d.com/fr/
https://www.cliniquejulesverne.fr/
https://www.institut-ophtalmologique-ouest-jules-verne.fr/
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Fig. 2. The full ophthalmological care pathway. Patients undergo three stages: Three mandatory pre-operation consultations over different days, the ambulatory surgical pathway,
and two post-operation consultations.
Fig. 3. A screen capture of the first-person video shot with camera glasses during the field study. One of the authors took the role of a patient and underwent the entire ambulatory
circuit (except for the surgery).
between 2 to 10 min. for minor operations, but patients are required
to be present for 2 to 4 hours due to preparation, administrative tasks,
waiting periods, postoperative monitoring, etc. After surgery, patients
must attend two follow-up consultations at the clinic after 1 and 4
weeks to assess the outcome.

5.2. Field study: Journey map and key aspects of patients’ experiences

We wanted our VR users to follow a task-based scenario correspond-
ing to the real activity of the ambulatory circuit, so that they experience
both the building and the activity that takes place in it. That is why we
needed to understand and document the ambulatory pathway; to detail
the tasks of patients and professionals and the steps of the pathway;
and to assess what patients experience within it, so as to identify some
key aspects. To do this, we carried out a field study in the hospital.
One of the authors immersed himself in the hospital for four days, and
conducted several in-situ observations.

We started with an observation (fly on the wall type) within the
pathway. We followed two patients through their ambulatory process
to understand the different steps of the circuit. Then, we performed
a first-person ‘‘simulation’’ of the pathway, where one of the authors
played the role of a patient and went through the ambulatory journey
6 
while wearing camera glasses8. It resulted in a first-person video of
the pathway (depicted in Fig. 3), which was useful for the design and
development of the VR environment.

Then, we conducted six semi-structured interviews with health pro-
fessionals (20 min. each) about the ambulatory pathway and the ex-
perience patients have in it. We also conducted five semi-structured
interviews with patients who had followed the pathway (30 min.
each), exploring ‘‘key’’ aspects of their experiences. We completed our
data with an observation session during a preoperative consultation
with one patient, which allowed us to better understand the surgery
preparation context. All participants (patients and health professionals)
consented to participate in the study and signed a consent form before
each interview. They were not compensated for their participation. We
took handwritten notes and all interviews were audio recorded.

The results of this exploration produced a detailed journey map
of the ambulatory pathway and a set of important aspects of the
ambulatory lived experience that we needed to implement and focus
on in our VR environment design.

8 Tobii Pro Glasses 2 Integration Edition: https://www.tobii.com/products/
discontinued/tobii-pro-glasses-2.

https://www.tobii.com/products/discontinued/tobii-pro-glasses-2
https://www.tobii.com/products/discontinued/tobii-pro-glasses-2
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Fig. 4. Map of the ophthalmologic ambulatory service. On the same day, patients follow a 12-step circuit (yellow line). The ambulatory journey begins in the clinic’s waiting
room (Step 1). Once called by the nurse, patients proceed to pre-operation admission (Steps 2 and 3). Following this, they are asked to change (Step 4) and sit on a stretcher. In
this stretcher, basic medical procedures such as blood pressure monitoring and catheter fitting (Step 5) are carried out. Upon completion of advanced medical check-ups, patients
are transported to the anesthesia room through a corridor, where the stretcher is laid down. After anesthesia (Step 7) and subsequent eye surgery (step 8), the stretcher is raised,
and patient are brought back for a 30 min. long post-operation monitoring (Step 9). If there is no issue, patients are guided back to the locker room where they dress, and walk
to a snack area for refreshments (Steps 10 and 11), before exit procedures (Step 12). Image used with permission.
The journey map. We divided the ambulatory pathway into 12 steps, as
shown in Fig. 4. Each step is described in a journey map by: its name
and duration; the position of the patient (sitting, standing or lying);
results from the observation (attitudes, point of view, actions and
dialogues, etc.); general comments about the atmosphere (lights and
sounds, healthcare work, other patients, etc.), and interactions between
patients and health professionals. For example, during the waiting room
step (first step), patients interact with a terminal where they provide
information about themselves. They receive a ticket with a number
and then sit in a chair and wait there until their number is called.
They wait between 10 min. and 2 hours. There is limited interaction
between health professionals and patients. The waiting room is very
luminous, with large windows overlooking a parking area. Radio can
be continuously heard. Other patients pass through the area when they
leave the pathway, a variable number of other patients also wait for
surgery with their relatives. The journey map served as the primary
tool for the programmers to implement the VR ambulatory circuit.

Key aspects of ambulatory lived experience. We extracted from the in-
terviews of patients four key aspects of patients’ experience of the
ambulatory pathway:

∙ Perception of health professionals activities. The perception
of professionals’ activities by patients is based on sound and
vision. It contributes strongly to the way patients experience
the medical context. Sound is especially crucial all along the
circuit as vision can be impaired by lying position or disabilities.
Most of the steps take place in open spaces, which encourages
communication between professionals (checking the patients
7 
and communicating with them is easy). However, a drawback
is that patients can hear the conversations and chitchats of
professionals, which was reported as confidentiality and noise
issues.

∙ Interaction with professionals and the environment. Patients
rely heavily on professionals all along the circuit. Dialogues and
interactions with professionals are systematic and provide im-
portant information to them, such as directions or instructions.
Moreover, patients reported interacting with different objects all
along the ambulatory pathway, such as their patient records, a
ticket machine, sensors of all kinds, etc.

∙ Anxiety during waiting times. Patients are anxious during the
circuit. The more they wait, the more their stress increases.
Stress involves the fear of feeling pain, of the unknown, of care
errors, or of a post-surgery disability.

∙ Change of posture and point of view during the circuit. At
the beginning of the circuit, patients are standing, later they
are installed on a stretcher that can change position to become
the operation table. Patients pass from sitting to lying position,
are operated, then later sit, and stand up again. This conditions
what patients can see and hear during the circuit and how they
locate themselves in it. For example, in a lying position, they
looked at the ceiling and reported losing their landmarks: ‘‘We
are lying down, so we do not realize much anymore, we are
passing through corridors’’. Patients indicated that this change
of point of view is an essential aspect of their experience.
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Fig. 5. Real (left) and virtual (right) installation room of the patients in the ambulatory pathway.
5.3. Design of the VR environment

Ensuring a sufficient level of presence is important for comparing
experiences in VR and in reality. This means that a general requirement
is to design a VR environment that is sufficiently immersive and inter-
active, as well as realistic. We also identified a set of 9 requirements
for what we needed to reproduce or simulate in VR, both from the
architects’ needs and the key aspects of patients’ experiences.

Architects need to understand the feeling associated with a space
or a moment, that is why we needed to Reproduce the full pathway
spatially and chronologically (req. 1). Architects also need to understand
the orientation of people in the building, requiring us to Simulate the
real signage (req. 2) and Choose a locomotion technique that enables
users to move within the hospital (req. 3). For gaining information about
confidentiality, it is important to Reproduce all spaces (req. 4) and
Reproduce the sounds heard in all spaces (req. 5).

Patients highlighted some key dimensions of their experiences (see
section 5.2). The first one was related to the perception of health
professionals activities, which led us to Reproduce health professionals
and their actions with virtual avatars (req. 6). Another had to do with the
interactions, notably with professionals who serve as guides throughout
the circuit, and patients they can interact with or observe: we had
to Reproduce interactions with health professionals and the environment
(req. 7). Two others dimensions dealt with the anxiety during waiting
time, and the importance of the change of posture and point of view
throughout the circuit, that is why we had to Reproduce waiting times
(req. 8) and Reproduce the change of posture and point of view related to
the stretcher (req. 9).

From the BIM to a VR model. We recreated the building’s structure by
importing the Building Information Modeling (BIM) mock-up of the
clinic’s wing provided by the architects into Unity9. This allowed us
to spatially reproduce the circuit (req. 1), as well as all the spaces of
the ambulatory pathway (req. 4). We optimized the model by merging
all the sub-meshes into a single one using a 3D design software10.
After adding light sources to the scene, we placed 3D models such
as water bottles, sheets, files, etc. as well as the signage of the area
retrieved from the original sources (req. 2). Once the building was
ready, we implemented the ambulatory circuit chronologically (req. 1)
by recreating the 12 steps of the pathway at the exception of the surgery
(see Fig. 4).

9 https://unity.com/
10 Cinema4D - https://www.maxon.net/fr/cinema-4d.
8 
Locomotion. We considered three locomotion types for patients to be
able to move freely within the VR building as they would in reality:
motion-based, controller-based, and teleportation-based (Boletsis and
Cedergren, 2019). We discarded walking in place as it could be exhaust-
ing for elderly patients. We privileged controller-based locomotion over
teleportation, so that users could keep visual contact with the envi-
ronment, and experience circulations while moving (req. 3). However,
as it may induce motion sickness (Boletsis and Cedergren, 2019) we
implemented a reduction of the field of view when moving (Lim et al.,
2021). As using a joystick could be complicated for VR novices, we
created a tutorial to train participants to move around and to assess
that patients did not suffer from motion sickness. Because participants
of the study were elderly people and the VR passage lasted 35 min., we
chose to seat participants in reality, even if they were standing in VR,
as it would cause less fatigue than standing (Chester et al., 2002) and
induce less sickness (Merhi et al., 2007; Zielasko and Riecke, 2021).

Sound. We defined three types of sound that we needed to reproduce
in VR: ambient sounds (e.g., alarms, music), chitchats, and interactions
with health professionals. We recorded multiple ambient audios at
different locations of the real pathway, such as the sound of the radio
in the waiting room, which was usually reported during interviews.
We ensured that private patient conversations were not recorded. We
created spatialized audio sources and located them precisely in the
environment where they had been recorded (req. 5).

Virtual characters. We populated the environment with three types of
avatars: those who reproduce professional activity around the patient
(req. 6), those who interact with the patient, both verbally and with
specific gestures (req. 7), and other patients. We used medical world
avatars from a free database11 and animated them when possible. In
some cases we had to use motion capture devices to record specific
movements, such as taking temperature on the forehead, or placing a
catheter.

Interactions. We reproduced various dialogues between health profes-
sionals and patients, based on excerpts from the first-person video
(req. 7). Patients could then interact in VR with the avatars of health
professionals, answering their questions with a simple dialog model
(req. 7). Utterances of the health professionals could be both heard
(repeated if necessary) and read, as well as answered by pointing at a
set of possible written answers. We adapted the interaction for the steps
when the user would be lying down. Patients could also interact with
different objects by using the controller, notably seats and sofas placed
at adequate places within the circuit (req. 3 & req. 8) to allow patients

11 RocketBox: https://www.microsoft.com/en-us/research/blog/microsoft-
rocketbox-avatar-library-now-available-for-research-and-academic-use/.

https://unity.com/
https://www.maxon.net/fr/cinema-4d
https://www.microsoft.com/en-us/research/blog/microsoft-rocketbox-avatar-library-now-available-for-research-and-academic-use/
https://www.microsoft.com/en-us/research/blog/microsoft-rocketbox-avatar-library-now-available-for-research-and-academic-use/


J.-P. Rivière et al.

r
o
p
o
t

6
r

e
w
s
O
i
V
p

b

m
t
t
V

P
b
c
n
c
t
e

International Journal of Human - Computer Studies 192 (2024) 103342 
to sit in VR and experience waiting periods and thoughts associated
with them.

Stretcher. We recreated the change of posture and point of view by
positioning the patients into a real stretcher without removing the
headset. Patients did not leave the stretcher until near the end of the
circuit where we performed the inverse manipulation. Using a real
stretcher allowed us to change the position of the patient from sitting
to lying down, as it happens in reality (req. 9).

Finally, as recommended by Kalantari and Neo (2020) we calibrated
the systems through pilot tests with ordinary people. We ended up with
two environments: a 10 min tutorial and a 25 min. ambulatory circuit12

(see Fig. 5). The iterative design process was crucial to test locomotion,
calibrate the interactions, design the stretcher operations and ensure
the environment was realistic enough.

5.4. Issues with the pathway to focus on

As a last step, we cross-referenced the needs of architects with the
data collected during the field study (observations, patient experiences,
and remarks of health professionals). We could identify three issues in
the real ambulatory pathway that we would try and assess later with
our VR environment (RQ2).

• Loss of spatio-temporal references related to circulations (Is-
sue 1). Architects design circulations so as to improve the fluidity
of the pathway, facilitate the work of the health professionals and
facilitate patient orientation and guidance. However, as we could
observe, and as professionals remarked, short distances (notably
caused by space optimization), bad signage (we saw in Section 4
that signage is often neglected) and stress can provoke the loss of
spatio-temporal reference points for the patients.

• Lack of intimacy and confidentiality in open spaces (Issue 2).
The architects designed the ambulatory pathway as a place of
living but also as a ‘‘functional’’ care place. They designed a fully
open care space to facilitate communications (care professionals
we interviewed confirmed this communication gain) and shorten
circulation times. However, observations, as well as interviews
with patients and professionals showed that the lack of intimacy
in open spaces could be disturbing for patients, notably the
constant hearing of everybody’s ongoing conversations in the
area.

• Stress during waiting times despite architects’ efforts (Is-
sue 3). As we observed, and as patients explained (less so pro-
fessionals), waiting is not a good experience as it causes a rise
of stress, even if architects tried to tackle this problem upstream
(using specific colors, materials, volumes, etc.).

These three issues correspond to actual problems patients expe-
ience in the ambulatory pathway, and we wanted to evaluate if
ur VR environment allowed to assess them, by documenting how
atients find (or do not find) their bearings, by exploring their sense
f intimacy and confidentiality, and their anxiety related to waiting
imes.

. Collecting and comparing patients experiences in VR and in
eality

Our main research question (RQ1) was: to what extent are the
xperiences lived by patients in a VR environment (corresponding to
hat an experience prototype of an ambulatory pathway would be)

imilar to the real-life experiences of patients in the actual pathway?
ur secondary question (RQ2) was related to understanding if the

ssues described in the real ambulatory path can also be assessed in
R. The key to answering both questions was to collect and compare
atient experiences in both conditions.

12 See complementary material: https://www.youtube.com/watch?v=
AOmGLkfl3c
9 
6.1. Experience collection method

Different methods aim at collecting data about human lived expe-
rience. As we saw in the related work section, questionnaires are not
sufficient to capture all the dimensions of lived experience (Hassenzahl
and Tractinsky, 2006; Light et al., 2010). We, therefore, turned to
interview methods. Høffding et al. (2022) described nine methods
dedicated to the collection of lived experience. From these methods, we
selected the micro-phenomenological interview (Vermersch, 1994) as
the one we would use because 1) it enables to collect lived experiences
of participants at a fine-grained level (Cahour et al., 2016), 2) it does
not require traces of the activity such as productions, documents or
videos, 3) a precise method exists for analyzing and comparing different
experiences (Valenzuela-Moguillansky and Vásquez-Rosati, 2019) (see
Section 6.6). Furthermore, it had already been used in HCI to collect
lived experience of interactive systems (Françoise et al., 2017; Hogan
et al., 2015) and VR environments (Prpa et al., 2018).

The aim of an investigator during a micro-phenomenological inter-
view is to guide the interviewee into both the recall of a past situation
and the subsequent verbalization of the corresponding experience (Ver-
mersch, 1994; Cahour et al., 2016). Unlike traditional semi-structured
interviews, the interviewer’s role is to help the participant retrieve a
precise moment of experience and put them in a state where they
can ‘‘live again’’ this experience. In this way, the interviewee can
verbalize how the experience unfolded, along different dimensions. The
interviewer should refrain from asking ‘‘why’’ questions, as those are
prone to trigger analytical judgment on what happened at the time of
the action rather than a description of what happened and was experi-
enced (Cahour et al., 2016). Indeed, Vermersch warns against the fact
that interviewees tend to rationalize and comment on what they lived
(judgments, beliefs, preferences, or theoretical knowledge) instead of
describing what they actually did and experienced. He argues that
although these analytical dimensions are important to understand what
happened, they are not constitutive of the experience itself (Vermersch,
1994; Petitmengin et al., 2019). By focusing on what was lived, the in-
terviewer helps the participant access and describe different dimensions
of the experience. For additional insights on micro-phenomenological
interviews, readers can turn to (Hogan et al., 2015; Petitmengin et al.,
2019; Prpa et al., 2020).

It must be noted that this study introduces a novel method for com-
paring experiences in VR and reality. By venturing into uncharted ter-
ritory, we acknowledge that limitations inherent to this new approach
may arise. These limitations are discussed in Section 8.

6.2. Participants

Two ophthalmologists surgeons recruited the participants among
their patients. There were two groups (Fig. 6).

The participants of the VR Group (N = 8) (7 females, 1 male;
mean age = 70, SD = 7,73) experienced the VR environment before
the surgery and were interviewed right after. They had no medical
conditions contraindicating the use of VR, nor did they suffer from
severe vision problems that would make the VR experience impossible
or excessively challenging (such as severe glaucoma or age-related
macular degeneration).

The participants of the Reality Group (N = 8) (6 females, 2 males;
ean age = 73,5 ; SD = 5,73) were interviewed on their experience of

he real surgery during the post-operation phase and did not experience
he VR environment. They had the same vision problem as those in the
R Group.

All participants had full cognitive and sensorimotor capacities (no
arkinson disease for example), and no medical contraindications for
eing interviewed (no psychiatric or dementia history, no use of psy-
hoactive medication or substances, etc.). We did not conduct VR tasks
or interviews on the same day as the surgery. Participants were not
ompensated for their time. All participants agreed to participate in
he study and signed a consent form. The protocol was validated by an
thics committee specialized in health protocols.

https://www.youtube.com/watch?v=bAOmGLkfl3c
https://www.youtube.com/watch?v=bAOmGLkfl3c
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Fig. 6. Participants in the VR Group experienced the VR environment, then had a micro-phenomenological interview. Participants in the Reality Group only had a
micro-phenomenological interview.
Fig. 7. After the VR task, participants went through a micro-phenomenological interview. The stretcher used during the VR experimentation is visible in the background.
6.3. Setup and apparatus

VR tasks and interviews were conducted in the same room (Fig. 7).
Interviews for the Reality Group were conducted in different rooms of
the clinic. The VR environment was run on an HP Omen 15 laptop
computer (AMD Ryzen 5600H processor, Nvidia GeForce RTX 3060,
16 GB RAM). Participants in the VRGroup wore an Oculus Quest 2 HMD
connected to the laptop with an Oculus Link cable with its controllers.
We chose this HMD because it is light, has easy to grasp controllers,
and can be used in a small room at the hospital. We had to use an
external laptop since the HMD lacked the necessary power to run the
VR environment.

6.4. Procedure

Participants in the VR Group started with the VR tutorial to learn
the main controls and for us to verify they did not suffer from motion
10 
sickness. They then followed the VR circuit until step 6, where we
helped them to the stretcher while keeping the headset on. They
continued until step 9, where they left the stretcher and finished the
circuit. The full VR session (tutorial + ambulatory circuit) lasted around
35 min. After completion, they filled the Spatial Presence in Immersive
Environments (SP-IE) questionnaire (Khenak et al., 2019), then we
carried out a micro-phenomenological interview (Vermersch, 1994) on
the experience of the VR ambulatory pathway. Fig. 7 depicts the room
where interviews were conducted and the stretcher used during the
experiment with the VR Group.

Participants in the Reality Group only went through a micro-
phenomenological interview about the ambulatory pathway they ex-
perienced a few weeks earlier. Interviews lasted around 45 min.

During the interviews, we specifically targeted episodes of interest
that matched with the key experiences of patients, as well as the
issues with the pathway we had identified (Section 5.4). The first
targeted episode lasts from the moment the patient is installed in the
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stretcher (step 5 of Fig. 4) to the anesthesia room (step 7). It includes
interactions with health professionals (preoperative procedures such as
placing a catheter or electrodes), waiting periods, open-spaces, changes
of posture (sitting to lying position), non-autonomous circulations, etc.
The second episode lasts from the post-operation monitoring (step 9) to
the snack room (step 12). It includes waiting periods, interactions with
professionals, and autonomous circulations. After a few interviews, we
added a third episode of interest, which patients were likely to elicit.
This third episode lasts from the entrance of the service (step 1) to
the end of the first check with a nurse (end of step 3). It includes
autonomous circulations, dialogues with professionals, and waiting
times. In total, these three episodes cover 10 steps of the ambulatory
journey.

6.5. Data collection

We recorded the video and audio of each micro-phenomenological
interview. We also collected VR traces (trajectory and events) and a
first-person video (what is seen in the VR headset by the patient) for the
VR Group. We assigned each participant a unique ID and anonymized
all interviews. In what follows, we refer to the participants by their
group name (VR or Reality) and a number, e.g., R5 corresponds to
articipant 5 in the Reality Group.

.6. Data analysis

We chose to analyze our interviews with the procedure proposed
y Valenzuela-Moguillansky and Vásquez-Rosati (2019). This method
ims to describe experiences collected in the interviews with diachronic
nd synchronic structure, and later to compare and abstract those struc-
ures. We chose it for three reasons: it ensures that the diachronic and
he synchronic richness of the experience collected during the interview
s not lost, it enables comparison between participants’ experiences, and
t documents the criteria used for building structured descriptions of
xperiences.

This analysis method includes 5 steps:
Data preparation: transcription of each interview. We tran-

cribed the recordings, also using the video to describe gestures or gazes
f the participants. Then, we discarded what cannot be considered
s a description of authentic experience, only keeping descriptems,
.e., excerpts of the transcription that are deemed to correspond to
uthentic experience (Petitmengin et al., 2009). For this, we used what
as said (e.g., present tense is a cue of authenticity), the questions of

he interviewer (e.g., ensuring they were not inducing any answers),
nd the gestures/eye-directions (e.g., describing action with the hands
s a cue of authenticity, as is looking up and sideways while being in
ontact with the past).
Specific diachronic analysis: understand the temporal evolu-

ion of the described experience. We constructed a temporal struc-
ure of each participant’s full experience by 1) grouping together the
escriptems that relate to the same moment, 2) giving a name to the
oment, and 3) inserting it in a chronological sequence in relation

o other moments. The first-person video was used to help build the
tructure of the experience for the VR Group. The resulting structure
onstitutes the diachronic structure of the experience.
Specific synchronic analysis: characterize the structure of the

xperiences. We further described each moment with synchronic cate-
ories, according to what the participant lived during this moment. This
onstituted the synchronic structure of the experience. For example, a
articipant reported feeling stressed at the beginning of the pathway.
his stress was characterized by a weight on the chest. We created a
oment named At the ticket terminal with two descriptems related to that
oment. Then, we added the synchronic category: Anxiety and its body-
ocalization property: On the chest, as well as the descriptems justifying

uch modeling (Fig. 8).

11 
Generic diachronic analysis: compare participants’ diachronic
tructures. We created upper moments to align moments of experi-
nces between participants to allow further comparison. For example,
f R1 described a catheter placement in the stretcher and R3 described
ow a professional placed a blood pressure cuff, they are not talking
bout the same moments. Yet, these two moments belong to the same
tep of the ambulatory pathway, where the blood pressure cuff and the
atheter are placed when the patient is on the stretcher. We created an
pper moment ‘‘6. Sitting in the stretcher’’ containing a sub-moment

‘6.1 Surgery preparation #1’’, and placed R1 and R3’s experiences into
his moment. With this procedure, we defined and normalized 14 upper
oments (column 1 of Table A.3) and 9 sub-moments (column 2 of
able A.3). Interestingly, these moments do not entirely match the 12
teps we found in the field study (Fig. 4). This is because what patients
eported doing and experiencing do not necessarily correspond to what
e observed.
Generic synchronic analysis: compare participants’ synchronic

tructures. All the researchers normalized the names of the synchronic
ategories we used for each group (in the VR Group, for example, we
oded an experience of ‘‘Anxiety’’ and another one of ‘‘Worry’’ in the
eality Group. We normalized both to ‘‘Anxiety’’). We ended up with
5 and 51 synchronic categories, for VR and Reality Group respectively,
hich we classified into broad dimensions of experience (see 7.2.1).

The analysis was conducted by one researcher while each of the
alidation and normalization sessions implicated the three authors.
e used the descriptems of the moments or synchronic categories

very time it was necessary to check the validity of a decision, getting
ack to the transcriptions of the interviews when needed. The analysis
as carried out using the tool 𝜇 PMT,13 which helped us manage

he interviews, highlight descriptems, organize sequences of moments,
nd manage a list of synchronic categories that we instantiated within
iachronic moments. A summary table of our modeling can be found
n the Appendix, Table A.3.

. Results

We first present the scores on presence (7.1), before answering our
ain research question on comparing patient experiences in VR and

eality (7.2), and our second question on issues (7.3).

.1. Presence in the VR environment

The answers of the SP-IE questionnaire (for the VR Group) showed
hat 8/8 participants attributed realness to our environment. They
elt a high sense of spatial presence, a high possibility of actions,
llocated a high attention to the task, and enjoyed the VR experience.
hree participants reported cybersickness verbally during the tutorial
r in the questionnaire after the main task. However, none of the
articipants stopped the VR environment due to severe cybersickness.
inally, 7/8 participants (VR5 did not answer the two questions dealing
ith presence of avatars) perceived the social presence of the avatars.
ig. 9 shows the results for all participants, with the values for each sub-
cale normalized on a scale of 100. The detailed results are presented
n the appendix, Table A.4.

All this suggests that, overall, patients felt a strong sense of pres-
nce, were immersed in the ambulatory circuit, and felt social presence.
t also supports the idea that experiences lived in the VR-ambulatory
ourney can effectively be compared to those in reality.

13 Micro-Phenomenology Modelling Tool https://yprie.github.io/uPMT/, a
brief description of this tool is available in (Rivière et al., 2024).

https://yprie.github.io/uPMT/
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Fig. 8. Example of the specific analysis of the experience of VR1 as described in the transcription of the micro-phenomenological interview. Descriptems from the interviews are
classified into diachronic moments and sub-moments (white boxes), which are organized sequentially and hierarchically (diachronic analysis). Afterwards, moments are further
described with synchronic categories represented in yellow, also justified by descriptems (synchronic analysis). Later, during the normalization and generic analysis of the descriptions,
the names of some moments were standardized (e.g., ‘‘At the Ticket Terminal’’ became ‘‘1.1 Ticket Terminal’’ and ‘‘Waiting’’ became ‘‘Waiting #1’’). Additionally, some categories
were rephrased (e.g., ‘‘There are people’’ became ‘‘Perception of other patients’’).

Fig. 9. Results of the SP-IE questionnaire (for the VR Group).
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7.2. RQ1: comparison between experiences in VR and reality

We first broadly present the dimensions of lived experience we
found and how they are distributed within both groups, before focusing
on the main similarities and differences.

7.2.1. Dimensions of lived experience in both groups
From the first three steps of analysis, we got 16 (one per participant)

diachronic sequences, each encompassing different moments of expe-
rience, and identified 96 distinct synchronic categories. We classified
the synchronic categories into 4 broad dimensions of experience (see
Table 1):

The thought dimension describes cognitive thinking in diverse
forms such as self-addressing (self-motivation, telling to myself that I
am lost), desires, rationalizing what is happening, etc. A good example
is given by R5, who felt lost during the real tour, which provoked an
inner speech: ‘‘I say to myself, I am lost, where am I going? I say to myself,
I think it must be this way. I can see more or less... I go there [gestures] and
suddenly I hear nurses and I ask them [...] I find myself in the hall, in the
waiting room. I say to myself, there is a problem (laughs), because I have
to pay, I know that ’’.

The emotion dimension includes all the emotions that participants
felt. For example, VR1 explains feeling anxiety just before the surgery:
‘‘I think: this is it... and then I start to feel anxious [laughs]. Something is
squeezing me [hand gestures on chest], something is going to squeeze me, I
feel oppressed’’.

The sensation dimension is a high-level construct, which refers to
ensations felt by participants. For example, VR2 describes a sense of
ormality in the pathway and its impact: ‘‘At this moment, I know I am
oing to be taken care of [...] I let myself go, [...] I wait for it to happen.’’

The perception dimension has two subdimensions: social perception
efers to the perception of other persons, who can be patients or health
rofessionals, while sensory perception refers to the direct perception of
ensory clues. For example, VR7 described the sound (direct percep-
ion) of other people around (social perception): ‘‘The space is extremely
oisy, you can hear the noises of the nurses, telling their little stories’’.

Table 1 shows all synchronic categories, whith those in bold indicat-
ng similarities between both groups. Among the most used ones, 27 are
resent in both VR and Reality groups. There were more occurrences
f the synchronic categories for the Reality Group (321) than for the
R Group (213), which cannot be attributed to variations in interview
uration. Table 2 presents synchronic categories that appear at least
wice within a group.

Overall, if we compare VR and Reality Group over the number of
sers reporting about the dimensions, we can say that: except for VR2
nd VR7, who did not describe emotions, all the participants described
xperiences belonging to all the dimensions (see Table A.3); there
s coherence within the two groups on the most described moments
normalized moments 6, 7, 8, and 11), and there seems to be more
articipants of the Reality Group reporting for these last two moments.

Many comments can be made about this rich data, but we will focus
n the most important findings in relation to our main question: what
an we say about the similarities and differences between the reported
R and real-world experiences?

.2.2. Similarities between experiences
erception of sound is similar in both groups. The first similarity was
ncovered through the accounts of twelve participants who reported
earing discussions and noises during the circuit (17 occurrences for
oth Reality and VR Group). Participants reported hearing profes-
ionals’ voices (VR1,5,6,7 - R5,7,8), hearing chatter (R4,8 - VR5,6,7),
earing the preparation of other patients (R5,3,7), and overhearing
ther conversations (R4,5,8 - VR1,3,4,6,7). In both groups, participants
erceived sound differently. For example, R4 explained being annoyed
y the noise: ‘‘I started to listen to others, I was a little bit, shocked, I mean

hocked. [...], [by] the lack of reserve, of discretion. They spoke very very
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oudly ’’. Yet, some participants, such as VR4, felt that it was a normal
art of the service, which was reassuring: ‘‘I hear everything, [...] it is
eassuring to see that there are people’’. The sound may be more vivid
hen on the stretcher and in the anesthesia room, but overall, sounds
re perceived everywhere in the circuit.

oth groups perceived health professionals around them. All the partici-
ants reported having a strong perception of health professionals (28
ccurrences for the VR Group and 31 occurrences for the Reality Group)
hroughout the circuit. VR6 gives an example of such perception: ‘‘I
ee nurses in front of me, like when I went to the stretcher. I see them’’.
e found that perception of professionals is usually accompanied by a

ositive feeling in both groups, as explained by VR1 ‘‘I get much atten-
ion, so... I do not have time to think much. [...] It feels less lonely already ’’.
articipants in reality shared similar perceptions, as R8 explains: ‘‘Then
here is a nurse who came to get me and reclined the chair into a lying
osition’’.

articipants in both groups felt that they were being taken care of. This
ensation was categorized 14 times in the VR Group and 17 times in
he Reality Group. R1 explains it in these words: ‘‘The different people
o not stop taking care of us, to check if everything is OK, to take the blood
ressure, to put the catheter [hand gestures], to check if everything is fine’’.
uch experience occurs when participants follow a health professional,
re transported, or when receiving medical care: in the VR Group,
R1,2,8 reported it when they sat in the stretcher, VR8 during the
ost-anesthesia monitoring, VR3,4,5 when the chair was laid down and
oved to the anesthesia room: ‘‘They are pushing me. I let myself be
uided. Well, I have no choice but to lie down on the stretcher that pushes
e’’ (VR4). In the Reality Group, this sensation appears earlier in the

ircuit (in the nurses’ box for R1,2,3), but similarly to the VR Group,
articipants largely reported experiencing it when positioned in the
tretcher (R1,2,3,4,6,7), moved (R1,4,5), and laid down (R4,5).

nstallation in the stretcher was accompanied by a loss of agency in both
roups. Nine participants reported a loss of agency (6 occurrences in
eality and 11 in VR) appearing mostly when sitting in the stretcher
r during the transition to the anesthesia room (R3,4,5,6 - VR4,5,7),
s VR4 explains: ‘‘From the moment they put us in the chair they carry
s around. [unhooked eyes, expressive hands]. You just have to let them’’.
his loss of agency is not lived negatively for most of the participants,
s VR7 explains: ‘‘I can’t turn back. But that’s basically because the
rofessionals are taking care of me’’.

articipants in both groups had the experience of a service in normal oper-
tion. Six participants (VR2,5,7–8 occurrences, R2,4,6–7 occurrences)
xplained feeling a sense of normality, which calmed them down. In
oth groups, such a sense of normality was triggered mainly by health
rofessionals doing their work. R4 explains: ‘‘I saw two people who came
o wash their hands for a long time [eyes up] for a long time and in fact
hey were both talking, but I never heard. I found that normal, very good,
ery good’’. In a similar fashion, VR2 explains: ‘‘It is done normally. This
s what I expect. People do their work, they come, give me things to do...’’
VR2). R2 also described that the sense of normality is coming by seeing
he back and forth of other patients transported by health professionals:
‘Nurses were passing by, going in one direction. And it is kind... nobody
ooks surprised. Everything looks like it is normal’’ (R2).

articipants in both groups experienced anxiety and stress. Four partic-
pants in the VR Group reported apprehension (VR1,3,4,6–7 occur-
ences) and even rather strong stress (VR1,6–3 occurrences): ‘‘I begin
o think that this is it and I begin to feel anxious (laughs). [...] Something is
queezing me [gestures hand on chest] there, something that squeezes me, I
eel oppressed’’ (VR1). Similarly, four participants in the Reality Group

reported experiencing apprehension (R1,2,3,5,7–6 occurrences) - and
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Table 1
VR and Reality groups’ synchronic categories organized by dimensions. Categories shared between groups are highlighted in
bold.

VR Group Reality Group

Thought acceptance, assumption, desire,
haste, judgment, memories,
perception of time, projection,
questioning, the surgery is coming,
the surgery is over

desire, internal focus, I am lost,
judgment, lack of information,
perception of time, ready, regret,
self-motivation, supposition, the
surgery is coming, the surgery is
over, think about family, we are
going now

Emotion annoyance, anxiety, apprehension,
relief, serenity, surprise

anxiety, apprehension, excitement,
fear, hope, joy, relief, shock,
surprise

Sensation awkwardness, being taken care of,
care, comfort, concentration,
confidence, difficulty in VR,
discomfort, disorientation,
loneliness, loss of agency, no more
need of VR controllers, normality,
oppression, reassured, relaxation,
strangeness, strangeness in VR,
stress, trust, unknown, well-being

animation, astonishment, being
taken care of, calm, comfort,
confidence, disorientation, fatigue,
hunger, impatience, letting go, loss
of agency, normality, pain,
reassurance, relaxation,
strangeness, stress, well-being

Sensory perception body perception, perception of
signage, perception of space,
perception of sound

body perception, perception of
light, movement perception,
perception of an object, perception
of space, perception of sound,
reduced perception

Social perception perception of health professionals,
perception of other patients

perception of the cleaner, perception
of health professionals, perception
of other patients
I
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stress (R2,5,6–4 occurrences), as reported by R6: ‘‘I was really, a little
stressed, but they [the nurses] reassured me, and I really enjoyed it ’’. In both
groups, those emotions appeared from the beginning to the end of the
circuit. It generally disappeared after the operation, and is generally
replaced by a sensation of relief, even in VR (R1,2,6,7 - VR1,3,6).

7.2.3. Differences between experiences
We found many synchronic categories of experience in one group

that did not exist in the other. Although most of them are idiosyncratic
categories (e.g., we found only one occurrence of Shock in the VR Group
and none in the Reality Group), some categories appear many times in
one group and none or few in the other.

Participants in VR did not really perceive other patients. All the partici-
pants reported perceiving other patients around: ‘‘I see a man I think and
a lady, I was rather surprised to see that there were other people, we are
not in the room, alone’’ (VR4). However, this social perception seems
more pronounced in the Reality Group, as shown by the number of
occurrences (16 vs 5). In VR, the participants reported feeling the other
patients in the waiting room but not after, while in the Reality Group,
other patients were perceived all along the circuit, as reported by R3
in the snack room: ‘‘there are other patients waiting too. Well, not much is
said, nothing is said... Nobody talks’’.

Perception of time seems more important in reality. Although participants
in both groups explained that they had a perception of time passing,
we found 27 occurrences of this category in the Reality Group and
only 12 for the VR Group. This may suggest that perception of time
is more pronounced in reality than in VR. In particular, participants in
the Reality Group explained that they experienced quite long waiting
times: ‘‘And here, it lasted hours. It was very long ’’ (R4). On the contrary,
in VR, participants reported faster waiting phases, as explained by VR2:
‘‘I thought it was pretty fast. It went by quickly ’’. Perception of time seems

ven more prominent in reality as watches and phones are left in the b
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locker room. Some participants are trying to keep track of time and
measure it in their head, as R3 explains: ‘‘I wait for him to come and get
me. It was also long, very long. Well, I see the door opening. That is why I
saw that I waited so long because I always saw the stretcher bearer coming
out ’’. Overall, the perception of time in virtual reality appears to differ
from that in reality and warrants further investigation.

Some VR participants report VR-related experiences. Two VR-related syn-
chronic categories are inherent to the VR environment and the con-
trollers: ‘‘difficulties in VR’’ (7 occurrences), and ‘‘Strangeness of VR’’
(4 occurrences). Four participants (VR1,2,3,4) described difficulties
using the joysticks and moving in the environment. This appears to
be related to the sense of disorientation that participants reported in
the VR Group. VR1 and VR2 also reported VR-related strangeness. VR2
reported touching things in reality that was not in the headset: ‘‘When
sit in the seat, it is not really like a regular seat. It is strange because it is a
eal seat, but at the same time I am not in the right place, I am bumping into
t with my legs...’’. VR1 also described feeling strange being operated on
he stretcher and not on an operating table.

educed perception-related experiences only appear in reality. The cat-
gory ‘‘reduced perception’’ (24 occurrences) is related to a loss of
irect perception (vision and sound) and was found only in reality. For
xample, R1 explained losing sight due to anesthesia, and R5 could no
onger hear because the hearing aids were left in the dressing room.
n the VR Group, although some patients explained that they could
o longer see because they were lying down (similar to reality), none
escribed any other type of loss of perception.

odily perception-related experiences are different. All participants of
he Reality Group reported having ‘‘body perception’’ (17 occurrences),
ersus 4 participants in the VR Group (VR1,2,4,6–4 occurrences). These
erceptions are not of the same type. For the Reality Group body per-
eptions came mostly from care interventions, such as the feeling of the
lood pressure cuff inflating (R1), or the feeling of being anesthetized
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Table 2
All the synchronic categories for each group reported by at least 2 participants in each group, along with their number of occurrences. The categories are ranked according to the
number of occurrences, followed by the number of participants who reported each category. Categories shared between groups are highlighted in bold.

VR Group 1 2 3 4 5 6 7 8 Reality Group 1 2 3 4 5 6 7 8

perception of health professionals 3 1 3 4 4 9 2 2 perception of health professionals 5 2 4 2 3 6 4 5
perception of sound 2 1 2 4 5 3 perception of time 2 2 9 7 1 1 3 2
being taken care of 2 1 1 5 1 4 body perception 1 3 3 1 3 1 3 2
perception of time 2 2 1 1 4 2 being taken care of 3 3 5 1 3 1 1
loss of agency 1 2 2 3 3 reduced perception 4 4 3 4 6 3
disorientation 4 1 2 1 1 perception of sound 1 4 6 1 1 4
apprehension 1 1 2 2 1 perception of other patients 1 3 5 5 1 1
desire 1 1 1 1 1 perception of the space 1 4 1 1 2 1
difficulty in VR 1 5 1 disorientation 1 1 2 2 1
body perception 1 1 1 1 relaxation 2 1 2 1 1
reassured 3 1 2 strangeness 1 2 1 1 1 1
haste 1 1 4 apprehension 1 1 1 2 1
perception of other patients 2 1 2 the surgery is over 1 1 1 1 1
normality 5 2 1 anxiety 5 1 1 4
judgment 1 3 2 loss of agency 2 2 1 1
perception of the space 2 1 1 relief 2 1 2 2
well-being 1 2 1 the surgery is coming 1 3 1 1
relief 2 4 1 letting go 2 1 1 2
questioning 1 1 1 well-being 2 2 1 1
strangeness in VR 1 3 hope 1 2 1
anxiety 2 1 normality 2 4 1
operation is over 2 1 stress 1 1 2
stress 1 2 we are going now 1 2 1
acceptance 1 1 desire 1 1 1
concentration 1 1 I am ready 1 1 1
surprise 1 1 trust 2 2
memories 1 1 perception of the cleaner 1 2

thoughts for the family 1 1
annoyance 1 1
calm 1 1
impatience 2 1
joy 1 1
judgment 1 1
(R2): ‘‘I feel like I am in the glue. A bit floating... And I do not feel like
moving, I do not feel like... anything... I am all squishy [laughs]. I am
lying down, I am... honestly, I am cushioned in this case’’. For the VR
Group, body perceptions were related to stress (VR1,4), thirst (VR6),
or triggered by touching something in reality when it was not present
in VR (VR2).

7.3. RQ2: Assessment of the real pathway issues in VR

We can now focus on our second research question: Can the issues
of a real ambulatory pathway be assessed in VR? In Section 5.4, we
identified three issues that emerged from our field studies of the real
ambulatory pathway. We will now examine whether these three issues
can also be identified in a VR environment.

Loss of spatio-temporal references related to circulations. Previously, we
had found that in the real ambulatory pathway, patients often felt
disoriented and lacked spatio-temporal reference points. In VR, we also
found that patient felt disoriented (9 occurrences), especially when
being laid down. VR1 explains: ‘‘I feel disoriented, I do not know where I
am, because I am not sitting. I do not see where I am going, [...] I can only
see the ceiling [...] we do not know in which direction we are [speaks with
hands] if we are behind the door if we are in the front of the door. It does
not make me feel safe...’’. Similarly, VR7 described the same feelings of
disorientation when transferred to the operating room: ‘‘I think it was

[gestures] vague. You look to see where you are. [...] Immediately, I try to

15 
see where I’m going ’’. Moreover, R5 explained getting lost while going
to the snack room: ‘‘And then I say to myself, I am lost, where do I go
now?’’. Specifically, at this location, we also observed from the traces
at least two VR participants who got disoriented on their way to the
snack room.

This suggests that we were partly able to replicate the disorientation
experienced by patients on the stretcher.

Lack of intimacy and confidentiality in open spaces. We had also found
that the lack of privacy during medical preparation in open spaces
could be disturbing for patients, particularly due to the sounds of
other patients and health professionals. In VR, participants reported
perceiving health professionals and hearing dialogues or conversations
of other patients. Some perceived this sounds with a negative valence,
as described by VR1: ‘‘I hear people talking all the time like this [hand
gesture around ear], some people are laughing, there is a bit of heckling
and I think it is a bit noisy for me, people are passing by, I hear much
noise’’. R4 had a similar comment: ‘‘but it was the lack of discretion, they
spoke very very loudly ’’. With regard to intimacy, VR5 explained hearing
conversations, but did not report it as a problem: ‘‘I hear them talk, it is a
lot of talk, and it is like their little stories. They are relaxed’’. There was no
negative valence associated with the perception of the other patients.

This shows that intimacy and confidentiality can be replicated in VR
and it was mainly triggered, in our case, by the perception of sound and
not by the visual perception of other patients.
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Stress during waiting times (despite architects’ efforts). Our field study
showed that waiting significantly increases stress levels, making the
experience particularly unpleasant for patients. We found negative
synchronic categories in VR, such as apprehension, stress, and anxiety.
However, these categories did not specifically occur during waiting
times. Waiting in VR did not last very long and was much shorter than
in reality. In the Reality Group, we found waiting time associated with a
negative valence (10 occurrences out of 27). R2 explained that waiting
times are perceived as long: ‘‘I could not see the clock very well and the
time seemed long. [...] it was [...] before the anesthesiologist ’’. We also did
not find that waiting times are related to increased stress in reality.

8. Discussion

In this section, we discuss our results, the limitations of our study
and method, and the potential use of VR prototypes for UCD in archi-
tecture.

8.1. Research questions and results

8.1.1. Main research question
Our main research question (RQ1) aimed to examine the extent to

which the experiences of patients in VR match those in reality. Our
general conclusion is that there were numerous similarities between
the experiences lived in the VR ambulatory pathway and the real
ones. Nearly all participants of both groups reported experiences that
corresponded to our global experiential dimensions (though, sensation,
emotion, direct and social perception), and many synchronous cate-
gories matched between both groups. These experiences were collected
from interviews conducted on the same steps of the pathway, with the
same objectives, they appeared mostly during the same period, before
and after the operation, when participants were on the stretcher. This
indicates that VR allows patients to live experiences that can be deemed
globally similar to those lived in reality.

Despite these positive results, there are differences between expe-
riences, some of which can be explained by the experimental context
(patients were in VR and not in reality, the locomotion technique was
limited, there was no real operation, etc.), other by some limitations
in our VR environment that the data analysis revealed. For instance,
participants in the VR Group scarcely reported social perceptions of
other patients. In particular, they did not see the preparation of other
patients, although it turned out to be a part of the experience of the
Reality Group. During the design of the VR environment, we focused
on ambient sounds and did not specifically record and simulate other
patients. Also, although there were patients in our VR pathway, their
number was limited, they did not move like health professionals and
were not placed next to the user’s seat. Another example is that,
contrary to what is reported in (Igarzábal et al., 2021), we did not
find the same perceptions of time in VR and in reality. This is probably
because our waiting times were much shorter in VR than in real life,
leaving less time to feel the service workflow and be left with one’s
thoughts.

8.1.2. Secondary research question
With regards to RQ2 —can the issues of a real ambulatory pathway

be assessed in VR?—, the results are mostly positive: confidentiality
and intimacy problems could be found in VR, as well as the loss of
spatio-temporal references in the stretcher.

However, the lack of intimacy and confidentiality, and more gener-
ally, the social perception of other patients, were only due to ambient
sound recording, probably because we did not insist sufficiently on
patients’ avatars. For free movement, it is also not clear whether VR

participants felt disoriented because of the controllers or because of
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architectural issues. Lastly, concerning the stress related to waiting
periods, there was no real occurrence of this issue in VR, nor in reality,
which does not support what we found in the field study. This may
indicate that this issue needs further confirmation, for example, by
using specific stress-related questionnaires.

As participants in the VR Group did not really perceive other
patients, it seems that failing to explicitly identify and propose a
specific type of experience in VR may result in the absence of that
experience for VR users. However, the lack of intimacy was still present,
induced by the environmental sounds. We conclude that this may pose
challenges for designers, as it is difficult to know in advance which
elements will be crucial for studying a particular issue. Conducting
ethnographic studies before designing VR prototypes seems therefore
crucial for understanding the factors that trigger certain experiences.
However, further research is needed to determine the most effective
methods for doing so.

8.2. Method

8.2.1. VR environment
Overall, our VR design was successful, and the environment did well

in simulating the real ambulatory pathway. Patients were able to go
through all the journey, they experienced an operational service and
the feeling of being taken care of was described by many, along with a
sense of normality. The audios we had recorded in the real ambulatory
pathway played an important role in these dimensions, as well as
avatars, simulating health professionals despite their low quality. This
confirms the findings by Drettakis et al. (2007) about the fact that
recorded spatialized 3D sound and social presence increase immersion.
Using a stretcher to lie down participants and transport them virtually
played a key role, as evidenced by the many reports on loss of agency.
Achieving this degree of realism was possible thanks to the field studies
we carried out beforehand. In particular, the first-person video we shot
on the pathway guided many of the design choices. Using such types of
videos together with BIM 3D models from architects is a great tool for
simulating real environments. Notably, it helps apprehend the building
as a set of rooms, walls, and corridors and as a place for dialogues and
social life.

It should also be noted that the participants presented an advanced
age (mean of 70 years old in the VR Group and 73,5 in the Reality
Group). This is typical for the population undergoing ophthalmological
surgery. We were concerned that patients may report ocular difficulties
in the headset, but none of them described such a sensation. Also, while
we initially feared that age might pose a challenge for using VR, most
participants navigated the VR environment without significant difficul-
ties. However, certain synchronic categories might have emerged more
prominently within this population, such as reduced perception due to
poor eyesight or hearing problems.

Limitations. Some difficulties may have affected the results, particu-
larly the locomotion technique we selected. Although it worked, using
a controller was complicated for elderly patients, and required con-
centration from them (in one case, assistance was needed). Further
work is clearly required on locomotion techniques for VR architectural
prototypes, which should be close enough to the real experience of
walking in a building to allow users to experience the space, while
remaining comfortable. Future studies could consider more embodied
locomotion techniques, such as walking in place (which would allow
to extend the field of view), or leaning-based paradigms (Zielasko and
Riecke, 2021), which may be easier for elderly persons to appropriate.
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8.2.2. The micro-phenomenological approach
We wanted to move beyond questionnaires so as to systemati-

cally assess and compare lived experiences. For this, we used micro-
phenomenological interviews and diachronic/synchronic experience
modeling from the resulting transcriptions (Valenzuela-Moguillansky
and Vásquez-Rosati, 2019).

Concerning the data collection, we showed that it is possible to
conduct micro-phenomenological interviews about virtual reality ex-
periences with elderly people. With regard to data analysis, we could
model the description of experiences with numerous diachronic mo-
ments and synchronic categories. We used a bottom-up approach to
avoid premature categorization of experiences, and we unfolded four
broad experiential dimensions. Some of them correspond to those pro-
posed by Brakus et al. (2009): Thought is part of the larger Intellectual
imension, Emotion relates to the affective dimension, Social and Direct
erception to the social and sensory dimensions. However, the Sensation
imension is trickier, as it corresponds to a high-level feeling, which
ould belong to either the intellectual or the emotional dimension.

Although by definition lived experience is idiosyncratic, normaliz-
ng synchronic categories allowed us to compare the lived experiences
f different participants. Because specific moments were kept, as well
s descriptems, our synchronic and diachronic models do not ‘‘hide’’ the
xperience of each person but rather provide a common layer to orga-
ize what is experienced and when. Similarly, Valenzuela-Moguillansky
nd Vásquez-Rosati (2019) underline that it is possible to find match-
ng diachronic moments of experience between participants, however,
here is no mention of being able to produce diachronic moments that
atch moments reported by all the participants, as we did. We suggest

hat we were able to do so because we were within a well-defined and
nown sequence of steps.

Our diachronic and synchronic data analysis, though not new, was
onducted with a dedicated tool and with a systematic approach to
ormalization that proved useful. What is new is that we applied the
icro-phenomenological approach in an experimental setting where

he experiences of two groups of participants were modeled and com-
ared. We are confident that this is the first study of its kind to
ompare precise descriptions of experiences between reality and VR,
n an open environment. Such an approach was necessary to answer
ur research questions, but it also permitted us to assess a new method
hat can now be used beyond our context. This can be done for
omparing the experiences of different groups of participants in their
ull richness and in a temporally structured way, moving away from
he predefined themes of usual questionnaires by exploring emerging
spects of lived experiences (such as our lack of confidentiality in open
paces). The method can also be used in exploratory studies, as it adds
ore generalizability and robustness to the analysis process, as the
ifferent models (diachronic and synchronic) can be shared. However,
he method necessitates some adjustments and the establishment of a
ramework, that can only be obtained through replication and further
evelopments and formalization.

imitations. Our results are based on empirical data obtained from
nterviews with two groups of eight patients each. One limitation of this
tudy is the low number of participants, which is due to the inherent
ifficulty related to such a complex medical environment, and the
trict inclusion criteria set by physicians, all the more so with elderly
atients. Even though some categories of analysis are stable throughout
ost of the participants’ interviews, we did not reach data saturation,

ecause new more idiosyncratic categories kept appearing with new
articipants. Further work is therefore needed to assess what saturation
ould mean in our context and how it could be attained.

Another limitation may concern the time elapsed between the
urgery and the micro-phenomenological interviews in the Reality
roup compared to the time between the simulations and the inter-
iews in the VR Group. Interviews for the Reality Group typically
17 
ccurred during post-operative consultations (see Fig. 6), held 1–
weeks after surgery. This may not be a problem because micro-

henomenological interviews have been shown to be robust to such
elays, particularly for recalling extraordinary experiences (Evrard
t al., 2018), such as surgical operations. Additionally, we found more
ccurrences of synchronic categories in the Reality Group than in the
R Group, suggesting that the delay between the surgery and the

nterview had a limited impact.
Despite these limitations, given the richness of the data, we are

uite confident that the results presented are robust, as shown by the
umber of occurrences of the general synchronic categories and their
imilarities.

.3. Towards the use of VR prototypes in architecture

Our general approach in this research was to assess the kind of
xperiences a high-fidelity architectural VR experience prototype could
nduce in patients, compared to what a real building and process
ctually induce. For this, we needed to build a VR environment that
layed the role of a prototype architects could have built at design
ime, and test to what extent the experiences of patients within it and
n reality were similar. Our VR environment is not, strictly speaking, a
rototype as it is not a representation of a design idea. Nevertheless,
t showed that 1) it is possible to create such prototypes, and 2) the
xperiences within them are comparable to those in reality. In this
ense, it played its role. Getting back to our initial interest in UCD for
rchitects, several points remain to be discussed.

an architects build VR prototypes such as ours during the design phase?
e tend to answer positively because architects use 3D models of

uildings early on, design ambulatory pathways upstream, and because
rofessional practices are classical and can be simulated. However,
uch an approach would probably need to take some time to iterate
ith health professionals. Of course, the definitive answer can only be
etermined in the field with architects building real prototypes in real
rojects.

eneralizability to other situations. Can our conclusions on similarities
of experiences be generalized to other types of buildings, organizations,
and activities? It seems to us that the answer is positive because
buildings are not just abstract architectural spaces but spaces where
users’ tasks and activities occur. If we consider patients as specific
users who have specific tasks to accomplish and if we can build a
VR environment that allows them to carry out those tasks and have
experiences comparable to reality, then it should be possible to use VR
prototypes to design almost any type of building and activity.

Designing VR prototypes to study various experiences. We believe that
VR environments can be used to simulate almost any kind of expe-
rience architects are interested in. This ranges from general human
experiences related to things we all do in buildings (walking down
corridors, perceiving light or sound) to activity-specific ones (being
oriented at the entrance of a hospital as a patient or a visitor, losing
agency by being laid down on a stretcher in an ambulatory ophthal-
mology pathway). Attaining the targeted experiences depends on the
fidelity of the prototype one wants to achieve and the effort needed
to collect the ‘‘important’’ experiences one wants to explore, and to
design and implement the environment. One has notably to balance
the degree of fidelity of the environment with the duration of the
proposed experience with regard to the questions it helps to answer.
For instance, it is clear that even though we tried to simulate as much
of the real building as possible, certain aspects escaped us or collided
with the design of the study. Waiting times were indeed too short
in VR, but longer times would have made the experiment too long,
especially for the elderly. There are also interesting questions related to
designing VR prototypes that are realistic enough to feel ‘‘higher-level’’

experiences. For instance, by analyzing the similarities in experiences
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using synchronic categories, we found that participants were able to
describe both low-level perceptual feelings and sensations (easy to
design), as well as higher-level categories such as the feeling of being
taken care of or a sense of normality (more difficult to design). The
whole point of VR simulation may be to reach such experiences so as to
leverage them, yet as they cannot be directly related to specific features
of the environment, achieving this can be challenging.

Economic principles of VR prototyping. If prototypes are built and eval-
uated too late in the architectural workflow, architects or business
stakeholders may not welcome changes anymore. Yet, if it is too early,
the plan of the building and the description of the processes taking
place within it may not be described at a sufficiently precise level to
allow to build a prototype with sufficient fidelity to collect actionable
data. Architects interested in creating VR prototypes need to consider
what Lim et al. (2008) call the economic principle of prototyping,
defined as follows: ‘‘the best prototype is one that, in the simplest and
most efficient way, makes the possibilities and limitations of a design idea
visible and measurable’’. We created a complete ambulatory pathway
because we were in an exploratory study, but architects could simply
reproduce a part of the building related to their questions. For example,
if privacy in open spaces is the question to be answered, it is acceptable
to design just one open space and study patients’ lived experiences
in it. Also, the method(s) that should be used to collect experience
will depend on the number of participants and the questions that need
answering. If one is interested in assessing if a precise experience
arises or not, then questionnaires can be the best solution. If the ob-
jective is to explore experiences and usages, then first-person methods
seem more appropriate, be it classical semi-structured interviews or
micro-phenomenological interviews, if more precision is needed.

Cost-effectiveness of VR prototypes. Having access to the real ambulatory
pathway allowed us to replicate it in a high-fidelity VR prototype.
However, building a VR prototype for UCD from early blueprints can be
both costly and methodologically challenging. Yet some activities and
experiences can be shared between contexts and projects (e.g., human
experiences in buildings, patient experiences in health facilities). We
believe that models that describe what types of experiences can be
lived, how to trigger them, and how to verify across various contexts
should be made available for reuse. It is also possible to reduce deploy-
ment time for interactive virtual characters by using (open-sourced)
libraries of reusable avatars, animations, interactions, (AI-)dialogue
models, etc. An alternative approach to simulating complex interactions
and activities could be to use social VR for the users to interact with
avatars that actors could play.

9. Conclusion

This work aimed to study whether VR prototypes could be of use for
architects at design time to collect the experiences of patients that they
could take into account to iterate on their design. We designed and built
a VR environment that could play the role of such a prototype, allowing
us to compare patients’ experiences in VR and in reality. For this, we
replicated an ambulatory pathway in VR and compared the experiences
of real patients in VR and in reality using a micro-phenomenological
approach for experience collection and modeling. This study is the
first of its kind to compare precise descriptions of experiences of a
building and the associated services and not just scores associated
with questionnaires. The results show that our prototype allowed users
to carry out activities in the building and that their experiences are
comparable to those in reality. We found that low-level perception is
attainable, such as perception of sound, human presence, stress, etc.

More interestingly, ‘‘higher level’’ experiences are also attainable, such
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as the perception of being taken care of, or the loss of agency. All
this suggests that VR prototypes can help architects collect user experi-
ences during the design phase and thus have a more user-centered ap-
proach (in our case, even a patient-centered one) to designing many as-
pects of future buildings. However, this evolution will depend on cost-
effective methods to create such prototypes from early blueprints of
architects.
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ppendix. Generic diachronic and synchronic analysis

Table A.3 shows which participant experienced which dimension of
xperience. For example, as seen in Fig. 8, VR1 experienced Disorien-
ation (which is a sensation), and Apprehension (which is an emotion)
uring the normalized moment At the start ; Stress and Anxiety during
he moment Ticket terminal, as well as Perception of other patients (Social
erception) during the moment Entering the waiting room. This translates
n Table A.3 as the presence of VR1 on the line Ticket terminal for
Emotion and Sensation dimensions, as well as Emotion, Sensation, and
Social perception for At the start. When there was a synchronic category
in a sub-moment, we considered it also describes its upper moment.
Some rows of the Table are empty, which means that we did not
found any synchronic categories for the corresponding moments. Yet,
these rows exist because at least one participant still described lived
experience corresponding to it.
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Table A.3
ents; the other columns correspond to specific participants
e the episodes (gray cells) we focused on.

Reality Group

Emotion Sensation Direct
percept.

Social
percept.

R4,R2
R6 R7 R2

R2,R6 R6

R1 R2,R7 R2
R3

R2
R3

R1
R1
R3 R5,R7

R1

R2,R3
R5

R1,R5
R6

R1,R4
R5

R2,R3
R4,R5
R6,R8

R1,R3
R4,R5
R7,R8

R1,R2
R3,R4
R5,R6
R7,R8

R1,R4
R5,R6

R2,R4
R7

R4,R7
R8

R1,R2
R3,R4
R5,R6

R3
R3,R4
R5,R7
R8

R3,R4
R5,R7
R8

R4,R7
R8

R4 R5

R1,R3
R4,R7

R1,R2
R4,R5
R6,R7
R8

R1,R2
R3,R4
R5,R7
R8

R5,R8

R1,R4
R7

R3,R5
R6,R7
R8

R1,R3
R4,R5 R5,R6

R3 R4,R6 R3,R4
R5

R1,R3
R7 R1,R7 R1,R6

R7 R2,R7

R1,R2
R5,R6

R1,R2
R3,R7
R8

R3
R5,R7
R8

R1,R3
R5,R7
R8

R1,R5 R1,R5
R6 R8

R5

R1,R3
R6,R7

R1,R2
R3,R7

R3,R6
R7

International Journal of Human - Computer Studies 192 (2024) 103342 

19 
Result of the generic diachronic and synchronic analysis for normalized moments and dimensions of experiences. Columns 1 and 2 represent all the normalized mom
describing at least one experiential synchronic category corresponding to a dimension in this moment or its sub-moments. Note that we also collected experiences outsid

Generic diachronic
moments VR Group

Level 1 Level 2 Thought Emotion Sensation Direct
percept.

Social
percept. Thought

1. At the start VR3 VR1 VR1,VR5 VR1

1.1 Ticket
terminal VR3 VR1 VR1

2. In the
waiting room VR8 VR5 VR4 R1,R3

R7
2.1 Waiting#1 VR8 R3

3. At the
nurses’ box VR7 VR1,VR5

VR6 R4

4. On the sofa VR7 VR1,VR4 VR4,VR8 VR5 R7

5. From sofa
to stretcher VR5 VR5

VR1,VR3
VR5,VR7
VR8

VR3,VR5
VR6

R3,R4
R5,R6

6. Sitting
in the stretcher

VR1,VR3
VR5,VR6
VR7,VR8

VR1,VR3
VR4

VR1,VR2
VR5,VR6
VR8

VR1,VR2
VR3,VR5
VR6,VR7

VR1,VR2
VR3,VR4
VR5,VR6
VR7,VR8

R2,R3
R4,R5
R7,R8

6.1 Surgery
preparation#1

VR3,VR4
VR7,VR8 VR3,VR4 VR2,VR8 VR7

VR1,VR2
VR3,VR4
VR6

R4,R5
R7,R8

7. To the
anaesthesia

VR3,VR4
VR5,VR7 VR6

VR1,VR2
VR3,VR4
VR5,VR7

VR4
VR5

R2,R3
R4,R5
R7 R8

7.1 Put in a
lying position VR3 VR8 VR3,VR4 VR4 R5

8. At the anaesthesia
place VR6 VR5,VR8 VR1,VR2

VR5,VR7

VR1,VR4
VR5,VR6
VR7

VR1,VR4
VR5

R1,R2
R3,R4
R5,R6
R7,R8

8.1 Surgery
preparation#2 VR8 VR2,VR5 VR6 VR5,VR8 R3,R6

R7,R8

8.2 Waiting
for operation VR7,VR8 VR6 VR7,VR8 R3,R4

R5,R6
9. In the
operating room VR2 VR6 VR1 VR5 VR4 R1,R2

R3,R7
10. Leaving
operating room VR6 VR6

11. During post
anesthesia monitoring

VR2,VR3
VR6,R7
VR8

VR1,VR3
VR6

VR3,VR5
VR7,VR8

VR4,VR5
VR7

VR4,VR6
VR7

R1,R2
R3,R5
R8

12. From the stretcher
to the snack room

VR2,VR3
VR8

VR2,VR4
VR8 VR4 VR5 R1,R5

12.1 Towards
lockers VR2 VR2

12.2 At the
lockers VR2 VR5

12.3 Towards
snack room VR4 VR4 VR6

13. In the
snack room VR2,VR3 VR3 VR6 VR6 R6,R8

14. Exit procedures
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Table A.4
Results for the SP-IE questionnaire (for the VR Group).

Participant # (VR Group) 1 2 3 4 5 6 7 8 Mean SD

Perceived spatial presence (out of 20) 19 16 16 20 15 20 17 13 17 2,51
Affordance of the environment (out of 20) 20 13 20 18 14 18 15 14 16,5 2,83
Enjoyment of the participant (out of 15) 15 14 8 15 12 15 12 11 12,75 2,49
Realness attributed to the environment (out of 15) 15 10 14 11 12 13 12 10 12,13 1,81
Attention allocated to the task (out of 10) 10 10 10 10 8 10 8 9 9,38 0,92
Perceived cybersickness (out of 10) 2 3 4 2 4 8 5 6 4,25 2,05
Social presence of avatars (out of 10) 10 8 8 10 x 10 4 8 8,29 2,14
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