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Abstract
The correct automatic identification and segmentation of

phonemes is crucial for a more in-depth exploration of prosodic
parameters on a syllabic level. As such, automatic phonemic
transcription from spontaneous speech recordings has numer-
ous applications, such as teaching or health monitoring. Such
transcriptions are usually evaluated either in terms of correct
phoneme estimation or temporal segmentation, each task be-
ing addressed by a dedicated system. However, no system to
our knowledge has ever been evaluated on doing correctly the
two tasks at the same time. This article evaluates a state-of-the-
art Kaldi-based phonetic transcription system for spontaneous
French. We use the Rhapsodie database, composed of sponta-
neous speech recordings with diverse levels of planning. Our
phoneme recognition system obtains good results on phoneme
and phoneme category identification (respective error rates of
19.2% and 13.4%), performed poorly on phonemes and cate-
gory segmentation: an average of 40% of phoneme duration
and 34% of phonetic categories duration have not been detected
by it. On both metrics, the performances of the system in-
crease with the degree of planning of the spontaneous speech.
These results suggest that improvements are necessary for de-
signing truly reliable automatic phonetic transcription systems
to be useful for further analysis.
Index Terms: speech recognition, phoneme recognition,
phoneme segmentation

1. Introduction
1.1. Context

Segment boundaries provide valuable information for prosodic
analyses and for speech analysis in general. Depending on the
studied language, phrases are delimited using silence, pitch, in-
tensity, and duration, with different contributions [1]. However,
pauses have been observed to always be the most prominent
feature, independently from the languages [1]. As such, pauses
play a critical role in prosodic phrases automatic estimation, as
shown for example by the work of Biron et al. [2] who automat-
ically estimated them using speech rate and silent pauses. In-
corporating phone boundaries and identification is crucial for a
more in-depth exploration of prosodic parameters on a syllabic
level, such as duration or pitch. Such prosodic parameters on
the phoneme scale, extracted from spontaneous speech, open
up a wide range of applications, from health monitoring (e.g.
identifying depression by analyzing verbal fluency deficits [3])
or optimizing the learning of foreign languages [4]). However,

all these tasks are language-dependent: our focus in this article
is on French.

Since the foundational models in the 1970’s based on statis-
tical models [5, 6], the field of speech transcription has gone a
long way towards end-to-end deep-learning models [7]. While
the transcription systems were initially based on phoneme mod-
eling, the latest and most performant models directly provide
word transcription, either directly based on words or charac-
ters [7]. However, a small subset of applications is still inter-
ested in phonemic transcription, in order to assess the correct-
ness of the pronunciation when learning a language, to detect
words that are outside dictionaries, (e.g. children’s speech [8])
or to evaluate the impact of pathologies on articulation [9, 10].
The field of automatic speech-to-phoneme transcription is di-
vided between two different sub-applications: the correct esti-
mation of the phoneme sequence, as measured by the Phoneme
Error Rate (PER) on one side; and the correct segmentation of
the audio file, delineating the location of the different phonemes
(usually measured in terms of sensitivity, specificity and F1-
score) on the other side.

On the automatic estimation of phonemes, the latest model
for French to our knowledge has been released on Hugging-
face by the CNAM-LSSM1, and is a finetuned version of a
Facebook’s Wav2Vec2 model. It has been trained on Common
Voice v13 [11] and reached PERs of 5.5% and 4.4% on Com-
mon Voice v13 and the French subset of the Multilingual Lib-
riSpeech (MLS) [12] respectively, which are both read speech
corpora. We did not find any recent report of phoneme tran-
scription performance for spontaneous speech in French. Re-
garding the segmentation of speech signals into phonemes, the
latest approaches encompass self-supervised learning [13] and
autoregressive models[14], achieving F1-scores around 90% on
the TIMIT [15] and Buckeye [16] corpora. However, to our
knowledge, these systems have only been evaluated on one of
these tasks, and no system has been evaluated both in terms of
phoneme recognition and phoneme segmentation.

1.2. Objective

Our objective is to evaluate a standard speech-to-phone tran-
scription system for different styles of spontaneous speech in
French, both in terms of phoneme recognition (phoneme er-
ror rate) and temporal accuracy (recall, precision and F1-score)
This dual evaluation will be useful for any kind of analysis of

1https://huggingface.co/Cnam-LMSSC/wav2vec2-french-
phonemizer
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Source Description #rec. #speakers Duration Style (#files)
CFPP2000 Corpus de Français Parlé Parisien, interviews about Paris

district [17]
3 2 M / 5 F 15min. Semi-spt (3)

Avanzi Collected by M. Avanzi for the intonosyntactic study of
macrosyntactic phenomena [18]

17 7 M / 15 F 14min Spontaneous (17)

Lacheret Collected for the continuous and functional modeling of
French modeling [19]

2 3 M / 1 F 9 min. Planned (1), Spon-
taneous (1)

Mertens Collected for the intonosyncratic modeling of French [20] 2 4 M / 0 F 10 min Planned (1), Semi-
spt (1)

C-Prom Collected to study the syllable prominences in French [21] 1 1 M / 0 F 3 min. Planned (1)
ESLO L’Enquête Sociolinguistique à Orléans, gathered in Or-

leans, France in 1968-74 with a sociolinguistic aim [22]
1 2 M / 0 F 7 min. Planned (1)

PFC Phonologie du français contemporain, directed conversa-
tions between a subject and an interviewer and informal
conversations between two persons belonging to a dense so-
cial network, [23]

3 2 M / 4 F 14 min. Spontaneous (3)

Movie Monologues in which 7 different speakers are invited, in an
in- formal setting, to describe a short scene from a Charlie
Chaplin movie collected for the Rhapsodie project

7 4 M / 3 F 9 min. Spontaneous (7)

Professional Monologues and dialogues in a professional context col-
lected for the Rhapsodie project

3 2 M / 2 F 8 min. Spontaneous (3)

Broadcast 13 broadcasted monologues, dialogues and conversations
downloaded from the Internet for the Rhapsodie project

13 22 M / 6 F 67 min. Planned (7), Spon-
taneous (6)

All 54 49 M / 36 F 2h 41m
Table 1: Description of the Rhapsodie corpus: number of samples, number of speakers, duration of the corpus.

automatically extracted phonemes, i.e. pronunciation assess-
ment for language learners or pathological speech analysis.

This paper is organized as follows. We introduce the Rhap-
sodie corpus, our model, and the performance metrics in Sec-
tion 2. We report and discuss the results of the designed system
in Section 3 and draw conclusions in Section 4.

2. Methods
2.1. Phoneme recognition system

In this study, we use a standard Kaldi-based Automatic speech
recognition system. It is a chain-based TDNN-HMM model
trained with the LF-MMI objective function. We chose this
approach to maintain the time stamp for each phoneme which
can be a complex task when considering more recent end-to-
end systems [24]. The neural network is based on a sub-
sampled time-delay neural network with 7 TDNN layers, each
one having 1024 units. The time stride value is set to 1 for
the first three layers, 0 for the fourth, and 3 in the following
ones. The acoustic model is based on a 40-dimensional high-
resolution MFCC vector concatenated with a 100-dimensional
i-vector [25]. It was trained using the Kaldi toolkit [26] on
a sub-corpora of ESTER 1 and 2 (French) [27]. This system
achieves a Word Error Rate of 13.7% on the test set of the
ESTER corpus [28], which is close to state-of-the-art perfor-
mances on the same corpus (slightly below 12% WER [29]).
The phonetic symbols and their alignment are obtained using
the lattice-align-phones command, resulting in the
segmentation and annotation of 35 phonemes.

2.2. Rhapsodie corpus

Our analyses were carried out on the Rhapsodie corpus [30],
a multigenre corpus of spoken French. The corpus contains
three hours of speech in total (∼33000 words), made up of
55 short samples (5 minutes on average). Face-to-face inter-

views, radio and TV broadcasts were covered and 89 speak-
ers were included. The phonetic transcriptions are obtained us-
ing an automatic grapheme-to-phoneme (g2p) conversion tool
(Easyalign [31] in Praat [32]), followed by manual verifica-
tion [33]. Pauses were detected automatically. Two recordings,
D0001 and D1003 (respectively in the CFPP2000 and Rhap-
sodie Professional subcorpora) have been excluded due to their
poor acoustic quality. Another file, M2006 (Broadcast subcor-
pus), has been excluded due to mistakes in the timestamps of
the ground-truth phonetic annotation. All the further results and
statistics do not include these files. The different data sources
that are used in the Rhapsodie corpus are described in Table 1.

While the corpus contains several variables to represent the
discourse features of each sample, we focus in this study on an-
alyzing the results of the automatic phoneme transcription sys-
tem in light of the degree of speech planning that includes three
categories: planned, semi-spontaneous and spontaneous.

2.3. Ground-truth: phonemes and categorization

The 54 files of the corpus represent a total of 96756 phonemes,
which have an average duration of 81.2ms. To make it eas-
ier to gain insight from the results, the 35 different phonemes
have been grouped into 10 standard categories: 5 categories for
consonants (stops, fricatives, nasals, liquids, glides) and 5 cat-
egories for vowels (i.e. front rounded vowels, front unrounded
vowels, central vowels, back rounded vowels, nasal vowel).

2.4. Performance metrics

In order to evaluate our system as comprehensively as possible,
we measured recognition and correct segmentation performance
according to the following metrics.

Phone Error Rate (PER) is the metric used in the field of
automatic speech recognition (ASR) to measure the accuracy
of the phonetic transcription of spoken language. The formula
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for Phone Error Rate involves adding the number of substitu-
tions (S), insertions (I), and deletions (D) of phonemes in the
recognized output compared to the total number of phonemes
in the reference transcription (N ), and to compute the ratio
PER = 100× (S + I +D)/N . A low value for Phone Error
Rate indicates high accuracy in phoneme automatic recognition.
The PER does not however take into account errors due to mis-
placed boundaries.

To complete the PER measurements, we also wish to mea-
sure the phoneme labeling in terms of duration. To this end,
we use the trackeval tool (margin error = 0) that was used dur-
ing the ESTER evaluation campaign for estimating the perfor-
mances of audio event detection [27]. Here, the events to be
correctly identified are phonemes. Doing so, we measured three
metrics: Recall, which is the ratio of the duration of correct de-
tection of a phoneme over the total duration of said event in
the reference file: R = d̂corr(phon)/dref (phon); Precision,
which is the ratio between the duration of correct detections of
a phoneme over the total duration of detection of this phoneme
(including insertions): P = d̂corr(phon)/d̂corr+ins(phon);
and F-measure, a metric combining both precision and recall
into a single value: F = 2× (P ×R)/(P +R).

A high value for Recall indicates that the considered
phoneme is well detected, while a high value for Precision
shows that the system detects the phoneme mostly when it is
really present (few insertions). Ideally, a good phoneme seg-
mentation system should have high values for both Precision
and Recall, hence a high F-measure.

Both the PER and segmentation metrics are then recom-
puted on phonetic categories.

3. Results and discussion

Figure 1: Example output from our phonetic recognition system.
Upper Tier: results of the automatic phoneme detection, Mid-
dle Tier: reference phonetic annotation, Lower Tier: reference
word transcription. The example reads ”vous connaissez bien
les problèmes actuels” (you know well the current problems)

An example of the output of our automatic phonetic recog-
nition system is given on Figure 1. This example is an excerpt
from file D1001 of the Rhapsodie corpus, originating from the
ESLO database [22]. This recording is from 1968 and is a
monologue from a male speaker. Most phonemes are detected
correctly with the exception of two substitutions: /9˜/ with /e˜/
and /e/ with /E/, two couples of phones that are close to each
other. Given the low number of phonetic token detection errors,
if the phonetic recognition system behaves in the same way for
other files, we hope to obtain low values for PER, demonstrat-
ing the efficiency of the automatic system. This is discussed
in section 3.1. However, while the sequence of phones is well

detected, we observe quite a lot of misplacements of bound-
aries, particularly at the end of the excerpt (“actuels”). These
misplacements can be problematic for using this automatic seg-
mentation for further analysis, such as prosodic or voice quality
analysis on specific phonemes. The quality of the segmentation
is discussed in section 3.3.

3.1. Phoneme recognition performances

The performances of our system on each phoneme are reported
in Figure 2. The most common error type is substitutions, ex-
cept for /2/ and /9/ which are mostly deleted. In particular, the
vowel /e/ has a quite high substitution rate. Indeed, in continu-
ous speech, /e/ is interchangeable with /E/ by native speakers of
French. Since the system does not allow free choices between
the two phonemes in the dictionary, we hypothesize that the sys-
tem tends to label /e/s when it comes across a sound similar to
/e, E/. On another note, the high insertion rate for schwa /@/ is
highly related to the fact that the system is not informed about
the vowel being optional in French.

When considering phonetic categories (Figure 3), we ob-
serve a drastic reduction of the number of substitutions, show-
ing that most of the substitution errors are made on phonemes
belonging to the same category. Moreover, interesting pat-
terns are found for the error rates of the consonants: the more
sonorous the consonant, the more difficult it is for the system to
identify it.

3.2. Phoneme recognition performances depending on style

The performances of phoneme recognition in terms of phoneme
and phoneme category depending on each subcorpus are re-
ported in Tables 2 and 3. For both units of measurement, the
error rate decreases with the degree of preparation of sponta-
neous speech.

However, since most of the files of the planned sub-corpus
come from the “broadcast” source of the Rhapsodie database,
we expected the automatic transcription system to better per-
form on this data than the other subcorpora since it is trained on
similar broadcast samples (although not from the same period).
It is not the case, partly due to one sample from the broadcast
sub-corpus which is more of spontaneous nature than planned
speaking (D2002, discussion on a book) resulting in poor per-
formances (PER=24.9%). Still, the system performs quite well
on the other semi-spontaneous subcorpora. While the error rate
increases with more spontaneity in speech, insertion rates are
relatively constant, while substitution rates slightly increase.
The error type that increases the most is the deletion rate (from
3% on planned speech to 8.5% on spontaneous speech), reach-
ing a maximum of 24.9% on the D2004 file from the Lacheret
source (speaker with a strong regional accent).

Regarding the fact that even for spontaneous speech, more
than 80% of the phonemes are detected correctly (87% for pho-
netic categories) and that errors are mainly due to deletions, we
may assume that the automatic phoneme detection can be suit-
able for phonetic analysis on spontaneous speech. Neverthe-
less, if we wish to study for example the acoustic properties
of phonemes, we want to make sure that the phonemes are de-
tected correctly not only in terms of tokens, but also in terms of
duration (or boundaries). This is the topic of the next section.

3.3. Phoneme segmentation performances

Tables 4 reports the performances of phoneme segmentation ac-
cording to metrics detailed in section 2.4.
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Figure 2: Performances of the automatic phonetic recognition system for each phoneme. Values between brackets denote the ratio of
the number of occurrences of the phoneme to the total number of phonemes
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Figure 3: Performances of the system on phoneme categories.
Values between brackets denote the ratio of the number of oc-
currences of the phoneme belonging to the category to the total
number of phonemes

style # files # phones Corr Sub Del Ins Err
All 54 96756 83.9 9.4 6.7 3.4 19.5
planned 11 30549 89.2 7.6 3.2 3.0 13.8
semi-spt 4 15302 82.8 9.3 7.9 3.3 20.5
spontaneo 39 50905 81.0 10.5 8.5 3.6 22.6

Table 2: Error details for phonetic tokens detection for different
speaking styles

style # files # phones Corr Sub Del Ins Err
All 54 96756 89.7 3.5 6.7 3.4 13.6
planned 11 30549 94.9 1.9 3.2 3.0 8.1
semi-spt 4 15302 88.7 3.5 7.8 3.3 14.6
spontaneo 39 50905 87.0 4.5 8.6 3.6 16.7

Table 3: Error details for phonetic categories detection for dif-
ferent speaking styles

Of the 7912 seconds to be detected, only 4746 s.
(R=60.0%) are correctly detected at the phoneme level, with a
precision of P=68.2%, leading to a F-score of 0.62. This value
reaches 5232 s. when considering phonetic categories (66.1%),
with a greater precision P = 71.0%, leading to a corresponding
F-score of 0.68, which is still under 0.7.

Regarding the effect of the degree of planning, similarly
to what we observed in section 3.1, adding more spontaneity
degrades the results, both when considering phonemes (from an
F1-score of 0.67 for planned discourse to 0.58 for spontaneous

discourse) and phonetic categories (from F=0.73 to F=0.68).
Moreover, our system performs unevenly depending on

the phonetic classes: while it segments with good perfor-
mances nasal vowels (target duration=823 s., R=71%, P=81%,
F=0.76) and fricative consonants (target duration=1117 s.,
R=71%, P=78%, F=0.74), it struggles to estimate the borders
of the central (target duration=330 s., R=60%, P=47%, F=0.53),
front rounded vowels (target duration=595 s., R=30%, P=72%,
F=0.42) and glide consonants (target duration=170 s., R=57%,
P=48%, F=0.52). Other phonetic categories are segmented with
F-scores between 0.60 and 0.68.

Phonemes Phoneme categories
target %R %P F %R %P F

planned 2596s 66.5 68.2 0.67 72.3 74.1 0.73
semi-spt 1198s 59.0 64.6 0.62 65.2 71.3 0.68
spontan. 4118s 55.5 61.5 0.58 62.5 68.8 0.65
All 7912s 60.0 64.4 0.62 66.1 71.0 0.68

Table 4: Segmentation evaluation details for phonetic tokens
detection for different speaking styles

4. Conclusion
This paper evaluated the performance of a state-of-the-art
phoneme recognition system for spontaneous French, not only
in terms of token detection but also on correct segmentation.
Based on the Rhapsodie corpus, which contains spontaneous
speech from several sources with three degrees of spontaneity,
we have computed identification and segmentation metrics both
on the phonemic level and depending on ten standard phonetic
categories (5 types of vowels and 5 types of consonants). We
have shown that a given ASR system could at the same time ob-
tain satisfactory phoneme identification performances (global
PER of 19.5%, error rate of 13.6% on categories) and unsatis-
factory segmentation performances (F-scores of 0.62 and 0.68
for phonemes and categories respectively). However, on both
evaluation, a lot of disparities depending on the type of speech
and the considered phonemes were observed. Furthermore,
considering phoneme categories enhances the performances on
both evaluations, suggesting that the substitutions are done in
the same phonetic group. Moreover, all performance metrics
increase with the degree of planning of the spontaneous speech
under consideration. As most phonetic recognition systems are
only evaluated on read speech, our results call for caution when
using these systems for linguistic or prosodic analysis of spon-
taneous speech.
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[19] A. Lacheret-Dujour, La prosodie des circonstants en français parlé,
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