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Asymptotics of the overlap distribution of branching Brownian

motion at high temperature

Louis Chataignier∗ and Michel Pain∗

August 2, 2024

Abstract

At high temperature, the overlap of two particles chosen independently according to the Gibbs measure
of the branching Brownian motion converges to zero as time goes to infinity. We investigate the precise
decay rate of the probability to obtain an overlap greater than a, for some a > 0, in the whole subcritical
phase of inverse temperatures β ∈ [0, βc). Moreover, we study this probability both conditionally on the
branching Brownian motion and non-conditionally. Two sub-phases of inverse temperatures appear, but
surprisingly the threshold is not the same in both cases.
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1 Introduction

The (binary) branching Brownian motion (BBM) is a continuous-time branching Markov process constructed
as follows. At time t = 0, a single particle starts a standard Brownian motion in R from the origin. After a
random time following an exponential distribution with parameter 1, it splits in two, or equivalently, it dies
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1

http://arxiv.org/abs/2407.21014v2


while giving birth to two children. These new particles then repeats the same process, independently of each
other. More precisely, the children perform independent Brownian motions from the position of their parent
at its death and, after independent exponential times, they in turn split in two. For a formal construction,
see [17].

Branching Brownian motion has been widely studied over the last fifty years, initially for its link with
reaction-diffusion equations [39] which motivated a precise study of its extremes [14, 15, 32, 1, 3]. Other
important motivations for this model come from physics. In spin glass theory, the study of disordered
systems with a hierarchical structure of correlation for the energies dates back to the generalized random
energy model introduced by Derrida and Gardner [21] and includes the BBM (see e.g. Bovier’s book [12]).
The BBM can also be seen as an infinite dimensional limit of directed polymers [24] and is also related
to diffractive scattering in high-energy particle physics [43]. See Section 1.3 for more details. In all these
frameworks coming from physics, understanding the overlap distribution of particles chosen according to the
Gibbs measure plays an important role, and this paper is set in this context, by investigating the probability
to have an atypical overlap in the high temperature phase.

1.1 Definitions and previous results

From a statistical physics perspective, for some fixed time t ≥ 0, one can identify the positions of particles alive
at time t with the energy levels of a physical system. Each particle can then be thought of as a configuration
of the system. Let N (t) be the set of particles alive at time t and Xu(t) the position of particle u at time
t. The Gibbs measure of the BBM at time t and at inverse temperature β ≥ 0 is the (random) probability
measure Gβ,t on N (t) that assigns to each particle u a weight proportional to eβXu(t). By rescaling the
associated partition function, we obtain the so-called additive martingale of the BBM at inverse temperature
β, introduced by McKean [39],

Wt(β) = e−ψ(β)t
∑

u∈N (t)

eβXu(t), (1.1)

where ψ(β) = 1 + β2/2. Since it is a positive martingale, it converges a.s. to a random variable W∞(β).
This limit plays a key role in the study of the long-term behavior of the BBM, as illustrated in Theorem 1.1
and Theorem 1.2 below. A phase transition occurs: by [44, Proposition 1], if β ≥

√
2 then W∞(β) = 0

a.s., if β <
√
2 then W∞(β) > 0 a.s. In the latter case, the additive martingale is uniformly integrable, or

equivalently, it converges in L1. In the the critical case β =
√
2, it is more suitable to consider the derivative

martingale, introduced by Lalley and Sellke [32],

Zt =
∑

u∈N (t)

(
√
2t−Xu(t))e

√
2Xu(t)−2t. (1.2)

The authors showed that it converges a.s. to a random variable Z∞ and that Z∞ > 0 a.s. The critical additive
martingale is related to the derivative martingale through the following convergence

√
tWt(

√
2) −−−→

t→∞

√
2/πZ∞, in probability, (1.3)

proved for the branching random walk by Aı̈dékon and Shi [2]. For the BBM, this is a direct consequence of
[37, Proposition 2.2].

In this paper, we are interested in the behavior of the overlap between particles chosen according to the
Gibbs measure. The overlap between two particles u, v ∈ N (t), denoted qt(u, v) ∈ [0, 1], is defined as the last
time where u and v have had a common ancestor alive, rescaled by a factor of t. In other words, it is the
proportion of time where u and v have shared a common trajectory. Then, the overlap distribution at time
t ≥ 0 and inverse temperature β is the following random probability measure on [0, 1]:

νβ,t = G⊗2
β,t(qt(u, v) ∈ ·) = 1

Wt(β)2

∑

u,v∈N (t)

eβ(Xu(t)+Xv(t))−2ψ(β)tδqt(u,v), (1.4)

so that, for a ∈ [0, 1], νβ,t([a, 1]) is the conditional probability, given the BBM, that two particles chosen
independently according to Gβ,t have an overlap at least a. This quantity was introduced by Derrida and
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Spohn [24] by analogy with the overlap between two configurations of spin glasses. We are also interested
in the mean overlap distribution E[νβ,t], which is a deterministic probability measure on [0, 1] such that
E[νβ,t([a, 1])] is now the (non-conditional) probability that two particles chosen independently according to
Gβ,t have an overlap at least a.

The overlap distribution satisfies the following phase transition:

νβ,t
(d)−−−→
t→∞

{
δ0, if β ≤

√
2,

(1− πβ)δ0 + πβδ1, if β >
√
2,

(1.5)

for the weak topology, where πβ is a random variable with values in (0, 1), mean 1−
√
2/β and a law which

depends explicitely on β. This result, conjectured in [24], has been proved for the branching random walk by
Mallein [38] and for the BBM by Bonnefont [10]. Also note that this result was proved earlier for the mean
overlap distribution in [13]. In this paper, we focus on the subcritical phase β <

√
2 and obtain the precise

decay rate of the overlap distribution on (0, 1], as well as its limit, once rescaled by this rate. We investigate
separately the typical overlap distribution in Theorem 1.1 and the mean overlap distribution in Theorem 1.2.
Each theorem reveals two main regimes, though the threshold differs between them.

Theorem 1.2 involves a new probability measureQβ , introduced by Chauvin and Rouault [18]. If we denote
by (Ft)t≥0 the natural filtration of the BBM, we can define it through the Radon–Nikodym derivatives

dQβ |Ft

dP|Ft

=Wt(β), (1.6)

for t ≥ 0. Under Qβ , one of the particles, called spine, performs a Brownian motion with drift β and splits
at rate 2 while the behavior of the other particles remains unchanged, see 2.2 for details. We denote by EQβ

the associated expectation.
Throughout this paper, the letters t and s denote some points in time [0,∞). The letters C and c denote

constants, i.e. deterministic and time-invariant quantities, which may vary from one line to another. We set
N = {0, 1, 2, . . .} and N∗ = N \ {0}. We use the Bachmann–Landau notations o, O, ∼, and Hardy’s notation
≍ with their usual meaning. More precisely, for f : R+ → R and g : R+ → R∗

+, we say that f(t) = o(g(t))
as t → ∞ if limt→∞ f(t)/g(t) = 0, that f(t) = O(g(t)) as t → ∞ if lim supt→∞|f(t)|/g(t) < ∞, that
f(t) ∼ g(t) as t → ∞ if limt→∞ f(t)/g(t) = 1, and that f(t) ≍ g(t) as t → ∞ if 0 < lim inft→∞ f(t)/g(t) ≤
lim supt→∞ f(t)/g(t) <∞.

1.2 Main results

In the following theorems, we describe the asymptotic behavior at high temperature of the overlap distribution
and its expectation.

Theorem 1.1. Let 0 ≤ β <
√
2 and 0 < a < 1.

(i) If 0 ≤ β <
√
2/2, then

e(1−β
2)atνβ,t([a, 1]) −−−→

t→∞
W∞(2β)

W∞(β)2
E
[
W∞(β)2

]
, a.s.

(ii) If β =
√
2/2, then

√
ateat/2νβ,t([a, 1]) −−−→

t→∞

√
2

π

Z∞
W∞(β)2

E
[
W∞(β)2

]
, in probability.

(iii) If
√
2/2 < β <

√
2, then

(at)3β/
√
2e(

√
2−β)2atνβ,t([a, 1]) −−−→

t→∞
CβZ

√
2β

∞
W∞(β)2

S2β , in distribution,

where S2β is a non-degenerate (
√
2/2β)-stable random variable independent of the BBM and Cβ > 0 is

a constant that depends only on β.
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Figure 1: Graph of the functions ψtyp and ψmean such that, for any a ∈ (0, 1) and up to polynomial factors,
νβ,t([a, 1]) decays like e−ψtyp(β)at and E[νβ,t([a, 1])] decays like e−ψmean(β)at.

Theorem 1.2. Let 0 ≤ β <
√
2 and 0 < a < 1. As t→ ∞,

(i) if β = 0, then
E[νβ,t([a, 1])] ∼ 2ate−at,

(ii) if 0 < β <
√
2/3, then Wt(β) converges P-a.s. and Q2β-a.s. to some positive and finite variable W∞(β),

and

E[νβ,t([a, 1])] ∼ EQ2β

[
1

W∞(β)2

]
E
[
W∞(β)2

]
e−(1−β2)at,

(iii) if β =
√
2/3, then

E[νβ,t([a, 1])] ≍ t−1/2e−at/3,

(iv) if
√
2/3 < β <

√
2, then

E[νβ,t([a, 1])] ≍ t−3/2e−(2−β2)2at/8β2

.

The exponents appearing in the exponential decay of the overlap distribution in Theorems 1.1 and 1.2
are represented in Figure 1.

Remark 1.3. If 0 ≤ β <
√
2/2, the additive martingale Wt(2β) is uniformly integrable and therefore the

measure Q2β is uniformly continuous w.r.t. P with Radon–Nykodim derivative W∞(2β). In particular, if
0 < β <

√
2/2, we can rewrite Theorem 1.2.(ii) as

e(1−β
2)atE[νβ,t([a, 1])] −−−→

t→∞
E

[
W∞(2β)

W∞(β)2

]
E
[
W∞(β)2

]
. (1.7)

Note that this limit is the expectation of the a.s. limit in Theorem 1.1.(i). This no longer holds if
√
2/2 ≤

β <
√
2/3 since the right-hand side of (1.7) becomes zero. The probability measure Q2β then appears as the

appropriate framework to extend this formula.

1.3 Comments, related literature and heuristics

Motivations. As mentioned earlier, our motivation for studying the overlap comes from the physics liter-
ature. In mean-field spin glass models such as the Sherrington–Kirkpatrick model, the overlap between two
configurations is defined as an explicit function of the correlation between the energies of these configurations,
and the overlap distribution plays a key role in the interpretation of Parisi’s formula for the free energy [46]
and of the ultrametric structure of the Gibbs measure in the infinite-volume limit [40]. To understand the
free energy and the overlap distribution on more tractable examples, Derrida and Gardner [21] introduced
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the Generalized Random Energy Model (GREM), where the ultrametric structure is directly implemented in
the definition of the Hamiltonian at finite volume: more precisely, the energies have a hierarchical structure
of correlations with a fixed number of levels, whereas the BBM corresponds to a number of levels growing
like the number of particles. As indicated above, the overlap distribution for the BBM has been first studied
in physics by Derrida and Spohn [24], motivated by both spin glass and polymers theories. Indeed, the BBM
can also be seen as an infinite limit of the directed polymer model and, in this framework, the overlap dis-
tribution describes the proportion of time where two polymers chosen independently according to the Gibbs
measure are overlapping.

More recently, Derrida and Mottishaw [22] investigated the finite-size corrections for the mean overlap
distribution in the critical and supercritical phases β ≥

√
2: to be more precise than the known convergence

E[νβ,t] →
√
2/βδ0 +(1−

√
2/β)δ1 as t→ ∞, they describe how the mass of E[νβ,t] between 0 and 1 vanishes.

More precisely, they conjecture that, for any 0 < a < b < 1,

E[νβ,t([a, b])] ∼
1

β
√
2πt

∫ b

a

dx

x3/2(1− x)(1+2·1β>
√

2)/2
. (1.8)

This prediction is based both on numerical simulations and on an approximation by the GREM, for which
Derrida and Mottishaw [23] calculated the finite-size corrections of the overlap as well. In the case β >

√
2,

the asymptotic (1.8) also has an interpretation in high-energy particle physics, uncovered by Mueller and
Munier [41, 42]: using a link between the BBM and the scattering of high-energy hadrons dating back to
[27], they show a link between the statistics of rapidity gaps in diffractive electron-nucleus scattering and
statistics of the extremal particles of the BBM, including their overlap distribution, which is well-predicted
by (1.8) because supercritical Gibbs measures are supported by extremal particles.

In this paper, we study this question in the subcritical phase β <
√
2 instead, and investigate moreover

the behavior of the typical overlap distribution. Observe that the exponent appearing in the exponential
decay of the mean overlap distribution is vanishing as β approaches

√
2 (see Figure 1), which is consistent

with the fact that the decay is expected to be polynomial only for β ≥
√
2. This is also the case for the typical

overlap distribution, so we also expect a polynomial decay for β ≥
√
2 in that case. However, we expect the

typical overlap distribution to decay faster than the mean overlap distribution when β ≥
√
2, as it is the case

for β ∈ [
√
2/2,

√
2), which means that E[νβ,t([a, b])] is governed by a rare event (called “fluctuation” in [41]).

Typical overlap distribution. Most heuristics can be deduced from the following rewriting of the overlap
distribution (see (3.1) for details)

νβ,t([a, 1]) =
e(β

2−1)at

Wt(β)2

∑

w∈N (at)

e2βXw(at)−ψ(2β)atW (w,at)
t−at (β)2, (1.9)

where (W
(w,at)
s (β))s≥0 is the additive martingale of the BBM starting from particle w at time at. Note that,

in the sum of (1.9), these additive martingales are tilted by Gibbs weights at inverse temperature 2β and
time at. Consequently, the particles u, v ∈ N (t) that mainly contribute to the overlap distribution (see the

expression in (1.4)) are those contributing toW
(w,at)
t−at (β), with w itself being among the particles contributing

to the Gibbs measure G2β,at, or equivalently, to the additive martingale Wat(2β). The description of these
particles’ behaviors follows from this.

There is a first regime β ∈ [0,
√
2/2) for which the Gibbs measure G2β,at is subcritical, in the sense that

it is supported by an exponential number of particles. These ones perform a Brownian motion with drift 2β
(see [16, Theorem 4.2] for a weaker version of this property and [45, Eq. (1.14)] for the case of the branching
random walk). So do the particles that contribute to the overlap distribution, up to time at, after which
their trajectories relax to a drift β (see Figure 2a). The large amount of such particles induces a law of large
numbers that allows to approximate (1.9) with

e(β
2−1)at

Wt(β)2

∑

w∈N (at)

e2βXw(at)−ψ(2β)atE
[
W∞(β)2

]
=

e(β
2−1)at

Wt(β)2
Wat(2β)E

[
W∞(β)2

]
. (1.10)

Theorem 1.1.(i) then follows from the convergence of the additive martingales.
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0 at t

√
2t

slope 2β

slope β

•u
•v

•
w

(a) Case 0 ≤ β < βc/2. Particles that contribute to
νβ,t([a, 1]) have drift 2β until time at and then have
drift β.

0 at t

√
2t

√
2

β

•u
•v

•
w

(b) Case βc/2 < β < βc. Particles that contribute to
νβ,t([a, 1]) are near the top at time at and then have
drift β.

Figure 2: Behaviors of the particles that contribute to the overlap distribution and its expectation.

At β =
√
2/2, the Gibbs measure G2β,at is critical. It is supported by a number of order eC

√
t of particles,

having a drift
√
2 altered by an upper barrier of slope

√
2 (see [36] for the branching random walk). The

same holds up to time at for the overlap distribution. Theorem 1.1.(ii) can be seen as a consequence of the
approximation (1.10) and the convergence (1.3).

In the remaining regime β ∈ (
√
2/2,

√
2), the Gibbs measure G2β,at is supported by the extremal process,

i.e. particles at a bounded distance from the top of the BBM. Roughly, their trajectories are Brownian bridges
conditioned to stay under a barrier of slope

√
2 (see [19] for the branching random walk). This again induces

the behavior of the particles that contribute to the overlap distribution (see Figure 2b). The α-stable limit
with α =

√
2/2β ∈ (1/2, 1) is reminiscent of the limit appearing for the renormalized supercritical additive

martingale, obtained by Barral, Rhodes and Vargas [5] for the branching random walk (see [10, Remark 2.7]
for the BBM case): for β > βc,

t3β/2
√
2e(β/

√
2−1)2tWt(β) −−−→

t→∞
Zβ/

√
2

∞ Sβ , in distribution, (1.11)

where Sβ is a non-degenerate (
√
2/β)-stable random variable independent of Z∞. Here, it is not exactly

Wat(2β) which appears in (1.9) because of the additional factors W
(u,at)
t−at (β)2, but we show that they do not

affect the stable nature of the limit.
The transition at β =

√
2/2 described above is similar to the one appearing in the fluctuations of the

additive martingales, obtained by Iksanov, Kolesko and Meiners [28] for the branching random walk (see [16]
for the BBM case). This fluctuations are obtained using the following decomposition

W∞(β)−Wt(β) =
∑

u∈N (t)

eβXu(t)−ψ(β)t(W (u)
∞ (β)− 1), (1.12)

where the main difference with (1.9) is that this is a sum of centered variables, whereas the terms in (1.9)
are positive. However, similarly to the case of the overlap, for β ∈ (0,

√
2/2), the sum in (1.12) is dominated

by particles contributing to G2β,t (i.e. particles u ∈ N (t) such that Xu(t) = 2βt + O(
√
t)) and the limit,

after rescaling, is normally distributed with variance cW∞(2β). Furthermore, for β ∈ (
√
2/2,

√
2), the sum

is dominated by extremal particles and, as noted in [16], the limit is α-stable with α =
√
2/β ∈ (1, 2). In the

later regime, we apply methods similar to those used in [28].
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β0
√
2
2

√
2√
3

1
√
2

√
2

v(β) = 2β

v(β) = 1/β + β/2

Figure 3: Graph of the function v such that particles that contribute to E[νβ,t([a, 1])] are “near” v(β)at at
time at.

Mean overlap distribution. It is surprising that, in terms of the mean overlap distribution, the threshold
at β =

√
2/2 disappears, and this new threshold at β =

√
2/3 appears. We do not know other phenomena for

the BBM where this threshold plays a role. Moreover, let us emphasize here that the proof of Theorem 1.2
is more involved than the one of Theorem 1.1, even in the case β ∈ (0,

√
2/2), partly due to the fact that

1/W∞(β) is not integrable for any β ∈ [0,
√
2), so the denominator in (1.9) has to be handled carefully.

We now give some crude heuristics to explain the appearance of the threshold at β =
√
2/3. In the

rewriting (1.9) of νβ,t([a, 1]), we see that a particle w ∈ N (at) contributes to the numerator proportionally
to e2βXw(at). By Girsanov theorem, the event dominating in E[e2βXw(at)] is the one where (Xw(s))s∈[0,at]

behaves like a Brownian motion with drift 2β. There are typically such particles w in the BBM if and only
if β <

√
2/2 and this is the main reason why the behavior of E[νβ,t([a, 1])] in the case β ∈ (0,

√
2/2) is

simply obtained by taking the expectation of the typical behavior (see Remark 1.3). As soon as β ≥
√
2/2,

E[νβ,t([a, 1])] starts being dominated by a rare event where some particle w ∈ N (at) goes to a position much
higher than the typical maximum of the BBM. However, this position is not necessarily 2βat + O(

√
t) as

predicted by Girsanov theorem. Indeed, a particle w ∈ N (at) also contributes to the denominator in (1.9):

its contribution toWt(β) equals e
βXw(at)−ψ(β)atW (w,at)

t−at (β). If Xw(at) ≪ ψ(β)at/β, then eβXw(at)−ψ(β)at ≪ 1
and the contribution of w inWt(β) is negligible (Wt(β) is typically of order 1), so only the numerator dictates
the optimal behavior of the particle w. On the other hand, if Xw(at) ≫ ψ(β)at/β, then Wt(β) is dominated
by the contribution of particle w and then the numerator and the denominator compensate each other: forcing
w to reach a higher position does not increase significantly νβ,t([a, 1]) because it saturates at 1. Therefore,
particles w ∈ N (at) contributing mostly to E[νβ,t([a, 1])] are at a position roughly v(β)at, where v(β) is given
by

v(β) = 2β ∧ ψ(β)

β
=

{
2β if β ∈ [0,

√
2/3],

1
β + β

2 if β ∈ [
√
2/3,

√
2).

(1.13)

See Figure 3 for the graph of function v. Hence, the threshold at β =
√
2/3 corresponds to the inverse

temperature above which, in mean, particles contributing mostly to the numerator in (1.9) also contributes
significantly to the denominator. Note that we have cheated a little in the above heuristic: we took for granted

that, in order to make e2βXw(at)W
(w,at)
t−at (β)2 large, one has to make e2βXw(at) large, but the best strategy

could involve making W
(w,at)
t−at (β)2 large as well. However, using the tail P(W

(w,at)
t−at (β) ≥ x) ≤ Cx−2/β2

(see

Lemma 2.5), one can check that the best strategy to obtain e2βXw(at)W
(w,at)
t−at (β)2 ≃ e2βv(β)at is indeed to

make only Xw(at) large.
As a consequence of this discussion, one can describe the behavior of particles contributing mostly to the

mean overlap distribution. If β ∈ (0,
√
2/3), then contributing particles have a drift v(β) = 2β until time at

and then a drift β (see Figure 4a). If β ∈ [
√
2/3,

√
2), we explained that contributing particles have a drift

v(β) = 1/β + β/2 until time at, but one can be more precise than that. If the contributing particle has, at
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0 at t

√
2t

2β

β

•u
•v

•
w

(a) Case 0 ≤ β <
√

2/3. Particles that contribute
to E[νβ,t([a, 1])] have drift 2β until time at and then
have drift β.

0 at t

√
2t

1/β + β/2

β

•u
•v

•
w

(b) Case
√

2/3 < β < βc. Particles that contribute
to E[νβ,t([a, 1])] are near (1/β+β/2)at at time at and
then have drift β.

Figure 4: Behaviors of the particles that contribute to the overlap distribution and its expectation.

some time s ∈ [0, at], an ancestor at v(β)s + x, then one can check that the descendants at time t of this
ancestor have a contribution of order eβx in Wt(β), so any such event with a large x results in a small value
of νβ,t([a, 1]). Hence, contributing particles are roughly constrained below the straight barrier s 7→ v(β)s.

Therefore, if β =
√
2/3, contributing particles move like a Brownian motion with drift v(β) conditioned to

stay below the barrier until time at, and then like a Brownian motion with drift β. If β ∈ (
√

2/3,
√
2), the

factor e2βXw(at) in the numerator of (1.9) additionally forces particles to end up close to the barrier at time
at, hence contributing particles move like a Brownian motion with drift v(β) conditioned to stay below the
barrier until time at while reaching a position v(β)at + O(1) at time at, and then like a Brownian motion
with drift β (see Figure 4b). Note that these constraints explain the polynomial corrections t−1/2 and t−3/2

appearing in Theorem 1.2.(iii) and (iv).

1.4 Organization of the paper

Section 2 contains a formal definition of the model, which is then used to introduce properly some change
of measures, and results concerning the additive martingales, the extremal process of the BBM and ballot
theorems for Brownian motions. In Section 3, we prove Theorem 1.1, with one subsection dedicated to each
part of the statement (in the same order). Finally, Section 4 contains the proof of Theorem 1.2, again with
one subsection dedicated to each part of the statement (but this time in the order (ii), (iv), (iii) and (i)).

2 Preliminary results

2.1 The model

Following the formalism of Chauvin and Rouault [18], we consider the BBM to be a binary tree endowed
with random lifetimes and trajectory data. In addition, it will be useful to distinguish one line of descent,
called the spine. Let us specify.

We consider the set of Ulam–Harris–Neveu labels T =
⋃
i≥0{1, 2}i, with the convention {1, 2}0 = {∅}.

For a label u ∈ T , we denote by |u| its length, with the convention |∅| = 0. For two labels u, v ∈ T , we
denote by uv their concatenation, with the convention u∅ = ∅u = u. We say that u is an ancestor of v
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and that v is a descendant of u if there exists w ∈ T such that v = uw. In this case, we write u ≤ v. If in
addition u 6= v, then we write u < v. We denote by u ∧ v the most recent common ancestor of two particles
u and v, i.e. u ∧ v = u1 . . . ui0 with i0 = sup{i ≥ 1 : u1 . . . ui = v1 . . . vi} if u1 = v1, and u∧ v = ∅ otherwise.

The probability space on which we work is Ω the set of tuples ((σu)u∈T , (Yu)u∈T , ξ), where, for each
u ∈ T , σu ≥ 0 and Yu : [0,∞) → R is a continuous function, and ξ = {∅, ξ1, ξ1ξ2, ξ1ξ2ξ3, . . .}, with
(ξk)k≥1 ∈ {1, 2}N∗

, is an infinite line of descent of T . We denote by bu =
∑
v<u σv the birthtime of a particle

u, and du =
∑
v≤u σv its deathtime. For t ≥ 0, we define

N (t) = {u ∈ T : bu ≤ t < du} and N ([0, t]) = {u ∈ T : bu ≤ t}.

We denote by ξ(t) the only particle in N (t) ∩ ξ, called spine. We define inductively the position at time t of
a particle u ∈ N (t)

Xu(t) =
∑

v<u

Xv(dv) + Yu(t− bu).

We extend the notion of position for a particle u ∈ N (t) to the whole interval [0, t]: for every s ∈ [0, t], we
set Xu(s) = Xv(s), where v is the ancestor of u alive at time s. To avoid redundancy, we denote the spinal
position Xξ(t) = Xξ(t)(t).

For t ≥ 0, let Ft be the σ-algebra containing all the information until time t except the spine,

Ft = σ
((
u, du ∧ t,Xu|[0,du∧t]

)
: u ∈ N ([0, t])

)
and F∞ = σ



⋃

t≥0

Ft


,

where s ∧ t denotes the minimum between s and t. Let us define a finer filtration by adding the information
about the spine,

F̃t = σ(Ft, ξ(t)) and F̃∞ = σ



⋃

t≥0

F̃t


.

We define the BBM law as the unique probability measure P on (Ω, F̃∞) for which

• the trajectories Yu are i.i.d. standard Brownian motions,

• the lifetimes σu are i.i.d. exponential variables with rate 1,

• the spinal coordinates ξ1, ξ2, . . . are i.i.d. with P(ξ1 = 1) = P(ξ1 = 2) = 1/2,

• (Yu)u∈T , (σu)u∈T , ξ are independent.

We denote by E the associated expectation.

Remark 2.1. For all t ≥ 0 and u ∈ N (t), P(ξ(t) = u|Ft) = 2−|u|.

In order to state a branching property, we define, for t ≥ 0, a shift operator Θξ,t : Ω → Ω by Θξ,t(σ, Y, ξ) =
(σ′, Y ′, ξ′), where, if u = ξ(t),

(i) σ′
v =

{
du − t if v = ∅,

σuv otherwise,

(ii) Y ′
v(s) =

{
Xu(t+ s)−Xu(t) if v = ∅,

Yuv(s) otherwise,

(iii) ξ′ = {∅, ξ|u|+1, ξ|u|+1ξ|u|+2, . . .}.

We also define, for u ∈ T and t ≥ 0, Ωu,t = {(σ, Y, ξ) ∈ Ω : u ∈ N (t)} and Θu,t : Ωu,t → Ω by Θu,t(σ, Y, ξ) =
(σ′, Y ′, ξ′) satisfying (i), (ii) and ξ′ = {∅, 1, 11, . . .}. A consequence of [17, Proposition 2.1] is the following
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branching property. If Y and Yu, u ∈ T , are non-negative variables on Ω such that Y is F̃∞-measurable and
Yu, u ∈ T , are F∞-measurable, then for every t ≥ 0,

E


Y ◦Θξ,t ×

∏

u∈N (t)
u6=ξ(t)

Yu ◦Θu,t

∣∣∣∣∣∣∣∣
F̃t


 = E[Y ]

∏

u∈N (t)
u6=ξ(t)

E[Yu]. (2.1)

This means that, at time t, all the alive particles start independent BBMs shifted in time, space, label, and
that the information about the spine is kept in the BBM started from ξ(t).

2.2 Change of measure

In this section, we introduce some changes of measure that allow a useful interpretation of the process in term
of spinal decomposition. This approach dates back to Kahane and Peyrière [29] for the branching random
walk and to Chauvin and Rouault [18] for the BBM, and it has been widely used since, see e.g. [35] and
[31] for applications to the study of the additive martingales. The framework of these techniques has been
extended in [25] and [26] to more general branching processes and the presentation below follows roughly the
lines of [25].

Let β ≥ 0 and ψ(β) = 1+β2/2. The process (2|ξ(t)|eβXξ(t)−ψ(β)t)t≥0 is a positive (F̃t)t≥0-martingale with

mean 1. By Kolmogorov’s extension theorem, we can define a probability measure Qβ on F̃∞ by

dQβ |F̃t

dP|F̃t

= 2|ξ(t)|eβXξ(t)−ψ(β)t. (2.2)

Remark 2.2. The additive martingale defined in (1.1) is the projection of the above martingale onto Ft,

Wt(β) = E

[
2|ξ(t)|eβXξ(t)−ψ(β)t

∣∣∣Ft
]
.

Therefore, the change of measure (2.2) is consistent with (1.6).

In [18, Theorem 5], Chauvin and Rouault describe the effect of this change of measure on the BBM.
Under Qβ ,

• the spine’s motion is a Brownian motion with drift β,

• the spine particle splits at rate 2,

• at each splitting event of the spine particle, the label of the new spine particle is chosen uniformly
among the two children,

• at this splitting event, the other child starts an independent standard BBM without spine.

By [25, Theorem 8.1], a remarkable and useful property is that

Qβ(ξ(t) = u|Ft) = 1u∈N (t)
eβXu(t)−ψ(β)t

Wt(β)
. (2.3)

As mentioned in Remark 1.3, if β < βc, then the uniform integrability of (Wt(β))t≥0 implies that the measure
Qβ|F∞ is uniformly continuous w.r.t. P|F∞ with Radon–Nykodim derivative W∞(β) (note however that Qβ
and P on the full σ-field F̃∞ are singular). On the other hand, if β ≥ βc, then the convergence of Wt(β)
towards zero implies that the measures Qβ|F∞ and PF∞ are singular.

In this paper, we will also use a slightly different change of measure, that turns out to be more suited to
the study of the overlap distribution. For β ≥ 0 and t ≥ 0, we define Qβ,t on F̃∞ by

dQβ,t
dP

= 2|ξ(t)|eβXξ(t)−ψ(β)t. (2.4)
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Remark 2.3. Let Yt, Yξ and Yu, u ∈ T , be non-negative variables on Ω such that Yt is F̃t-measurable, Yξ
is F̃∞-measurable, and Yu, u ∈ T , are F∞-measurable. Then,

EQβ,t


Yt × Yξ ◦Θξ,t ×

∏

u∈N (t)
u6=ξ(t)

Yu ◦Θu,t


 = E


2

|ξ(t)|eβXξ(t)−ψ(β)t × Yt × E


Yξ ◦Θξ,t ×

∏

u∈N (t)
u6=ξ(t)

Yu ◦Θu,t

∣∣∣∣∣∣∣∣
F̃t







= EQβ


Yt × E[Yξ]×

∏

u∈N (t)
u6=ξ(t)

E[Yu]


,

by the branching property (2.1) and the definition of Qβ. This means that, under Qβ,t,

• between 0 and t, the BBM has the same behavior as under Qβ,

• at time t, the spine particle starts a standard BBM, shifted in time, space and label,

• at time t, the non-spine particles start standard BBMs without spine, shifted in time, space and label,
independent of each other and of the spine-BBM.

Similarly to (2.3), we have the following property.

Lemma 2.4. For all u ∈ T and s, t ≥ 0,

Qβ,t(ξ(t) = u|Ft+s) = 1u∈N (t)
eβXu(t)−ψ(β)t

Wt(β)
.

Proof. Let A ∈ Ft+s. By definition (2.4),

EQβ,t

[
1A1ξ(t)=u

]
= E

[
1A1ξ(t)=u2

|ξ(t)|eβXξ(t)−ψ(β)t
]
= E

[
1A1ξ(t)=u2

|u|eβXu(t)−ψ(β)t
]
. (2.5)

But u is the spinal particle at time t if and only if u is alive at time t and admits the spinal particle among
its descendants at time t+ s. This consideration together with Remark 2.1 allow us to rewrite (2.5) as

E


1A1u∈N (t)




∑

v∈N (t+s)
v≥u

1ξ(t+s)=v


2|u|eβXu(t)−ψ(β)t


 = E


1A1u∈N (t)




∑

v∈N (t+s)
v≥u

2−|v|


2|u|eβXu(t)−ψ(β)t


.

(2.6)
Note that {v ∈ N (t+ s) : v ≥ u} is a binary tree and that, for its particles v, the number |v| − |u| counts the
fission times from u to v. Therefore, ∑

v∈N (t+s)
v≥u

2−(|v|−|u|) = 1.

We can then rewrite (2.6) as

E

[
1A1u∈N (t)e

βXu(t)−ψ(β)t
]
= EQβ,t

[
1A1u∈N (t)

eβXu(t)−ψ(β)t

Wt(β)

]
,

using here that Qβ,t|F∞ has density Wt(β) w.r.t. P|F∞ . This concludes the proof.

2.3 Moments and tails of the additive martingale

In what follows, it will be convenient to use the following rewriting of the additive martingale (1.1). For
t ≥ s ≥ 0,

Wt(β) =
∑

u∈N (s)

eβXu(s)−ψ(β)sW (u,s)
t−s (β), (2.7)
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where, for r ≥ 0,

W (u,s)
r (β) =Wr ◦Θu,s =

∑

v∈N (s+r)
v≥u

eβ(Xv(s+r)−Xu(s))−ψ(β)r.

The above process is the additive martingale of a BBM shifted in time, space and label. It converges a.s. to

some limit W
(u,s)
∞ (β) and hence we can extend (2.7) to the case t = ∞. By the branching property (2.1),

conditionally on Fs, the processes (W
(u,s)
r )r∈[0,∞] for u ∈ N (s) are i.i.d. copies of (Wr)r∈[0,∞].

Lemma 2.5. Let β ∈ [0,
√
2). For any p ∈ (1, 2/β2), the additive martingale at inverse temperature β is

bounded in Lp and hence converges in Lp. Moreover, if p ∈ (1, 2/β2) ∩ (1, 2], then there exists C > 0 such
that, for any 0 ≤ s ≤ t ≤ ∞,

E|Wt(β)−Ws(β)|p ≤ Ce−(p−1)(1−pβ2/2)s.

The proof of this lemma relies partially on the following inequality, which is due to Von Bahr and Esseen
[48, Theorem 2] and is used repetitively throughout the paper. The application of this type of inequalities
to branching processes dates back to Neveu [44] and Biggins [7].

Lemma 2.6. Let p ∈ [1, 2] and X1, . . . , Xn be centered independent real random variables in Lp. Then,

E

[∣∣∣∣∣

n∑

k=1

Xk

∣∣∣∣∣

p]
≤ 2

n∑

k=1

E[|Xk|p].

Proof of Lemma 2.5. Let p ∈ (1, 2/β2). Equation (2.7) holds for t = ∞ and s = 1. Therefore, by [34,
Proposition 4.11], W∞(β) is in Lp if and only if

1 > E[#N (1)]E
[(

eβXξ(1)−ψ(β)
)p]

= e1+p
2β2/2−pψ(β).

This inequality holds since ψ(β) = 1 + β2/2 and p ∈ (1, 2/β2). Hence W∞(β) ∈ Lp. But, recalling that
(Wt(β))t≥0 is uniformly integrable for β <

√
2, we have Wt(β) = E[W∞(β)|Ft]. Jensen’s inequality for

conditional expectations implies that the additive martingale is bounded in Lp.
Now let p ∈ (1, 2/β2) ∩ [1, 2] and 0 ≤ s < t ≤ ∞. We rewrite

Wt(β) −Ws(β) =
∑

u∈N (s)

eβXu(s)−ψ(β)s(W (u,s)
t−s − 1).

Conditionally on Fs, the random variables (W
(u,s)
t−s −1) for u ∈ N (s) are centered and independent. Therefore,

by Lemma 2.6 and the branching property (2.1),

E[|Wt(β)−Ws(β)|p|Fs] ≤
∑

u∈N (s)

epβXu(s)−pψ(β)sE|Wt−s(β)− 1|p =Ws(pβ)e
−(pψ(β)−ψ(pβ))sE|Wt−s(β)− 1|p.

Note that
pψ(β)− ψ(pβ) = (p− 1)(1− pβ2/2), (2.8)

which is positive, by choice of p. This concludes since Ws(pβ) has mean 1 and the additive martingale at β
is bounded in Lp.

Lemma 2.7. Let β ∈ [0,
√
2) and fix a number b such that

0 < b <

√
ψ(β)2 + 2β2 − ψ(β)

β2
. (2.9)

There exists K > 0 such that, for every t ∈ [0,∞] and every x ≥ 0,

P(Wt(β) ≤ x) ≤ Kxb. (2.10)
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Proof. Equation (2.7) holds for t = ∞ and s = 1. Therefore, by [33, Theorem 2.4], P(W∞(β) ≤ x) = O(x−b)
as x→ 0 for any b > 0 such that

E

[(
eβXξ(1)−ψ(β)

)−b]
<∞ and E

[(
eβXξ(1)−ψ(β)

)−b
1#N (1)=1

]
= e(b

2β2/2+bψ(β)−1) < 1,

which is equivalent to (2.9). As a consequence, E
[
W∞(β)−b

]
< ∞ for any b satisfying (2.9). Then, for any

t ∈ [0,∞], by Markov’s inequality and Jensen’s inequality (using that Wt(β) = E[W∞(β)|Ft]),
P(Wt(β) ≤ x) ≤ xbE

[
Wt(β)

−b] ≤ xbE
[
W∞(β)−b

]
,

which concludes the proof.

2.4 The extremal process

We first recall some important results concerning the extremes of the BBM. For t > 0, let

m(t) =
√
2t− 3

2
√
2
log t. (2.11)

The convergence of the maximal position has been proved by Bramson [15] and the limit has been identified
by Lalley and Sellke [32], who introduced the derivative martingale (1.2) and showed that

max
u∈N (t)

Xu(t)−m(t) −−−→
t→∞

1√
2
(G+ log(CZ∞)), in distribution, (2.12)

where G is a standard Gumbel variable. As a consequence, for any δ > 0, the probability of the following
event converges to 1 as t→ ∞,

Λδ,t =

{
max
u∈N (t)

Xu(t) ≤ m(t) + δ log t

}
. (2.13)

Later, Arguin, Bovier and Kistler [3] and Aı̈dékon, Berestycki, Brunet and Shi [2] independently estab-
lished the convergence in distribution of the extremal process,

Et =
∑

u∈N (t)

δXu(t)−m(t).

This convergence holds in the space of Radon measures on R endowed with the vague topology. They obtained
the following limit,

E∞ =
∑

i,j≥1

δpi+∆ij+log(CZ∞)/
√
2,

where

• P =
∑

i δpi is a Poisson point process on R with intensity measure
√
2e−

√
2x dx, independent of Z∞,

• Di =
∑

j δ∆ij
are i.i.d. copies of a point process D =

∑
j δ∆j

such that maxD = 0 and are independent
of P and Z∞.

In other words, the extremal process converges in distribution to a randomly shifted decorated Poisson point
process, i.e. a Poisson point process P with a shift depending on Z∞, where each point is replaced by an
independent copy of a decoration D. One can deduce (see [16, Proposition 3.16] for details) that for any
continuous function with compact support f : R → [0,∞),

lim
s→∞

lim
t→∞

E

[
e−Et(f)

∣∣∣Fs
]
= E

[
e−E∞(f)

∣∣∣F∞
]
, a.s., (2.14)

where we emphasize that in E∞, only Z∞ is F∞-measurable, whereas P and (Di)i≥1 are independent of F∞.
Cortines, Hartung and Louidor [20] studied the level sets of the decoration: in their Proposition 1.5, they
obtained the following equivalent as x→ ∞,

ED([−x, 0]) ∼ Ce
√
2x. (2.15)

In what follows, we write X
d
= Y to indicate that X and Y have same distribution.
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Lemma 2.8. If β >
√
2 and (ξk)k≥1 denotes the points of E∞, then E

[∑
j e
β∆j

]
< ∞,

∑
k e

βξk < ∞ a.s.

and ∑

k≥1

eβξk
d
= C(Z∞)

β/
√
2
Sβ , (2.16)

where Sβ =
∑

i e
βpi is a non-degenerate

√
2/β-stable random variable independent of Z∞.

Proof. As done in [10, Lemma 3.1], we rewrite

E



∑

j≥1

eβ∆j


 = E

∫ 0

−∞
eβxD(dx) = E

∫ ∞

0

βe−βyD([−y, 0]) dy.

Applying the Fubini-Tonelli theorem and (2.15), we see that the above quantity is finite. Now,

∑

k≥1

eβξk = (CZ∞)β/
√
2
∑

i≥1

eβ(pi+Xi), (2.17)

where Xi =
1
β log

∑
j e
β∆ij . The random variables Xi for i ≥ 1 are i.i.d., independent of P and satisfy

E

[
e
√
2X1

]
= E






∑

j≥1

eβ∆j




√
2/β

 ≤ E



∑

j≥1

eβ∆j


 <∞.

By [9, Proposition 8.7.a], ∑

i≥1

δpi+Xi

d
=
∑

i≥1

δpi+ 1√
2
log E[e

√
2X1 ]. (2.18)

By (2.17) and (2.18), we have
∑
k e

βξk <∞ a.s. if and only if
∑

i e
βpi <∞ a.s. Computing the expectations,

we see that, with probability 1, we have P([0,∞)) < ∞ and
∑

i e
βpi1pi<0 < ∞, so

∑
i e
βpi < ∞. Besides,

since Z∞ is independent of P and (Di)i≥1, (2.17) and (2.18) yield

∑

k≥1

eβξk
d
=
(
CZ∞E

[
e
√
2X1

])β/√2∑

i≥1

eβpi .

It remains to show that
∑

i e
βpi is stable. Let λ > 0. Applying successively the exponential formula for

Poisson point processes (see e.g. [6, Section 0.5]) and the change of variable y = eβx, we obtain

E


exp


−λ

∑

i≥1

eβpi




 = exp

(
−
∫

R

(1− e−λe
βx

)
√
2e−

√
2x dx

)
= exp

(
−
√
2/β

∫ ∞

0

(1 − e−λy)y−1−
√
2/β dy

)
.

We recognize the Laplace transform of a non-degenerate
√
2/β-stable law (see e.g. [47]).

We now define two point processes on R2 by

E∗
t =

∑

u∈N (t)

δ
(Xu(t)−m(t),W

(u,t)
∞ (β))

and E∗
∞ =

∑

k≥1

δ(ξk,Wk),

whereWk for k ≥ 1 are i.i.d. copies ofW∞(β), independent of E∞ =
∑

k δξk and of the BBM. Let f : R2 → R

be a bounded continuous function. Assume that there exists a ∈ R such that f(x, y) = 0 as soon as x ≤ a.
Under these conditions and for the branching random walk, Iksanov, Kolesko and Meiners showed in [28,
Lemma 5.2] that E∗

t (f) converges in distribution to E∗
∞(f) as t → ∞. Their result easily extends to BBM

(see [16, Lemma 5.9] for details). Furthermore, thanks to (2.14), one can adapt their proof to obtain the
following joint convergence (see [16, Remark 5.10] for details), for any β ≥ 0,

(E∗
t (f),Wt(β)) −−−→

t→∞
(E∗

∞(f),W∞(β)), in distribution. (2.19)
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2.5 Brownian estimates

Let (Bt)t≥0 be a standard Brownian motion on R, α ∈ (0, 1/2), and define, ft(s) = sα∧ (t−s)α for t ≥ s ≥ 0.
By [30, Lemma 2.8], there exist C, c > 0 such that, for all t ≥ 0, x, y ∈ [1,

√
t],

cx

(t+ 1)1/2
≤ P

(
sup
s∈[0,t]

(Bs + ft(s)) ≤ x

)
≤ Cx

(t+ 1)1/2
, (2.20)

and
cxy

(t+ 1)3/2
≤ P

(
sup
s∈[0,t]

(Bs + ft(s)) ≤ x,Bt ∈ [x− y, x− y + 1]

)
≤ Cxy

(t+ 1)3/2
. (2.21)

Besides, the following bound will be useful.

Lemma 2.9. Fix δ > 0. There exists Cδ > 0 such that, for all x, y ≥ 0 and t ≥ 1,

P

(
sup
s∈[0,t]

Bs ≤ x,Bt ∈ [x− y, x− y + δ]

)
≤ Cδxy

t3/2

(
e−(x−y)2/2t + e−(x−y+δ)2/2t

)
. (2.22)

Proof. By [14, Lemma 2], P
(
sups∈[0,t]Bs ≤ x

∣∣∣Bt
)

≤ 2x(x − Bt)
+/t, where we write a+ = max(a, 0). It

follows that the left-hand side of (2.22) is bounded by

E

[
2x(x−Bt)

+

t
1{Bt∈[x−y,x−y+δ]}

]
≤ 2xy

t
P(Bt ∈ [x− y, x− y + δ]).

Next, we can e.g. use the bounds

P(Bt ∈ [x− y, x− y + δ]) ≤





Cδe−(x−y)2/2t/
√
t if x− y ≥ 0,

Cδe−(x−y+δ)2/2t/
√
t if x− y + δ ≤ 0,

C/
√
t otherwise.

Each of these terms is bounded by the right-hand side of (2.22) since t ≥ 1.

3 Proof of Theorem 1.1

Let β ∈ [0,
√
2) and a ∈ (0, 1). Recall that ψ(β) = 1+β2/2 and that the additive martingaleWt(β) is defined

in (1.1). In what follows, it will be convenient to use the following rewriting of the overlap distribution
defined in (1.4),

νβ,t([a, 1]) =
1

Wt(β)2

∑

u,v∈N (t)
u∧v≥at

eβ(Xu(t)+Xv(t))−2ψ(β)t =
e(β

2−1)at

Wt(β)2

∑

u∈N (at)

e2βXu(at)−ψ(2β)atW (u,at)
t−at (β)2, (3.1)

where we recall that

W
(u,s)
t (β) =Wt(β) ◦Θu,s =

∑

v∈N (s+t)
v≥u

eβ(Xv(s+t)−Xu(s))−ψ(β)t. (3.2)

3.1 Upper temperature

The aim of this section is to show Theorem 1.1.(i) which covers the case β ∈ [0,
√
2/2). Define

Ft =
∑

u∈N (at)

e2βXu(at)−ψ(2β)atW (u,at)
t−at (β)2,

so that e(1−β
2)atνβ,t([a, 1]) = FtWt(β)

−2, by (3.1). It suffices to show that

Ft −−−→
t→∞

F∞ =W∞(2β)E
[
W∞(β)2

]
, a.s.
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Replacement along a partition of time

Let us fix the following partition of the time [0,∞),

T =
⋃

n≥0

(
1

n+ 1
Z

)
∩ [n, n+ 1].

Here, we justify that, along this partition, we can replace Ft with

F̄t =
∑

u∈N (at)

e2βXu(at)−ψ(2β)atW (u,at)
∞ (β)2.

We use first branching property at time at, and then factorize the square and apply Cauchy–Schwarz in-
equality:

E
[
|Ft − F̄t|

∣∣Fat
]
≤Wat(2β)E|Wt−at(β)

2 −W∞(β)2|
≤Wat(2β)

(
E
[
Wt−at(β)

2
]
+ E

[
W∞(β)2

])1/2
E
[
(Wt−at(β) −W∞(β))2

]1/2

≤ CWat(2β)e
−(2ψ(β)−ψ(2β))s

using Lemma 2.5 in the last inequality. By (2.8), it follows that E|Ft − F̄t| ≤ e−(1−β2)(t−at). Hence, by the
Borel–Cantelli lemma,

|Ft − F̄t| −−−→
t→∞
t∈T

0, a.s.

Almost sure convergence along a partition of time

Here, we show that Ft converges a.s. to F∞ along the partition T . In view of the previous section, it suffices
to show that the following process converges a.s. to 0 along the partition T ,

∆t = F̄t −Wat(2β)E
[
W∞(β)2

]
=

∑

u∈N (at)

e2βXu(at)−ψ(2β)at
(
W (u,at)

∞ (β)2 − E
[
W∞(β)2

])
.

Let us fix p ∈ [1, 2] such that p < 1/2β2. By Lemma 2.6,

E[|∆t|p|Fat] ≤Wat(p2β)E
∣∣W∞(β)2 − E

[
W∞(β)2

]∣∣pe−(pψ(2β)−ψ(p2β))at.

The variable W∞(β)2 is in Lp because 2p < 2/β2, hence so is W∞(β)2 − E
[
W∞(β)2

]
. Hence,

E|∆t|p ≤ Ce−(pψ(2β)−ψ(p2β))at.

By (2.8) and by the Borel–Cantelli lemma,

∆t −−−→
t→∞
t∈T

0, a.s.

Extension of the almost sure convergence to continuum

Let us denote (tn)n≥0 the sequence of the elements of T in increasing order. Here, we show that

sup
t∈[tn,tn+1]

|Ft − Ftn | −−−−→n→∞
0, a.s. (3.3)

We have
sup

t∈[tn,tn+1]

|Ft − Ftn | ≤
∑

u∈N (atn)

e2βXu(atn)−ψ(2β)atnS(u)
n , (3.4)
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where

S(u)
n = sup

t∈[tn,tn+1]

∣∣∣∣∣∣∣∣

∑

v∈N (at)
v≥u

e2β(Xv(at)−Xu(atn))−ψ(2β)(at−atn)W (v,at)
t−at (β)2 −W

(u,atn)
tn−atn (β)

2

∣∣∣∣∣∣∣∣
.

Note that, by the branching property, for any u ∈ N (atn),

E

[
S(u)
n

∣∣∣Fatn
]
= E[Sn], (3.5)

where

Sn = sup
s∈[0,tn+1−tn]

∣∣∣∣∣∣

∑

v∈N (as)

e2βXv(as)−ψ(2β)asW (v,as)
s+tn−a(s+tn)(β)

2 −Wtn−atn(β)
2

∣∣∣∣∣∣
.

Lemma 3.1. For any p ∈ [1, 1/β2), the process Sn converges in Lp to 0.

Proof. We first prove that, on the event Ω′ where Wt(β) converges as t → ∞, the process Sn converges to
0. Let us fix a realization ω ∈ Ω′ and denote by τ(ω) the first time of branching of the BBM. There exists
some rank n0(ω) such that, for any n ≥ n0(ω), we have tn+1 − tn < τ(ω) and then

Sn(ω) = sup
s∈[0,tn+1−tn]

∣∣∣e2βX∅(as)(ω)−ψ(2β)asW (∅,as)
s+tn−a(s+tn)(β)

2(ω)−Wtn−atn(β)
2(ω)

∣∣∣

= sup
s∈[0,tn+1−tn]

∣∣∣e(2ψ(β)−ψ(2β))asWs+tn−atn(β)
2(ω)−Wtn−atn(β)

2(ω)
∣∣∣.

Since Wt(β)(ω) converges as t → ∞, the sequence Sn(ω) converges to 0. Since the event Ω′ has probability
1, we deduce that the process Sn converges a.s. to 0.

In order to obtain a domination, we bound

Sn ≤ sup
s∈[0,1]

∑

v∈N (as)

e2βXv(as)−ψ(2β)asW (v,as)
s+tn−a(s+tn)(β)

2 +Wtn−atn(β)
2.

Note that ∑

v∈N (as)

e2βXv(as)−ψ(2β)asW (v,as)
s+tn−a(s+tn)(β)

2 ≤ e(2ψ(β)−ψ(2β))asWs+tn−atn(β)
2.

Hence,

Sn ≤
(

sup
s∈[0,1]

e(2ψ(β)−ψ(2β))as + 1

)
sup
s∈[0,1]

Ws+tn−atn(β)
2. (3.6)

By Lemma 2.5, the process Wt(β) is bounded in L2p for any p ∈ (1, 1/β2). By Doob’s maximal inequality,
the domination in (3.6) is in Lp. Thus, by dominated convergence, the process Sn converges in Lp to 0.

Let us come back to (3.4). By (3.5), we have
∑

u∈N (atn)

e2βXu(atn)−ψ(2β)atnE
[
S(u)
n

∣∣∣Fatn
]
=Watn(2β)E[Sn].

By Lemma 3.1 and since the additive martingale converges a.s., the above process converges a.s. to 0 as
n→ ∞. To obtain (3.3), it is then sufficient to show that

Vn =
∑

u∈N (atn)

e2βXu(atn)−ψ(2β)atn
(
S(u)
n − E

[
S(u)
n

∣∣∣Fatn
])

−−−−→
n→∞

0, a.s. (3.7)

Let us fix p ∈ (1, 2] such that p < 1/2β2. By Lemma 2.6,

E[V pn |Fatn ] ≤Watn(p2β)E|Sn − E[Sn]|pe−(pψ(2β)−ψ(p2β))atn .

By Lemma 3.1, the process Sn − E[Sn] converges in L
p to 0. In particular,

E[V pn ] ≤ Ce−(pψ(2β)−ψ(p2β))atn .

By (2.8) and by the Borel-Cantelli lemma, the a.s. convergence (3.7) holds, which concludes the proof of
Theorem 1.1.(i).
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3.2 Intermediate temperature

Let us fix β =
√
2/2 and show Theorem 1.1.(ii). By (3.1), we can rewrite

√
ateat/2νβ,t([a, 1]) =

√
at(Gt +Rt)Wt(β)

−2,

where

Gt =
∑

u∈N (at)

e
√
2Xu(at)−2atW (u,at)

∞ (β)2 and Rt =
∑

u∈N (at)

e
√
2Xu(at)−2at

(
W

(u,at)
t−at (β)2 −W (u,at)

∞ (β)2
)
.

Since the additive martingale converges a.s., it suffices to obtain the convergence in probability of
√
at(Gt+Rt)

toward
√
2/πZ∞E

[
W∞(β)2

]
. Let us justify that we can ignore the term Rt. By the triangle inequality and

the branching property,

√
atE[|Rt||Fat] ≤

√
atWat(

√
2)E
∣∣Wt−at(β)

2 −W∞(β)2
∣∣.

By (1.3) and Lemma 2.5, the above process converges in probability to 0 as t→ ∞, so does
√
atRt.

It remains to study Gt. Let us fix θ ∈ R. We use the conditional characteristic function

E

[
exp
(
iθ
√
atGt

)∣∣∣Fat
]
=

∏

u∈N (at)

ϕ(λ(u,at)),

where
λ(u,at) = θ

√
ate

√
2Xu(at)−2at, ϕ(λ) = E

[
eiλW∞(β)2

]
= 1 + iλE

[
W∞(β)2

]
+ r1(λ),

and r1(λ) = o(λ) as λ → 0. In order to use the above expansion, we need to restrict to an event with high
probability where maxu∈N (at) λ

(u,at) converges to 0 as t → ∞. We can choose the event Λ = Λδ,at defined

in (2.13), with an arbitrary δ ∈ (0, 1/
√
2). On this event, for t large enough and for all u ∈ N (at), we have

ϕ(λ(u,at)) ∈ C \ (−∞, 0]. This allows us to use the principal complex logarithm Log and to write

E

[
exp
(
iθ
√
atGt

)∣∣∣Fat
]
1Λ = exp




∑

u∈N (at)

Log(1 + iλ(u,at)E
[
W∞(β)2

]
+ r1(λ

(u,at)))



1Λ

= exp


iθ

√
atWat(

√
2)E
[
W∞(β)2

]
+

∑

u∈N (at)

r2(λ
(u,at))


1Λ, (3.8)

where r2(λ) = o(λ) as λ→ 0. By choice of Λ, with probability 1, we have

∑

u∈N (at)

r2(λ
(u,at))1Λ = o




∑

u∈N (at)

λ(u,at)



1Λ = o
(√

atWat(
√
2)
)
1Λ. (3.9)

By (3.8) and (3.9), with probability 1, we have

E

[
exp
(
iθ
(√

atGt −
√
atWat(

√
2)E
[
W∞(β)2

]))∣∣∣Fat
]
1Λ = exp

(
o
(√

atWat(
√
2)
))

1Λ.

By (1.3), the above process converges in probability to 1. This being true for any θ ∈ R, we deduce
that

√
atGt −

√
2/πZ∞E

[
W∞(β)2

]
converges in probability to 0 as t → ∞, which concludes the proof of

Theorem 1.1.(ii).

3.3 Lower temperature

Let β ∈ (
√
2/2,

√
2). Here we follow the techniques from [28, Theorem 2.5], where Iksanov, Kolesko and

Meiners computed the fluctuations of the additive martingales of the branching random walk, using the
convergence of the extremal process Et. The main differences are that we have to deal with this convergence
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jointly with the additive martingale and that we identify a stable distribution at the limit. Recall that
m(t) =

√
2t− 3 · 2−3/2 log t. We rewrite

(at)3β/
√
2e(

√
2−β)2atνβ,t([a, 1]) = HtWt(β)

−2,

where
Ht =

∑

u∈N (at)

e2β(Xu(at)−m(at))W
(u,at)
t−at (β)2.

Let ℓ ∈ R, which has here to be thought as a large negative number. We will use the following continuous
approximation of 1[ℓ,∞),

χ+
ℓ (x) =





0 if x ≤ ℓ,

x− ℓ if ℓ ≤ x ≤ ℓ+ 1,

1 if x ≥ ℓ+ 1,

as well as χ−
ℓ = 1− χ+

ℓ . We decompose

Ht =
∑

u∈N (at)

e2β(Xu(at)−m(at))
(
W

(u,at)
t−at (β)2 −W (u,at)

∞ (β)2
)

+
∑

u∈N (at)

e2β(Xu(at)−m(at))W (u,at)
∞ (β)2χ+

ℓ (Xu(at)−m(at))

+
∑

u∈N (at)

e2β(Xu(at)−m(at))W (u,at)
∞ (β)2χ−

ℓ (Xu(at)−m(at))

= R1
t,ℓ +Ht,ℓ +R2

t,ℓ.

Below, Lemma 3.2 and Lemma 3.3 state that R1
t,ℓ and R

2
t,ℓ are negligible as t→ ∞ and ℓ→ −∞. Lemma 3.4

gives a first characterization of the limit distribution.

Lemma 3.2. For all ℓ ∈ R, R1
t,ℓ converges in probability to 0 as t→ ∞.

Proof. We consider p ∈ (0, 1] such that
√
2/2β < p < 1/β2 which is possible because β ∈ (

√
2/2,

√
2). Using

the subadditivity of x 7→ xp on [0,∞), we have

E
[
|R1
t,ℓ|p

∣∣Fat
]
≤ E

[∣∣Wt−at(β)
2 −W∞(β)2

∣∣p
] ∑

u∈N (at)

ep2β(Xu(at)−m(at)).

Since p < 1/β2, the expectation on the right-hand side tends to 0 (see Lemma 2.5). By (1.11), the sum on
the right-hand side converges in distribution to a finite limit because p2β >

√
2. Therefore, by Slutsky’s

theorem, the above quantity converges in distribution to 0 as t→ ∞. Then, R1
t,ℓ converges in probability to

0 as t→ ∞.

Lemma 3.3. For any δ > 0, limℓ→−∞ lim supt→∞ P(R2
t,ℓ > δ) = 0.

Proof. Note that if a process (Xt,ℓ)t≥0,ℓ∈R takes its values in [0,∞), then the following two statements are
equivalent

(i) for any δ > 0, limℓ→−∞ lim supt→∞ P(Xt,ℓ ≥ δ) = 0,

(ii) limℓ→−∞ lim supt→∞ E[Xt,ℓ ∧ 1] = 0.

We consider p ∈ (0, 1] such that
√
2/2β < p < 1/β2. By Jensen’s inequality,

E
[
(R2

t,ℓ)
p ∧ 1

]
≤ E

[
E
[
(R2

t,ℓ)
p
∣∣Fat

]
∧ 1
]
.

But, using the subadditivity of x 7→ xp on [0,∞),

E
[
(R2

t,ℓ)
p
∣∣Fat

]
≤ E

[
W∞(β)2p

] ∑

u∈N (at)

ep2β(Xu(at)−m(at))χ−
ℓ (Xu(at)−m(at))p = CEat(ep2βxχ−

ℓ (x)
p),
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using that W∞(β) ∈ L2p because p < 1/β2 (see Lemma 2.5). Since (i) and (ii) are equivalent, it suffices to
obtain that, for any δ > 0,

lim
ℓ→−∞

lim sup
t→∞

P
(
Eat(ep2βxχ−

ℓ (x)
p) ≥ δ

)
= 0.

This is proved by Bonnefont in [10, Proposition A.2] (this requires p2β >
√
2, which is ensured by our choice

of p).

Lemma 3.4. We have

(at)3β/
√
2e(

√
2−β)2atνβ,t([a, 1]) −−−→

t→∞
Xover =

1

W∞(β)2

∑

k≥1

e2βξkW 2
k , in distribution,

where Wk, k ≥ 1, are i.i.d. copies of W∞(β), independent of W∞(β) and E∞.

Proof. We first check that Xover is well-defined by showing
∑

k≥0

e2βξkW 2
k <∞, almost surely. (3.10)

To see this, fix p ∈ (0, 1] such that
√
2/2β < p < 1/β2. Then, by subadditivity,

E





∑

k≥1

e2βξkW 2
k



p∣∣∣∣∣∣
E∞


 =

∑

k≥1

ep2βξkE
[
W∞(β)2p

]
,

which is a.s. finite, by Lemma 2.8 and Lemma 2.5, proving (3.10).
Now, in order to prove the lemma, by Lemma 3.2, Lemma 3.3 and [8, Theorem 3.2], it is sufficient to

show that, for all ℓ ∈ R,

Ht,ℓ

Wt(β)2
−−−→
t→∞

1

W∞(β)2

∑

k≥1

e2βξkχ+
ℓ (ξk)W

2
k , in distribution, (3.11)

and that
1

W∞(β)2

∑

k≥1

e2βξkχ+
ℓ (ξk)W

2
k −−−−→

ℓ→−∞
Xover, in distribution. (3.12)

Note that (3.12) is a driect consequence of (3.10). To prove (3.11), we introduce the test function f(x, y) =
e2βxχ+

ℓ (x)y
2. By (2.19)1, (E∗

at(f),Wat(β)) converges in distribution to (E∗
∞(f),W∞(β)). By Slutsky’s theo-

rem, the same is true for (E∗
at(f),Wt(β)) and hence we get (3.11).

We are now able to prove Theorem 1.1.(iii). By definition of E∞, we can rewrite

Xover =
(CZ∞)2β/

√
2

W∞(β)2

∑

i≥1

e2β(pi+Xi), (3.13)

where Xi =
1
2β log

∑
j e

2β∆ijW 2
ij and where Wij are i.i.d. copies of W∞(β), independent of F∞, P , (Di)i≥1.

Now, since the variables Xi for i ≥ 1 are i.i.d. and independent of P , it follows from [9, Proposition 8.7.a]
that ∑

i≥1

δpi+Xi

d
=
∑

i≥1

δpi+ 1√
2
log E[e

√
2X1 ], (3.14)

under the condition that E[e
√
2X1 ] < ∞, which we check as follows: taking p ∈ (

√
2/β, 2/β2) ∩ [1, 2], using

first Jensen’s inequality and then subadditivity of x 7→ xp/2 on [0,∞), we obtain

E

[
e
√
2X1

]βp/√2

≤ E
[
eβpX1

]
= E







∑

j≥1

e2β∆1jW 2
1j




p/2

 ≤ E




∑

j≥1

epβ∆1j



E[W∞(β)p] <∞,

1Note that f is not bounded as required in (2.19). However, one can first apply (2.19) to f ∧M for some M > 0, and then
let M → ∞, using that E∗(f) < ∞ a.s. by (3.10).
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where the last quantity is finite by Lemma 2.8 and Lemma 2.5. By (3.13) and (3.14),

Xover
d
=

(
CZ∞E

[
e
√
2X1

])2β/√2

W∞(β)2

∑

i≥1

e2βpi . (3.15)

Finally, by Lemma 2.8, the sum S2β =
∑

i e
2βpi is a non-degenerate (

√
2/2β)-stable random variable. This

remark together with Lemma 3.4 and (3.15) conclude the proof of Theorem 1.1.(iii).

4 Proof of Theorem 1.2

In this section, the key tools will be the changes of measure (2.2) and (2.4) at inverse temperature 2β, as
well as the associated spinal decomposition. We denote by Π the point process whose points si for i ≥ 1
are the ordered spinal branching times. Recall that Π is a homogeneous Poisson point process on [0,∞)
with intensity 1 under P and 2 under Q2β. We also write s0 = 0. In what follows, it will be convenient to
decompose the additive martingale along the spine,

Wt(β) =
∑

i≥1

eβXξ(si)−ψ(β)siW (i)
t−si(β)1si≤t + eβXξ(t)−ψ(β)t,

where, if du∧v denotes the deathtime of the last common ancestor of u and v,

W (i)
s (β) =

∑

u∈N (si+s)
du∧ξ(si+s)=si

eβ(Xu(si+s)−Xu(si))−ψ(β)s.

Under both probability measures P and Q2β, given Π, the processes (W
(i)
s (β))s≥0 for i ≥ 1 are the additive

martingales of independent BBMs without spine. Therefore, they converge P-a.s. and Q2β-a.s. to i.i.d. copies

of W∞(β), that we denote by W
(i)
∞ (β). This allows us to define

W (β) =
∑

i≥1

eβXξ(si)−ψ(β)siW (i)
∞ (β), (4.1)

which is the a.s. limit of Wt(β) under Q2β as showed in the following lemma. Note that we distinguish W (β)
and W∞(β) for now, but, once this lemma is proved, we can afterwards say that they are the same quantity,
see Remark 4.2. We also emphasize here that the convergence of Wt(β) is classically studied under Qβ (see
e.g. [31]), but we need it here under Q2β.

Lemma 4.1. If β ∈ [0,
√
2/3), the random variable W (β) is Q2β-a.s. positive and finite. If β ∈ [

√
2/3,

√
2),

it is Q2β-a.s. infinite. In both cases, it is the Q2β-a.s. limit of the process Wt(β) as t→ ∞.

Proof. Let β ∈ [0,
√
2). Under Q2β ,

W (β) =
∑

i≥1

eβBsi
+(3β2/2−1)siW (i)

∞ (β),

where Bs = Xξ(s)− 2βs is a standard Brownian motion. Note that 3β2/2− 1 ≥ 0 if and only if β ≥
√
2/3.

In particular, if β ∈ [
√
2/3,

√
2), the (non-negative) terms of the series defining W (β) do not converge to 0

and then W (β) = ∞, Q2β-a.s. Besides, by Fatou’s lemma,

lim inf
t→∞

Wt(β) ≥
∑

i≥1

lim inf
t→∞

eβXξ(si)−ψ(β)siW (i)
t−si(β)1si≤t,

and this lower bound is Q2β-a.s. equal to W (β) = ∞.
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Now let β ∈ [0,
√
2/3). We have

EQ2β
[W (β)|Π, Xξ] =

∑

i≥1

eβBsi
−(1−3β2/2)si , (4.2)

and, Q2β-a.s., this series converges since

n
√
eβBsn−(1−3β2/2)sn −−−−→

n→∞
e−(1−3β2/2)/2 < 1. (4.3)

Thus, W (β) is Q2β-a.s. finite. Furthermore, it is Q2β-a.s. positive since the terms of the series (4.1) are
Q2β-a.s. positive.

It remains to control W (β) −Wt(β). We rewrite it

∑

i≥1
si≤t

eβXξ(si)−ψ(β)si(W (i)
∞ (β)−W

(i)
t−si(β)) +

∑

i≥1
si>t

eβXξ(si)−ψ(β)siW (i)
∞ (β)− eβXξ(t)−ψ(β)t = T1(t) +T2(t) +T3(t).

The term T3(t) converges Q2β-a.s. to 0 since the exponent βXξ(s)− ψ(β)s is a Brownian motion with drift
−1 + 3β2/2 < 0 (and variance β2). The term T2(t) converges Q2β-a.s. to 0 since it is the remainder of a
series which converges Q2β-a.s. To control the term T1(t), we first show that it converges along the sequence
of spinal branching times. By Lemma 2.6, for any p ∈ [1, 2] and n ≥ 1,

EQ2β
[|T1(sn)|p|Π, Xξ] ≤

n∑

i=1

epβXξ(si)−pψ(β)sif(sn − si),

where, for s ≥ 0, f(s) = E[|W∞(β) −Ws(β)|p]. By Lemma 2.5, we have f(s) ≤ Ce−(p−1)(1−pβ2/2)s. Hence,
by (2.8), the above quantity is bounded by

Ce−(p−1)(1−pβ2/2)sn
∑

i≥1

epβXξ(si)−ψ(pβ)si ,

which is Q2β-a.s. summable in n as soon as p ∈ (1, 2/β2) to ensure that the exponential prefactor vanishes,

and β2(2p − p2

2 ) < 1 to ensure that the sum is Q2β-a.s. finite by proceeding as in (4.2) (such a choice of p

exists because β <
√
2/3). By the Borel–Cantelli lemma, T1(sn) converges Q2β-a.s. to 0 as n→ ∞. Now let

us control

sup
t∈(sn,sn+1)

|T1(t)− T1(sn)| ≤
n∑

i=1

eβXξ(si)−ψ(β)si sup
t∈(sn,sn+1)

∣∣∣W (i)
t−si(β) −W

(i)
sn−si(β)

∣∣∣
︸ ︷︷ ︸

=Sn,i

. (4.4)

Similarly to (3.3), we proceed by showing that

n∑

i=1

eβXξ(si)−ψ(β)siEQ2β
[Sn,i|Π] −−−−→

n→∞
0, Q2β-a.s., (4.5)

and
n∑

i=1

eβXξ(si)−ψ(β)si(Sn,i − EQ2β
[Sn,i|Π]

)
−−−−→
n→∞

0, Q2β-a.s. (4.6)

By applying the Cauchy-Schwarz inequality and Doob’s maximal inequality, we obtain, for any p ∈ (1, 2],

EQ2β
[Sn,i|Π] ≤ EQ2β

[(Sn,i)
p|Π]1/p ≤ p

p− 1
f(sn − si, sn+1 − si)

1/p, (4.7)

where, for s ≤ t,

f(s, t) = E[|Wt(β) −Ws(β)|p] ≤ Ce−(p−1)(1−pβ2/2)s,
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by Lemma 2.5. In particular, since p ∈ (1, 2/β2), each term of the sum in (4.5) converges Q2β-a.s. to 0 as
n→ ∞. Then, by dominated convergence with domination

eβXξ(si)−ψ(β)siEQ2β
[Sn,i|Π] ≤ CeβXξ(si)−ψ(β)si ,

we obtain (4.5). As for the convergence (4.6), it can be deduced from Lemma 2.6 and (4.7), by proceeding
as in the proof that T1(sn) converges Q2β-a.s. to 0 above. Finally, the bound in (4.4) converges Q2β-a.s. to
0 as n→ ∞ and the term T1(t) converges Q2β-a.s. to 0 as t→ ∞.

Remark 4.2. In the case 0 ≤ β <
√
2/2, a consequence of Lemma 4.1 is that W (β) = W∞(β) P-a.s.

and Q2β-a.s. since the measures P and Q2β are equivalent. On the other hand, if β ∈ [
√
2/2,

√
2), then P

and Q2β are mutually singular so we can assume that W∞(β) = W (β) Q2β-a.s.. Moreover, one can check
that W (β) = W∞(β) P-a.s. stays true for β ∈ [

√
2/2,

√
2) by following an argument similar to the proof of

Lemma 4.1 in the case β ∈ (0,
√
2/3). This ensures that there is no notation conflict if we write W∞(β)

instead of W (β) under P or Q2β, which we will do from now on.

4.1 Upper temperature

Let us fix β ∈ (0,
√
2/3) and show Theorem 1.2.(ii). Note that the claim concerning the convergence ofWt(β)

has already been proved in Lemma 4.1 (see also Remark 4.2), so we focus on the convergence of the rescaled
overlap distribution. We define

Ft =
∑

u∈N (at)

e2βXu(at)−ψ(2β)atW (u,at)
t−at (β)2, (4.8)

so that e(1−β
2)atνβ,t([a, 1]) = FtWt(β)

−2, by (3.1). We have

e(1−β
2)atE[νβ,t([a, 1])] = E

[
FtWt(β)

−2 − FtWat(β)
−2
]
+ E

[
FtWat(β)

−2
]

= E
[
FtWt(β)

−2 − FtWat(β)
−2
]
+ EQ2β

[
Wat(β)

−2
]
E
[
Wt−at(β)

2
]
,

using the branching property and the definition of Q2β in the second term. Then, by Lemma 4.5 and
Lemma 4.3 below, together with Lemma 2.5,

e(1−β
2)atE[νβ,t([a, 1])] −−−→

t→∞
EQ2β

[
W−2

∞
]
E
[
W∞(β)2

]
,

which is Theorem 1.2.(ii).

Lemma 4.3. For every β ∈ (0,
√
2/3),

EQ2β
[Wt(β)

−2] −−−→
t→∞

EQ2β
[W∞(β)−2] ∈ (0,∞).

Remark 4.4. The convergence in this lemma stays true for any β ∈ [0,
√
2), but for β /∈ (0,

√
2/3) the limit

is not in (0,∞) anymore:

• If β = 0, the fixed point equation (2.7) with t = ∞ and s = 1, together with [33, Theorem 2.4] implies
that EQ0 [W∞(0)−2] = E[W∞(0)−1] = ∞. Then, by Fatou’s lemma, EQ0 [Wt(0)

−2] → ∞ as t→ ∞.

• If β ∈ [
√
2/3,

√
2), Lemma 4.1 states that Wt(β) → ∞, Q2β-a.s., and Lemma 4.8 below implies that

EQ2β
[Wt(β)

−2] → 0 as t→ ∞.

Lemma 4.5. Let β ∈ (0,
√
2/3) and define Ft as in (4.8). Then,

E
[
FtWt(β)

−2 − FtWat(β)
−2
]
−−−→
t→∞

0.

The remainder of this section is dedicated to the proofs of Lemma 4.3 and Lemma 4.5
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Lemma 4.6. Let Xi for i ≥ 1 be independent random variables and ai, i ≥ 1, be positive coefficients. Assume
that there exist b,K > 0 such that, for each i ≥ 1 and every x > 0,

P(Xi ≤ x) ≤ Kxb.

Then, for every p ∈ [1,∞) such that p/b /∈ Z, there exists C = C(b,K, p) > 0 such that, letting n = ⌈p/b⌉,

E



(

n∑

i=1

aiXi

)−p
 ≤ Ca−b1 · · · a−bn−1a

−p+b(n−1)
n .

Proof. Note that b(n − 1) < p < bn because p/b /∈ Z. We can assume that a1 ≥ a2 ≥ · · · ≥ an since the
general case follows from

a−bi a−p+b(n−1)
n ≤ a−bn a

−p+b(n−1)
i .

For each j = 1, . . . , n,

P

(
n∑

i=1

aiXi ≤ x

)
≤ P(a1X1 ≤ x) · · ·P(ajXj ≤ x) ≤ Kja−b1 · · · a−bj xbj .

In particular, we can use the following bound

P

(
n∑

i=1

aiXi ≤ x

)
≤






1 if x ≥ a1,

Kn−1a−b1 · · ·a−bn−1x
b(n−1) if an ≤ x < a1,

Kna−b1 · · ·a−bn xbn if x < an.

This yields

E




(

n∑

i=1

aiXi

)−p

 =

∫ ∞

0

P

(
n∑

i=1

aiXi ≤ x−1/p

)
dx

≤
∫ a−p

1

0

dx+

∫ a−p
n

a−p
1

Kn−1x−b(n−1)/pa−b1 · · · a−bn−1 dx+

∫ ∞

a−p
n

Knx−bn/pa−b1 · · · a−bn dx

≤ a−p1 + Ca−b1 · · ·a−bn−1a
−p+b(n−1)
n ,

using b(n − 1)/p < 1 in the second integral and bn/p > 1 in the third one. To conclude, it suffices to note

that a−p1 ≤ a−b1 . . . a−bn−1a
−p+b(n−1)
n .

Lemma 4.7. Let β ∈ [0,
√
2) and p ∈ [1,∞). There exist n0 ≥ 1 and C > 0 such that, for any n ≥ n0, any

I = {i1, . . . , in} ⊂ {1, 2, . . .} with i1 < · · · < in and any t ∈ [0,∞], on the event where sin ≤ t, we have

EQ2β




(
∑

i∈I
eβXξ(si)−ψ(β)siW (i)

t−si(β)

)−p
∣∣∣∣∣∣
Π



 ≤ Ce(p
2β2/2+p(1−3β2/2))sin . (4.9)

Proof. Let bmax = (
√
ψ(β)2 + 2β2 − ψ(β))/β2 (recall it appears in the condition (2.9) of Lemma 2.7). We

choose n0 > p/bmax. Now note that it is enough to prove (4.9) for n = n0: indeed, adding elements to I can
only decrease the left-hand side of (4.9) and increase the right-hand side (note that p2β2/2+p(1−3β2/2) ≥ 0).
So let n = n0. Since n > p/bmax, there exists b ∈ (0, bmax) such that n = ⌈p/b⌉ and p/b /∈ Z. Then, by
Lemma 4.6 and Lemma 2.7,

EQ2β




(
∑

i∈I
eβXξ(si)−ψ(β)siW (i)

t−si(β)

)−p∣∣∣∣∣∣
Π, Xξ



 ≤ C




∏

i∈I\{in}
eβXξ(si)−ψ(β)si




−b(

eβXξ(sin )−ψ(β)sin
)−p+b(n−1)
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= C

in∏

j=1

(
eβ(Xξ(sj)−Xξ(sj−1))−ψ(β)(sj−sj−1)

)−αj

,

with αj = p− b#(I ∩ {1, . . . , j − 1}). Recall that, under Q2β, the spine trajectory Xξ is a Brownian motion
with drift 2β, independent of Π. Then,

EQ2β



(
∑

i∈I
eβXξ(si)−ψ(β)siW (i)

t−si (β)

)−p
∣∣∣∣∣∣
Π


 ≤ C

in∏

j=1

e(α
2
jβ

2/2+αj(1−3β2/2))(sj−sj−1)

≤ C

in∏

j=1

e(p
2β2/2+p(1−3β2/2))(sj−sj−1),

using in the last inequality that αj ∈ [0, p] and that the function x ∈ [0, p] 7→ x2β2/2 + x(1− 3β2/2) reaches
its maximum at x = p, because β <

√
2 and p ≥ 1. This gives the desired inequality by telescoping.

Lemma 4.8. For every β ∈ (0,
√
2), the process (Wt(β)

−2)t≥0 is bounded in Lp(Q2β) for some p > 1.

Proof. Let β ∈ (0,
√
2) and p > 1, which will be chosen close enough to 1 depending on β later on. Let n ≥ 1

be given by Lemma 4.7 applied to β and p. Let t ≥ 0 and set A = An,t = {sn ≤ t}. On the one hand,

EQ2β

[
Wt(β)

−2p
1A

]
≤ EQ2β



(

n∑

i=1

eβXξ(si)−ψ(β)siW (i)
t−si (β)

)−2p

1A


 ≤ CEQ2β

[
e(2p

2β2+2p(1−3β2/2))sn
]
,

by Lemma 4.7. If we choose p close enough to 1, we have 2p2β2 + 2p(1 − 3β2/2) < 2 and then the above
bound is finite (recall sn is Γ(n, 2) distributed under Q2β). On the other hand, keeping only the contribution
of the spine to Wt(β), we have

EQ2β

[
Wt(β)

−2p
1Ac

]
≤ EQ2β

[
e−2pβXξ(t)+2pψ(β)t

]
Q2β(sn > t) ≤ e(2−3β2+2pβ2)ptCtn−1e−2t.

If we choose p close enough to 1, we have 2−3β2+2pβ2 < 0 and the above quantity converges to 0 as t→ ∞.
Combining the two previous bounds shows the result.

Proof of Lemma 4.3. By Lemma 4.1, for every β ∈ (0,
√
2/3), the random variableW∞(β) isQ2β-a.s. positive

and finite. In particular, EQ2β
[W∞(β)−2] > 0. Besides, Wt(β)

−2 converges Q2β-a.s. to W∞(β)−2 as t → ∞
and is uniformly integrable for Q2β , by Lemma 4.8. This implies that

EQ2β
[Wt(β)

−2] −−−→
t→∞

EQ2β
[W∞(β)−2] <∞,

which concludes the proof.

It remains to prove Lemma 4.5. We will use the following concentration inequality.

Lemma 4.9. Let β ∈ [0, 1) and p ∈ [1, 2]. There exists C > 0 such that, for any 0 ≤ s ≤ t ≤ ∞,

E

[∣∣∣∣
Wt(β) −Ws(β)

Ws(β)

∣∣∣∣
p]

≤ Ce−(1−β2)ps/2.

Proof. We have, using decomposition (2.7),

(Wt(β) −Ws(β))
2

=
∑

u∈N (s)

e2βXu(s)−2ψ(β)s(W
(u,s)
t−s (β) − 1)2 +

∑

u,v∈N (s)
u6=v

eβ(Xu(s)+Xv(s))−2ψ(β)s(W
(u,s)
t−s (β)− 1)(W

(v,s)
t−s (β) − 1),
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where, conditionally on Fs, the variables W
(u,s)
t−s (β) for u ∈ N (s) are independent with mean 1 and are

bounded in L2(P) because β < 1 (see Lemma 2.5). Then, by applying successively Hölder’s inequality and
taking a conditional expectation given Fs, we obtain

E

[∣∣∣∣
Wt(β)−Ws(β)

Ws(β)

∣∣∣∣
p]

≤ E

[
(Wt(β)−Ws(β))

2

Ws(β)2

]p/2
≤ CE

[
e−(1−β2)sWs(2β)

Ws(β)2

]p/2
,

since ψ(2β)− 2ψ(β) = −(1−β2) and since the additive martingale is bounded in L2. The result follows from
Lemma 4.3, which implies that E[Ws(2β)Ws(β)

−2] = EQ2β
[Ws(β)

−2] converges to a finite limit and hence is
bounded.

Proof of Lemma 4.5. Let β ∈ (0,
√
2/3). In order to take advantage of Lemma 4.7, we will work on the event

A = An,a′t = {|ξ(a′t)| ≥ n}, where a′ ∈ (0, a) is “close enough” to a and n ≥ 1 is “large enough”. However,
in view of applying Lemma 2.4, it will be convenient to deal with a slightly smaller event that is measurable
w.r.t. F∞. Let us define Ā = Ān,a′t = {∀u ∈ N (a′t), |u| ≥ n}.

First, let us show that
E
[
(FtWat(β)

−2 − FtWt(β)
−2)1Āc

]
−−−→
t→∞

0. (4.10)

By conditioning on Fat, we obtain

E[FtWat(β)
−2

1Āc ] = E[Wat(2β)Wat(β)
−2

1Āc ] = EQ2β
[Wat(β)

−2
1Āc ]. (4.11)

Note that 1Āc converges a.s. to 0 as t→ ∞. In addition, a direct consequence of Lemma 4.1, Lemma 4.3 and
Scheffé’s lemma is that Wat(β)

−2 converges in L1(Q2β). In particular, this process is uniformly integrable,
and so is Wat(β)

−2
1Āc . Hence, the right-hand side of (4.11) converges to 0 as t→ ∞. Besides,

E[FtWt(β)
−2

1Āc ] = e(1−β
2)atE[νβ,t([a, 1])1Āc ] ≤ e(1−β

2)atP(Āc).

Applying the union bound, the change of measure (1.6) and Lemma 2.4, we obtain

P(Āc) ≤ E




∑

u∈N (a′t)

1{|u|≤n}


 = EQ0




∑

u∈N (a′t)

1{|u|≤n}
Wa′t(0)


 = ea

′tQ0(|ξ(a′t)| ≤ n) ≤ Ctne−a
′t, (4.12)

using in the last inequality that, under Q0, the spinal generation |ξ(s)| has Poisson distribution with parameter
2s. Then,

E[FtWt(β)
−2

1Āc ] ≤ Ctne(1−β
2)at−a′t. (4.13)

By choice of a′, this bound converges to 0 as t→ ∞. Hence (4.10).
Now, let us show that

E[(FtWat(β)
−2 − FtWt(β)

−2)1Ā] −−−→t→∞
0. (4.14)

Recalling that Q2β,at|F∞ has Radon–Nykodim derivative Wat(2β) w.r.t. P|F∞ , the left-hand side of (4.14)
equals

EQ2β,at

[
Ft

Wat(2β)
(Wt(β)−Wat(β))

(
1

WtWat(β)2
+

1

Wt(β)2Wat(β)

)
1Ā

]

= EQ2β,at

[
W

(ξ(at),at)
t−at (β)2(Wt(β) −Wat(β))

(
1

Wt(β)Wat(β)2
+

1

Wt(β)2Wat(β)

)
1Ā

]
,

where we applied Lemma 2.4 to rewrite

Ft
Wat(2β)

=
∑

u∈N (at)

Q2β,at(ξ(at) = u|Ft)W (u,at)
t−at (β)2.

Let us abbreviate W
(ξ(at),at)
s (β) = W

(ξ,at)
s (β). Decomposing the process |Wt(β) −Wat(β)| along the spine

and applying the triangle inequality, we bound it by
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n∑

i=1

eβXξ(si)−ψ(β)si |W (i)
t−si (β)−W

(i)
at−si(β)| +

∣∣∣∣∣∣∣

∑

i>n
si≤at

eβXξ(si)−ψ(β)si(W (i)
t−si (β)−W

(i)
at−si(β))

∣∣∣∣∣∣∣

+ eβXξ(at)−ψ(β)at|W (ξ,at)
t−at (β)− 1| = T1(t) + T2(t) + T3(t).

Besides,
1

Wt(β)Wat(β)2
+

1

Wt(β)2Wat(β)
≤ 1

Wat(β)3
+

2

Wt(β)2Wat(β)
.

Therefore, and since Ā ⊂ A, to obtain (4.14), it suffices to show that, for i = 1, 2 and γ = 1, a,

EQ2β,at

[
W

(ξ,at)
t−at (β)2

Ti(t)

Wγt(β)2Wat(β)
1A

]
−−−→
t→∞

0. (4.15)

Control of T1. Let us show (4.15) for i = 1. Let γ = 1 or a. We have

EQ2β,at

[
W

(ξ,at)
t−at (β)2

T1(t)

Wγt(β)2Wat(β)
1A

]
≤ E

[
Wt−at(β)

2
]

×
n∑

i=1

EQ2β



eβXξ(si)−ψ(β)si |W (i)

t−si (β)−W
(i)
at−si(β)|

Wat(β)




n∑

j=1
j 6=i

eβXξ(sj)−ψ(β)sjW (j)
γt−sj (β)




−2

1A


.

Let us denote by V
(i)
1 (t) the process appearing in the last expectation. Since the additive martingale is

bounded in L2(P), it suffices to get the convergence in mean of V
(i)
1 (t) to 0 as t→ ∞, for i = 1, . . . , n. Using

that Wat(β) ≥ eβXξ(si)−ψ(β)siW (i)
at−si(β) and then applying Lemma 4.9, we obtain

EQ2β

[
V

(i)
1 (t)

]
≤ EQ2β



|W (i)

t−si(β)−W
(i)
at−si (β)|

W
(i)
at−si(β)




n∑

j=1
j 6=i

eβXξ(sj)−ψ(β)sjW (j)
γt−sj (β)




−2

1A




≤ CEQ2β


e

−(1−β2)(at−si)/2




n∑

j=1
j 6=i

eβXξ(sj)−ψ(β)sjW (j)
γt−sj (β)




−2

1A


.

We can assume n ≥ n0 + 1 where n0 is given by Lemma 4.7 applied to β and p = 2. This yields

EQ2β

[
V

(i)
1 (t)

]
≤ CEQ2β

[
e−(1−β2)(at−si)/2e(2−β

2)sn1A

]
.

By definition of the event A, we have si ≤ a′t < at. The above expectation is then bounded by

Ce−(1−β2)(a−a′)t/2EQ2β

[
e(2−β

2)sn
]
−−−→
t→∞

0,

since sn is Γ(n, 2) distributed under Q2β and 2− β2 < 2. Hence (4.15) for i = 1.
Control of T2. Let us show (4.15) for i = 2. Let γ = 1 or a. We have

EQ2β,at

[
W

(ξ,at)
t−at (β)2

T2(t)

Wγt(β)2Wat(β)
1A

]
≤ E

[
Wt−at(β)

2
]

× EQ2β




∣∣∣∣∣∣∣

∑

i>n
si≤at

eβXξ(si)−ψ(β)si(W (i)
t−si (β)−W

(i)
at−si(β))

Wat(β)

∣∣∣∣∣∣∣




n∑

j=1

eβXξ(sj)−ψ(β)sjW (j)
γt−sj (β)




−2

1A


.

27



Let us denote by V2(t) the process appearing in the last expectation and show that it converges in mean to
0 as t → ∞. To do so, we show that it converges Q2β-a.s. to 0 and that it is bounded in Lp(Q2β) for some
p > 1.

By Lemma 4.1, the processes Wat(β) and W
(j)
γt−sj (β) for j ≥ 1 converge Q2β-a.s. to some positive limits

as t → ∞. Then, the Q2β-a.s. convergence of V2(t) to 0 will follow from
∑

i≥1

eβXξ(si)−ψ(β)si(W (i)
t−si(β) −W

(i)
at−si(β))1si≤at −−−→t→∞

0, Q2β-a.s. (4.16)

Each term of the above series converges Q2β-a.s. to 0 and is dominated by 2eβXξ(si)−ψ(β)si supt≥0W
(i)
t (β).

By Doob’s maximal inequality, this domination is summable. Hence (4.16).
Now fix p ∈ (1, 2) such that αp = 2p2β2 + 2p(1− 3β2/2) < 2. We can assume n ≥ n0 where n0 is given

by Lemma 4.7 applied to β and 2p. Using that Wat(β) ≥ eβXξ(si)−ψ(β)siW (i)
at−si(β), applying Lemmas 2.6

together with Lemma 4.7, and finally Lemma 4.9, we obtain

EQ2β
[V2(t)

p] ≤ EQ2β




∣∣∣∣∣∣∣

∑

i>n
si≤at

W
(i)
t−si (β)−W

(i)
at−si(β)

W
(i)
at−si(β)

∣∣∣∣∣∣∣

p


n∑

j=1

eβXξ(sj)−ψ(β)sjW (j)
γt−sj (β)




−2p

1A




≤ CEQ2β



∑

i>n
si≤at

EQ2β

[∣∣∣∣∣
W

(i)
t−si(β) −W

(i)
at−si(β)

W
(i)
at−si (β)

∣∣∣∣∣

p∣∣∣∣∣Π
]
eαpsn1A




≤ CEQ2β



∑

i>n
si≤at

e−(1−β2)p(at−si)/2eαpsn1A


.

We then decompose the sum over the spinal branching times located in [0, a′t] and those in (a′t, at]. First,

EQ2β



∑

i>n
si≤a′t

e−(1−β2)p(at−si)/2eαpsn1A


 ≤ e−(1−β2)p(a−a′)t/2EQ2β

[#(Π ∩ [0, a′t])eαpsn ].

Note that #(Π∩ [0, a′t]) has Poisson distribution with parameter 2a′t and then its moment of order k ≥ 1 is
an O(tk). Thanks to Hölder’s inequality, we see that the last expectation factor is an O(t) since αp < 2. In
particular, the above quantity is bounded. Now, by independence,

EQ2β




∑

i>n
a′t<si≤at

e−(1−β2)p(at−si)/2eαpsn1A


 = EQ2β




∑

a′t<si≤at
e−(1−β2)p(at−si)/2


EQ2β

[eαpsn1A]

≤
(∫ at

a′t

e−(1−β2)p(at−s)/22 ds

)
EQ2β

[eαpsn ],

which is also bounded since αp < 2. Finally, the process V2(t) is bounded in Lp(Q2β) and then its convergence
a.s. to 0 implies its convergence in mean. Hence (4.15) for i = 2.

Control of T3. Let us show (4.15) for i = 3. Let γ = 1 or a. We have

EQ2β,at

[
W

(ξ,at)
t−at (β)2

T3(t)

Wγt(β)2Wat(β)
1A

]

≤ E
∣∣Wt−at(β)

3 −Wt−at(β)
2
∣∣EQ2β


e

βXξ(at)−ψ(β)at

Wat(β)

(
n∑

i=1

eβXξ(si)−ψ(β)siW (i)
γt−si(β)

)−2

1A


.

Let us denote by V3(t) the process appearing in the last expectation. Since the additive martingale is bounded
in L3(P), it suffices to show that V3(t) converges in mean to 0 as t→ ∞. But it converges Q2β-a.s. to 0 since
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• the processes Wat(β) and W
(i)
γt−si(β) for i ≥ 1 converge a.s. to some positive limits as t → ∞, by

Lemma 4.1,

• βXξ(s)− ψ(β)s = βBs − (1 − 3β2/2)s, where Bs is a standard Brownian motion, and 1− 3β2/2 > 0.

In addition, the process V3(t) is bounded in Lp(Q2β). Indeed, noting that eβXξ(at)−ψ(β)at ≤Wat(β),

EQ2β
[V3(t)

p] ≤ EQ2β




(

n∑

i=1

eβXξ(si)−ψ(β)siW (i)
γt−si(β)

)−2p


,

and we see that the right-hand side is bounded thanks to Lemma 4.7. Finally, the process V3(t) converges in
mean to 0. Hence (4.15) for i = 3. This concludes the proof of Lemma 4.5.

4.2 Lower temperature

We aim here at proving Theorem 1.2.(iv), which covers the case β ∈ (
√
2/3,

√
2). We tackle separately the

lower bound and the upper bound.

Lower bound

Our goal is to find a constant c > 0 such that, for every t ≥ 1,

E[νβ,t([a, 1])] ≥ ct−3/2e−(2−β2)2at/8β2

. (4.17)

It will be useful for the proof of Theorem 1.2.(iii) to note that the arguments below work for β =
√
2/3 as

well, so we only assume β ∈ [
√
2/3,

√
2).

We can restrict ourselves to the event Γ = Γat = {sups∈[0,at](Xξ(s) − v(β)s + fat(s)) ≤ 1}, where
v(β) = 1/β + β/2, ft(s) = sα ∧ (t− s)α and α is an arbitrary number in (0, 1/2). By (3.1), the definition of
Q2β,at, and then Lemma 2.4,

E[νβ,t([a, 1])] = e(β
2−1)atEQ2β,at



 1

Wt(β)2

∑

u∈N (at)

e2βXu(at)−ψ(2β)at

Wat(2β)
W

(u,at)
t−at (β)2





= e(β
2−1)atEQ2β,at

[
W

(ξ,at)
t−at (β)2Wt(β)

−2
]
≥ e(β

2−1)atEQ2β,at

[
W

(ξ,at)
t−at (β)2Wt(β)

−2
1Γ

]
. (4.18)

Then, to prove (4.17), it suffices to get

EQ2β,at

[
W

(ξ,at)
t−at (β)2Wt(β)

−2
1Γ

]
≥ ct−3/2e−(2β−v(β))2at/2. (4.19)

Decomposing Wt(β) along the spine, we can rewrite the left-hand side of (4.19) as

EQ2β,at

[
W

(ξ,at)
t−at (β)2(Ut + VtW

(ξ,at)
t−at (β))−2

1Γ

]
,

where
Ut =

∑

i≥1
si≤at

eβXξ(si)−ψ(β)siW (i)
t−si(β) and Vt = eβXξ(at)−ψ(β)at. (4.20)

For all U, V,W > 0,

W 2(U + VW )−2 ≥W 2(V + VW )−2 ∧W 2(U + UW )−2 ≥W 2(1 +W )−2(U + V )−2.

Thus, the left-hand side of (4.19) admits the following lower bound,

E
[
Wt−at(β)

2(1 +Wt−at(β))
−2
]
EQ2β

[
(Ut + Vt)

−2
1Γ

]
≥ E

[
W∞(β)2(1 +W∞(β))−2

]
EQ2β

[
(Ut + Vt)

−2
1Γ

]
,
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by Fatou’s lemma. Since W∞(β) > 0 a.s., to prove (4.19), it suffices to get

EQ2β

[
(Ut + Vt)

−2
1Γ

]
≥ ct−3/2e−(2β−v(β))2at/2. (4.21)

On the event Γ, since βv(β) = ψ(β),

Ut ≤ eβ
∑

i≥1
si≤at

e−βfat(si)W
(i)
t−si(β) and Vt ≤ eβ .

Then,

EQ2β

[
(Ut + Vt)

−2
1Γ

]
≥ e−2βEQ2β






∑

i≥1
si≤at

e−βfat(si)W
(i)
t−si(β) + 1




−2
Q2β(Γ). (4.22)

By Jensen’s inequality and recalling the si’s are the points of a PPP(2 ds),

EQ2β






∑

i≥1
si≤at

e−βfat(si)W
(i)
t−si(β) + 1




−2
 ≥

(∫ at

0

e−βfat(s)2 ds+ 1

)−2

≥ c > 0. (4.23)

Besides, recalling that, under Q2β , (Xξ(s))s≥0 is a Brownian motion with drift 2β, it follows from Girsanov
theorem that

Q2β(Γ) = E

[
e(2β−v(β))Bat−(2β−v(β))2at/2

1{sups∈[0,at](Bs+fat(s))≤1}
]
, (4.24)

where (Bs)s≥0 denotes a standard Brownian motion. We then restrict ourselves to the event {Bat ∈ [0, 1]}
and use that 2β − v(β) ≥ 0 to get

Q2β(Γ) ≥ e−(2β−v(β))2at/2P

(
sup

s∈[0,at]

(Bs + fat(s)) ≤ 1, Bat ∈ [0, 1]

)
≥ ce−(2β−v(β))2at/2t−3/2, (4.25)

by (2.21). By (4.22), (4.23) and (4.25), the inequality (4.21) holds. Hence, it proves (4.17) and the lower
bound in Theorem 1.2.(iv).

Upper bound

Our goal is to show that

E[νβ,t([a, 1])] = O(t−3/2e−(2−β2)2at/8β2

). (4.26)

We work with β ∈ [
√
2/3,

√
2), except in the last step where we specify that β >

√
2/3, so that the beginning

of the argument can be used to prove the upper bound in Theorem 1.2.(iii) as well.
Consider an arbitrary integer n ≥ 1 and define Ā = Ā2n,at = {∀u ∈ N (at), |u| ≥ 2n}. As seen in (4.12),

we have
E[νβ,t([a, 1])1Āc ] ≤ P

(
Āc
)
≤ Ct2n−1e−at = o(t−3/2e−(2−β2)2at/8β2

), (4.27)

using that (2− β2)2/8β2 ≤ 1/3 < 1 for β ∈ [
√
2/3,

√
2). Concerning the contribution of the event Ā, we can

rewrite, similarly to (4.18),

E[νβ,t([a, 1])1Ā] = e(β
2−1)atEQ2β,at

[
W

(ξ,at)
t−at (β)2Wt(β)

−2
1Ā

]
≤ e(β

2−1)atEQ2β,at

[
W

(ξ,at)
t−at (β)2Wt(β)

−2
1A

]
,

(4.28)
where A = A2n,at = {|ξ(at)| ≥ 2n}. By (4.27) and (4.28), to prove (4.26), it suffices to get

EQ2β,at

[
W

(ξ,at)
t−at (β)2Wt(β)

−2
1A

]
= O(t−3/2e−(2β−v(β))2at/2), (4.29)

where v(β) = 1/β + β/2. Then we decompose Wt(β) = Ut + VtW
(ξ,at)
t−at (β) with Ut and Vt defined in (4.20).

We also change measures, first using that Q2β,at has density e2βXξ(at)−2β2at w.r.t. Q0,at, and then applying
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Girsanov theorem under Q0,at to trade the factor ev(β)Xξ(at)−v(β)2at/2 for a drift v(β) added to the spine
trajectory, so that Ut and Vt become (recall ψ(β) = βv(β))

U ′
t =

∑

i≥1
si≤at

eβXξ(si)W
(i)
t−si(β) and V ′

t = eβXξ(at).

Therefore, we get that (4.29) is equivalent to

EQ0,at

[
e(2β−v(β))Xξ(at)W

(ξ,at)
t−at (β)2(U ′

t + V ′
tW

(ξ,at)
t−at (β))−2

1A

]
= O(t−3/2). (4.30)

For all U, V,W > 0 and any α ∈ [0, 2],

W 2(U + VW )−2 ≤W 2U−α(V W )−2+α = U−αV −2+αWα.

Thus, the left-hand side of (4.30) is bounded by

EQ0,at

[
e(2β−v(β))Xξ(at)(U ′

t)
−α(V ′

t )
−2+αW

(ξ,at)
t−at (β)α1A

]
= E[Wt−at(β)

α]EQ0

[
e(αβ−v(β))Xξ(at)(U ′

t)
−α

1A

]
.

Let α ∈ [0, 2]∩ [1, 2/β2) so that the additive martingale is bounded in Lα(P) by Lemma 2.5. To prove (4.30),
it suffices to get

EQ0

[
e(αβ−v(β))Xξ(at)(U ′

t)
−α

1A

]
= O(t−3/2). (4.31)

Now, decompose the process over the following events, indexed by integers k, ℓ ≥ 0,

Ek,ℓ = Ek,ℓ(Xξ(s), 0 ≤ s ≤ at) =

{
sup
[0,at]

Xξ ∈ [k, k + 1], sup
[0,at]

Xξ −Xξ(at) ∈ [ℓ, ℓ+ 1]

}
. (4.32)

Fix k, ℓ and denote sk,n the n-th point of Π after time τk = inf{s ≥ 0 : Xξ(s) = k}. Let us first treat the
case sk,n ≤ at. On the event Ek,ℓ ∩ {sk,n ≤ at},

EQ0

[
e(αβ−v(β))Xξ(at)(U ′

t)
−α
∣∣∣Π, Xξ

]

≤ Ce−v(β)k−(αβ−v(β))ℓEQ0







∑

i≥1
τk≤si≤sk,n

eβ(Xξ(si)−Xξ(τk))W
(i)
t−si(β)




−α∣∣∣∣∣∣∣∣
Π, Xξ




≤ Ce−v(β)k−(αβ−v(β))ℓe
αβ sup[τk,sk,n](Xξ(τk)−Xξ)

EQ0







∑

i≥1
τk≤si≤sk,n

W
(i)
t−si(β)




−α∣∣∣∣∣∣∣∣
Π, Xξ


.

By Lemma 4.6 and Lemma 2.7, we can choose n so that the last conditional expectation is bounded, which
yields

EQ0

[
e(αβ−v(β))Xξ(at)(U ′

t)
−α

1A1Ek,ℓ∩{sk,n≤at}
]

≤ Ce−v(β)k−(αβ−v(β))ℓEQ0

[
e
αβ sup[τk,sk,n](Xξ(τk)−Xξ)

1Ek,ℓ∩{sk,n≤at}
]
. (4.33)

By using time reversal invariance of Brownian motion and Poisson point process, we can treat the case
sk,n > at similarly. Indeed, on the event A, if sk,n > at, then there are at least n spinal branching times
between 0 and τk. Define s′i = at− si, Π

′ the corresponding point process and X ′
ξ(s) = Xξ(at− s)−Xξ(at).

Denote s′ℓ,n the n-th point of Π′ after time τ ′ℓ = inf{s ≥ 0 : X ′
ξ(s) = ℓ} if it exists, and set s′ℓ,n = +∞

otherwise. Note that, on Ek,ℓ, we have τk ≤ at− τ ′ℓ, so on the event Ek,ℓ ∩A∩ {sk,n > at}, there are at least
n point of Π′ after τ ′ℓ, so we get

EQ0

[
e(αβ−v(β))Xξ(at)(U ′

t)
−α

1A1Ek,ℓ∩{sk,n>at}
]
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≤ EQ0


e

−(αβ−v(β))X′
ξ(at)




∑

i≥1
τ ′
ℓ≤s′i≤s′ℓ,n

eβ(X
′
ξ(s

′
i)−X′

ξ(at))W
(i)
t−(at−s′

i
)(β)




−α

1Eℓ,k(X′
ξ
(s),0≤s≤at)∩{s′

ℓ,n
≤at}




= EQ0


e−(αβ−v(β))Xξ(at)

(
n∑

i=1

eβ(Xξ(sℓ,i)−Xξ(at))W
(i)
t−(at−sℓ,i)(β)

)−α

1Eℓ,k(Xξ(s),0≤s≤at)∩{sℓ,n≤at}




≤ Ce−v(β)k−(αβ−v(β))ℓEQ0

[
e
αβ sup[τℓ,sℓ,n](Xξ(τℓ)−Xξ)

1Eℓ,k∩{sℓ,n≤at}
]
, (4.34)

by Lemma 4.6 and Lemma 2.7 as before. Using α ≤ 2 if β < 1 and α < 2/β2 otherwise, we have αβ < 2,
which allows us to apply Lemma 4.10 below. This together with (4.33) and (4.34) lead to

EQ0

[
e(αβ−v(β))Xξ(at)(U ′

t)
−α

1A

]
≤ Ct−3/2

∞∑

k=0

∞∑

ℓ=0

e−v(β)k−(αβ−v(β))ℓ(k + ℓ+ 1)e−cℓ
2/t. (4.35)

We finally assume that β ∈ (
√
2/3,

√
2), so that v(β)/β < 2∧2/β2 and we can thus choose α > v(β)/β. This

ensures that the summand in (4.35) decreases exponentially fast in ℓ, and be can simply bound e−cℓ
2/t ≤ 1.

Then, the double sum in (4.35) is a O(1), which proves (4.31) and therefore (4.26). This concludes the proof
of Theorem 1.2.(iv).

Lemma 4.10. For any γ ∈ [0, 2), there exist C, c > 0 such that, for all t ≥ 1 and k, ℓ ≥ 0,

EQ0

[
e
γ sup[τk,sk,n](Xξ(τk)−Xξ)

1Ek,ℓ(Xξ(s),0≤s≤t)1{sk,n≤t}
]
≤ C(k + ℓ+ 1)t−3/2e−ck

2/t−cℓ2/t. (4.36)

Remark 4.11. The exponential factor in the bound (4.36) has not been used to prove (4.26), because we

bounded the factor e−cℓ
2/t in (4.35) by 1. However, it will play a key role in the proof of the upper bound for

Theorem 1.2.(iii), which is also based on (4.35).

To prove Lemma 4.10, we will need the following intermediate lemma.

Lemma 4.12. Let σn be a random variable with distribution Γ(n, 2) and (Bt)t≥0 be a standard Brownian
motion independent of σn. For any γ < 2, there exist C, c > 0 such that, for any t > 0,

E

[
eγ sup[0,σn] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1],σn≤t}

]
≤
{
C(t+ 1)−3/2 if ℓ = 0 or 1,

Cℓt−3/2e−cℓ
2/t if ℓ ≥ 2.

(4.37)

Proof. First consider ℓ = 0 or 1. The proof of the case ℓ ≥ 2 will be similar although more technical. We
have

E

[
eγ sup[0,σn] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1],σn≤t}

]
= C

∫ t

0

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
sn−1e−2s ds.

(4.38)

Bounding the indicator function by 1 and using E[eγ sup[0,s] B] ≤ 2eγ
2s/2, we obtain

∫ t

t/2

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
sn−1e−2s ds ≤ C

∫ t

t/2

sn−1e−(2−γ2/2)s ds

≤ Ctne−(2−γ2/2)t/2. (4.39)

Concerning the integration over s ∈ [0, t/2], we use Markov property at time s and Lemma 2.9 (recall ℓ = 0
or 1) to get

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
≤ E

[
eγ sup[0,s] B1{Bs≥−1}

(
C(Bs + 2)(t− s)−3/2 ∧ 1

)]

≤ CE
[
eγ sup[0,s] B1{Bs≥−1}(Bs + 2)(t− s+ 1)−3/2

]
. (4.40)

32



Note that (t − s+ 1)−3/2 ≤ C(t + 1)−3/2 since s ≤ t/2. Moreover, (Bs, sup[0,s]B) has the following density
(see e.g. [49, Equation 2] or [11, Formula 1.1.1.8]),

(x, y) 7→
√
2/πs−3/2(2y − x)e−(2y−x)2/2s

1x≤y,0≤y dxdy. (4.41)

We deduce that, up to a multiplicative constant, (4.40) is bounded by

1

(t+ 1)3/2s3/2

∫ ∞

0

(y + 1)2eγy
∫ y

−1

e−(2y−x)2/2s dxdy ≤ C

(t+ 1)3/2s

∫ ∞

−∞
(y + 1)2eγy−y

2/2s dy =
P (s)eγ

2s/2

(t+ 1)3/2
√
s
,

for some polynomial P . By integrating this against sn−1e−2s
1s∈[0,t/2] ds, we obtain

∫ t/2

0

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
sn−1e−2s ds ≤ C(t+ 1)−3/2. (4.42)

By (4.39) and (4.42), the bound (4.37) holds for ℓ = 0 or 1.
Now consider ℓ ≥ 2. By Hölder’s inequality, for all p, q > 1 such that 1/p+ 1/q = 1,

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
≤ E

[
epγ sup[0,s] B

]1/p
P(Bt ≥ ℓ− 1)

1/q ≤ Cepγ
2s/2e−(ℓ−1)2/2qt.

(4.43)
Taking p close enough to 1 so that pγ2 < 4 and integrating (4.43) against sn−1e−2s

1s∈[t/2,t] ds, we obtain

∫ t

t/2

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
sn−1e−2s ds ≤ Ce−ct−cℓ

2/t. (4.44)

The integration over s ∈ [0, t/2] is more intricate. If t ≤ 2, then (4.43) implies that

∫ t/2

0

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
sn−1e−2s ds ≤ Ce−cℓ

2/t ≤ Cℓ(t/2)−3/2e−cℓ
2/t. (4.45)

Now assume that t > 2 so that t− s > 1. By using Markov property and Lemma 2.9,

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]

≤ CE
[
eγ sup[0,s] B1{Bs≥−1}(Bs + 1)ℓ(t− s)−3/2

(
e−(Bs−ℓ−1)2/2(t−s) + e−(Bs−ℓ+1)2/2(t−s)

)]
.

Let ℓ′ = ℓ± 1. Since (Bs, sup[0,s]B) has density (4.41),

E

[
eγ sup[0,s] B1{Bs≥−1}(Bs + 1)e−(Bs−ℓ′)2/2(t−s)

]

≤ C

s3/2

∫ ∞

0

(y + 1)2eγy
∫ y

−1

e−(x−ℓ′)2/2(t−s)−(2y−x)2/2s dxdy. (4.46)

The function x 7→
√
t/2πs(t− s)e−(x−ℓ′)2/2(t−s)−(2y−x)2/2s is the density at time s of a Brownian bridge from

(0, 2y) to (t, ℓ′). It achieves its maximum at xmax = 2y(t− s)/t + ℓ′s/t, which is larger than y since ℓ′ > 0
and s ≤ t/2. We deduce that (4.46) is bounded by

C

s

∫ ∞

0

(y + 1)2eγy−(y−ℓ′)2/2(t−s)−y2/2s dy =
C

s
eγ

2s(t−s)/2t+γℓ′s/t−ℓ′2/2t
∫ ∞

0

(y + 1)2e−(y−ymax)
2t/2s(t−s) dy,

where ymax = ℓ′s/t+ γs(t− s)/t. Subsequently,

E

[
eγ sup[0,s] B1{Bs≥−1}(Bs + 1)e−(Bs−ℓ′)2/2(t−s)

]
≤ C

(ymax + 1)2 + s(t− s)/t√
s

eγ
2s(t−s)/2t+γℓ′s/t−ℓ′2/2t

≤ P (s)√
s
eγ

2s/2+γℓ′s/t−cℓ′2/t,
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for some polynomial P , where we have used that (ℓ′s/t)2e−ℓ
′2/2t ≤ s(ℓ′2/t)e−ℓ

′2/2t ≤ Cse−cℓ
′2/t. Hence,

∫ t/2

0

E

[
eγ sup[0,s] B1{Bs≥−1}

(Bs + 1)ℓ

(t− s)3/2
e−(Bs−ℓ′)2/2(t−s)

]
sn−1e−2s ds

≤ Cℓ

t3/2
e−cℓ

′2/t

∫ t/2

0

P (s)sn−1

√
s

e(−2+γ2/2+γℓ′/t)s ds, (4.47)

Let ε ∈ (0, 1).

(i) If t ≥ (1 + ε) 2γ
4−γ2 ℓ

′, then

−2 +
γ2

2
+
γℓ′

t
≤ −4 + γ2

2
+

4− γ2

2(1 + ε)
< 0.

In this case, (4.47) is bounded by Cℓt−3/2e−cℓ
′2/t.

(ii) If t < (1 + ε) 2γ
4−γ2 ℓ

′, then we can directly use Hölder’s inequality (4.43) to bound

∫ t/2

0

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
sn−1e−2s ds ≤ Ce−cℓ

2/t ≤ Ce−cte−cℓ
2/t,

up to a change of the constant c.

In both cases, there exist C, c > 0 such that, for all t > 2,

∫ t/2

0

E

[
eγ sup[0,s] B1{inf[0,t] B≥−1,Bt∈[ℓ−1,ℓ+1]}

]
sn−1e−2s ds ≤ Cℓt−3/2e−cℓ

2/t. (4.48)

By (4.44), (4.45) and (4.48), the bound (4.37) holds for ℓ ≥ 2.

Proof of Lemma 4.10. If k = 0, then τk = 0 and (4.36) is a direct consequence of Lemma 4.12, because
Xξ under Q0 has the same distribution as −B. Assume k ≥ 1. In order to use Markov property, define
σn = sk,n − τk and

Fℓ(s) = eγ sup[s,s+σn](Xξ(s)−Xξ)1{inf[s,t](Xξ(s)−Xξ)≥−1,Xξ(s)−Xξ(t)∈[ℓ−1,ℓ+1],σn≤t−s}.

The left-hand side of (4.36) is bounded by

EQ0

[
Fℓ(τk)1{sup[0,τk ]Xξ≤k+1,τk≤t}

]
=

∫ t

0

EQ0 [Fℓ(s)]Q0

(
sup
[0,τk]

Xξ ≤ k + 1, τk ∈ ds

)
. (4.49)

If ℓ = 0 or 1, then by Lemma 4.12 and [11, Formula 1.2.1.4.(1)], up to a multiplicative constant, (4.49) is
bounded by

∫ t

0

ke−k
2/2s

(t− s+ 1)3/2s3/2
ds ≤ 23/2k

t3/2

(∫ t/2

0

e−k
2/2s

s3/2
ds+

∫ t

t/2

e−k
2/2s

(t− s+ 1)3/2
ds

)
,

which is bounded by Ckt−3/2e−k
2/2t since

∫ t

0

e−k
2/2s

s3/2
ds ≤ e−k

2/4t

∫ ∞

0

e−k
2/4s

s3/2
ds =

Ce−k
2/4t

k
and

∫ ∞

0

ds

(s+ 1)3/2
<∞. (4.50)

If ℓ ≥ 2, then by Lemma 4.12 and [11, Formula 1.2.1.4.(1)], up to a multiplicative constant, (4.49) is bounded
by ∫ t

0

ℓe−cℓ
2/(t−s)ke−k

2/2s

(t− s)3/2s3/2
ds ≤ 23/2kℓ

t3/2

(
e−cℓ

2/t

∫ t/2

0

e−k
2/2s

s3/2
ds+ e−k

2/2t

∫ t

t/2

e−cℓ
2/(t−s)

(t− s)3/2
ds

)
.

We can use (4.50) to bound this by C(k + ℓ+ 1)t−3/2e−ck
2/t−cℓ2/t, which concludes.
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4.3 Intermediate temperature

Let β =
√
2/3. In this subsection, we prove Theorem 1.2.(iii). The ideas are closed to the one used in the

case β ∈ (
√
2/3,

√
2) in the previous subsection, only the end of the argument has to be adapted.

Lower bound

Let α be an arbitrary number in (0, 1/2). The arguments used to prove (4.17) also hold for β =
√
2/3, but

the fact of restricting ourselves to the event {Bat ∈ [0, 1]} in the last step (4.25) of the proof is now too crude:
there the factor e(2β−v(β))Bat prevents Bat from being large in the negatives, whereas here this factor does
not play a role because v(β) = 2β. Instead, we stop the reasoning at (4.24) to get

E[νβ,t([a, 1])] ≥ ce−at/3P

(
sup

s∈[0,at]

(Bs + sα ∧ (at− s)α) ≤ 1

)
.

By (2.20), this quantity is larger than ce−at/3t−1/2, which concludes the proof of the lower bound of Theo-
rem 1.2.(iii). Note that, here, we could have replaced sα ∧ (at− s)α with sα since the resulting probabilities
are of the same order.

Upper bound

Our goal is to show that E[νβ,t([a, 1])] = O(t−1/2e−at/3). We follow the proof of (4.26) up to (4.35) (recall

it has been done in the case β ∈ [
√

2/3,
√
2)) and choosing α = 2 which satisfies the condition α ∈ [0, 2] ∩

[1, 2/β2). Noting that 2β = v(β) when β =
√
2/3, (4.35) becomes

EQ0

[
(U ′

t)
−2

1A

]
≤ Ct−3/2

∞∑

k=0

∞∑

ℓ=0

e−2βk(k + ℓ+ 1)e−ck
2/t−cℓ2/t = O(t−1/2).

This implies E[νβ,t([a, 1])] = O(t−1/2e−at/3) in the same way as (4.31) implies (4.26). This concludes the
proof of Theorem 1.2.(iii).

4.4 Infinite temperature

We consider here the case β = 0 and prove Theorem 1.2.(i). Using the first expression in (3.1) with β = 0,
and then that #N (t) is geometrically distributed with parameter e−t (see the first example in Section III.5
of [4]), we can write

ν0,t([a, 1]) =
1

(#N (t))2

∑

u∈N (at)

(#{v ∈ N (t) : v ≥ u})2 =
∑M

i=1N
2
i(∑M

i=1Ni
)2 ,

where M is geometrically distributed with parameter q = e−at and (Ni)i≥1 is a sequence of independent
geometric r.v. with parameter p = e−(1−a)t, independent ofM . Using the representation x−2 =

∫∞
0 ue−ux du

for x > 0 together with Fubini’s theorem, we get

E[ν0,t([a, 1])] =

∫ ∞

0

E

[
M∑

i=1

N2
i exp

(
−u

M∑

i=1

Ni

)]
u du.

Noting that

E

[
M∑

i=1

N2
i exp

(
−u

M∑

i=1

Ni

)∣∣∣∣∣M
]
=M · E

[
N2

1 e
−uN1

]
· E
[
e−uN1

]M−1
.

and E[MsM−1] = q(1 − (1− q)s)−2 for any s ∈ [0, 1/(1− q)), we get

E[ν0,t([a, 1])] =

∫ ∞

0

quE[N2
1 e

−uN1 ]

(1− (1− q)E[e−uN1 ])2
du = pq

∫ ∞

0

ue−u(1 + (1− p)e−u)
(1− (1− p)e−u)(1 − (1− pq)e−u)2

du, (4.51)
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using E[e−uN1 ] = pe−u/(1− (1− p)e−u) and E[N2e−uN1 ] = pe−u(1 + (1− p)e−u)/(1− (1− p)e−u)3. We now
split the integral on the right-hand side of (4.51) in three pieces, the main part being the one from pq to p.
Recall q = e−at and p = e−(1−a)t.

For the part u ∈ [0, pq], we use 1− (1− r)e−u ≥ re−1 with r = p and r = pq to get

∫ pq

0

ue−u(1 + (1− p)e−u)
(1− (1− p)e−u)(1 − (1− pq)e−u)2

du ≤ C

p(pq)2

∫ pq

0

u du ≤ C

p
. (4.52)

For the part u ∈ [p,∞), we use 1− (1− r)e−u ≥ 1− e−u ≥ (1− e−1)(u ∧ 1) with r = p and r = pq to get

∫ ∞

p

ue−u(1 + (1− p)e−u)
(1 − (1− p)e−u)(1 − (1− pq)e−u)2

du ≤
∫ ∞

p

Cue−u

(u ∧ 1)3
du ≤

∫ 1

p

C

u2
du+

∫ ∞

1

Cue−u du ≤ C

p
. (4.53)

Finally, we consider the part u ∈ [pq, p]. We have the following asymptotic behavior, as t→ ∞, uniformly in
u ∈ [pq, p],

ue−u(1 + (1− p)e−u)
(1 − (1− p)e−u)(1 − (1− pq)e−u)2

=
u(1 +O(u))(2 +O(p))

(p+O(u + p2))(u +O(pq + u2))2
=

2

pu

(
1 +O

(
p+

u

p
+
pq

u

))
,

which yields ∫ p

pq

ue−u(1 + (1− p)e−u)
(1− (1− p)e−u)(1− (1− pq)e−u)2

du =
2

p

(
log

1

q
+O

(
p log

1

q
+ 1

))
. (4.54)

Combining (4.52), (4.53), (4.54) together with (4.51), we get E[ν0,t([a, 1])] ∼ 2q log 1
q , which concludes the

proof of Theorem 1.2.(i) recalling that q = e−at.
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