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Abstract – This study extends efforts to incorporate spatial dispersion into Biot-Allard’s theory, with a focus
on poroelastic media with intricate microgeometries where spatial dispersion effects play a significant role.
While preserving Biot’s small-scale quasi-“en-bloc” frame motion to keep the structure of Biot-Allard’s theory
intact, the paper challenges Biot’s quasi-incompressibility of fluid motion at that scale by introducing struc-
turations in the form of Helmholtz’s resonators. Consequently, Biot-Allard’s theory undergoes a significant aug-
mentation, marked by the arising of non-local dynamic tortuosity and compliability, which are associated with
potentially resonant fluid behavior. Building on an acoustic-electromagnetic analogy, the study defines these
non-local responses and suggests simplifying them into pseudo-local ones, now potentially resonant and remi-
niscent of Veselago-type phenomena. In the high-frequency limit of small boundary layers and as an extension
of the classical Johnson-Allard’s findings, simple field-averaged formulas are demonstrated for pseudo-local
ideal-fluid tortuosity and compliability (complex frequency-dependent) and viscous and thermal characteristic
lengths (positive frequency-dependent). These formulations are grounded in the Umov-Heaviside-Poynting
thermodynamic macroscopic acoustic stress concept, suggested by the analogy. Future computational investi-
gations, spanning various fundamental microgeometries, are planned to assess assumed pseudo-local simplifica-
tions, encompass low- and intermediate frequencies, and unveil potential behavioral outcomes resulting from
the incorporation of spatial dispersion effects.
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1 General introduction – exploring the
foundations of Biot-Allard’s theory:
unveiling the implicit constraints and path to
non-local operators

As recently emphasized in a previous paper in this Jour-
nal [1], and rapidly mentioned in other previous works, e.g.
[2, 3] and [4] (p. 271 footnote 48), Biot-Allard’s theory [5, 6],
widely used to describe sound propagation in various gas-
saturated (ambient air in general) poroelastic materials for
noise control, relies on two pivotal assumptions. These
impose constraints on permissible microgeometries in such
a way that, once lifted, materials with hitherto unforeseen
properties become conceivable. Let us present formulations
for these two previously overlooked hypotheses, thus eluci-
dating their common nature. Firstly, the solid frame’s
motion exhibits a quasi-“en-bloc” nature at a small scale, pre-
cluding microstructures like mass-spring. Concurrently, the
gas motion is characterized by quasi-incompressible fluid

motion, excluding small-scale structures such as Helmholtz
resonators. It should be clear that these features of the
motion categorized under the labels “incompressibility
hypothesis” or simply “incompressibility” in [1], do not result
solely from the long wavelengths typically associated with
macroscopic theories (the so-called scale-separation).
Rather, these two characteristics arise from the confinement
to particular microgeometries, leading to a significant nar-
rowing of potential physics and behaviors. Essentially, they
underscore the presence of implicit constraints on microge-
ometries, aiming to prevent the occurrence of the phe-
nomenon known as spatial dispersion. As a result, classical
Biot-Allard’s theory only includes temporal dispersion.
Here, the terms “spatial dispersion” and “temporal disper-
sion” bear the same significance as explained in the field of
macroscopic electromagnetics [7], fromwhich they originate.
Their use, therefore, presuppose the existence of an acoustic-
electromagnetic analogy. Spatial dispersion is inherently
tied to the spatial variability of macroscopic fields, whereas
temporal dispersion is inherently tied to the temporal vari-
ability of these fields (see below the relations of type (35)
or (36)).*Corresponding author: denis.lafarge@univ-lemans.fr

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Acta Acustica 2024, xx, xx

Available online at:

�The Author(s), Published by EDP Sciences, 2024

https://acta-acustica.edpsciences.org

https://doi.org/10.1051/aacus/2024019

SCIENTIFIC ARTICLE

https://orcid.org/0000-0001-6428-4629
https://orcid.org/0000-0001-6428-4629
https://orcid.org/0000-0001-6428-4629
https://creativecommons.org/licenses/by/4.0/
https://www.edpsciences.org/
https://actacustica.edpsciences.org
https://actacustica.edpsciences.org
https://doi.org/10.1051/aacus/2024019


For a long time in electromagnetics, spatial dispersion
has been regarded as a minor correction that becomes rele-
vant when wavelengths decrease sufficiently. At the begin-
ning of this century, it became clear that, despite what was
previously thought in classical electromagnetic literature
[7], appropriately structured media can exhibit significant
spatial dispersion effects at long wavelengths [8]. These
effects could smooth out at some macroscopic outer scale,
allowing for a macroscopic but non-local description of
the propagation. This immediately ties in with the above
remarks: in Biot-Allard’s theory, microgeometric con-
straints have been implicitly imposed, suppressing spatial
dispersion, and once lifted, will allow the emergence of
potentially huge new effects. Indeed, it is crucial to under-
stand that the fundamental overarching dismissal of spatial
dispersion within the framework of Biot-Allard’s theory
leads to a corresponding absence of full temporal dispersion.
This phenomenon presents itself in a distinctly limited
capacity. In particular, as detailed in [9] Appendix A and
[10] Appendix C, due to the principle of incompressibility
the response functions in Fourier space exhibit singularities
– enumerable distribution of zeros and poles, within peri-
odic microgeometries, see e.g. [11] – exclusively along the
half (causal) frequency imaginary axis. This occurs rather
than across the entirety of the half (causal) frequency com-
plex plane. As a result, the actual Biot-Allard’s responses
are extraordinarily constrained and limited compared to
those conceivable on the basis of causality alone.

To clarify the dual aspects of incompressibility, the
quasi-“en-bloc” character of frame Biot motion shapes the
entire framework, manifesting itself in the structure of
macro-level operational relations. Such relations involve
macroscopic Biot-Allard’s densities and elastic measures –

q̂11; q̂12; q̂22; P̂ ; Q̂; R̂; and N̂ – which are linked to the founda-
tional tortuosity â and compliability b̂ operators, respec-
tively. The quasi-divergence-free nature of the fluid
motion, on the other hand, is instrumental in forcing the
absence of spatial dispersion and restricted nature of the
allowed temporal dispersion in the above operators. Once
the latter hypothesis is lifted and the operators become fun-
damentally non-local, new dispersive behaviors can arise.
To ensure clarity and aid in understanding, Appendix A
details how Biot-Allard’s theory can be derived from the
incompressibility hypothesis and Lagrangian considera-
tions, both with and without a dissipation function. This
derivation is applicable particularly in the high-frequency
or quasi-static regimes, often referred to as the frozen or
relaxed states. Leaving aside Lagrangian considerations
with the dissipation function which lose their meaning in
general time variations, as is explained, e.g., in the theoret-
ical physics course by Landau and Lifshitz [7, 12–14] and in
Goldstein [15], we then also detail in this Appendix A
how Biot-Allard’s theory is extended to the arbitrary
harmonic regime by again exploiting the incompressibility
hypothesis.

The expressions can be formulated in relation to the
compliability and tortuosity local-operators, b̂ and â, as fol-
lows: the fluid effective bulk modulus operator K̂�1

f which is
an ingredient in the expressions of P̂ ; Q̂ and R̂ derived from

Biot-Willis classical gedanken experiments (see [6, 16, 17]
and present Appendix A) is represented as K�1

a b̂,
while the density coefficients are determined by the equa-
tions q̂11 ¼ qsð1� /Þ þ q0/ðâ� 1Þ, q̂12 ¼ /q0â and q̂22 ¼
�/q0ðâ� 1Þ. Here, Ka ¼ v�1

0 is the fluid adiabatic bulk
modulus (cP0 for ambient air), qs is the density of the solid
of which the material skeleton is made, q0 is the fluid ambi-
ent density and / is the porosity. Due to the quasi-“en-bloc”
Biot motion of the solid, the tortuosity and compliability
local-operators, or their associated dynamic frequency ker-
nel-functions ~aðxÞ and ~bðxÞ, remain the same as those
observed in a material with identical microgeometry but
with a solid frame that remains acoustically motionless.
This, because it is too heavy/rigid to be shaken at all by
the acoustic wave propagation occurring in the saturating
gas. In this case the Biot-Allard formalism reduces, enabling
us to perceive our material as an equivalent fluid of equiv-
alent density q̂ ¼ q0â=/ and equivalent compressibility
v̂ ¼ K�1

a /b̂.
Due to the constrained temporal dispersion that aligns

with the fluid quasi-indivergent motion, there exists a rela-
tively simple definition of principle of operator functions â
and b̂ from microgeometry, see e.g. [1] or [18] Appendix.
As a result, there are relatively straightforward full-fre-
quency model functions (encompassing low, mid, and high
frequencies) to characterize the quantities ~aðxÞ and ~bðxÞ.
They consist of core relaxation functions [1] ~vðxÞ and
~v0ðxÞ with non-resonant and monotonic behavior (in
Laplace representation, where they are purely real, they
decrease smoothly from 1 in the relaxed x ? 0 limit, to 0
in the frozen x ? 1 limit as frequency increases), well
described in terms of a short list of low- and high-frequency
geometric parameters of the pore space. Successive refine-
ments of the models are possible by incorporating the effects
of more and more low- and high-frequency parameters of
the pore-space, for which we can have explicit identifica-
tions at low frequency in terms of simple field-averaged for-
mulas, see [18] Appendix, and [19]. At high frequency a
different expansion process applies for the identifications
of parameters. Explicit known formulas (Johnson-Allard’s
[9, 20] and [18] Appendix) have been obtained for the two
first leading terms, based on the premise that the pore-wall
surface is smooth at the scale of viscous and thermal bound-
ary layers. The distinction between low- and high-frequency
(the relaxed and frozen regimes) is relative to whether the
viscous and thermal skin depths d = (2g/q0x)

1/2 and
d' = (2j/q0cPx)

1/2 are large or small relative to the pore size.
In this paper, a limited but profound extension of the

theory will be considered so that spatial dispersion can
enter the scene, liberating also temporal dispersion. We will
uphold the concept of solid quasi-incompressibility, thereby
preserving the overall framework of Biot-Allard’s theory.
However, we will eliminate the assumption of fluid quasi-
incompressibility, thereby permitting the consideration of
microgeometries that encompass structures such as Helm-
holtz resonators. In this situation, the tortuosity and com-
pliability operators â and b̂, and then also the densities
q̂ij and elasticity P̂ , Q̂ and R̂ quantities, previously local-
operators, will transform into non-local operators,
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incorporating spatial dispersion into their characteristics:
Helmholtz resonance depends on spatial variations of fields
due to mass conservation, thus implying a connection to
spatial dispersion. We refer the reader again to Appendix A
to make the connection between the extensive definitions
of the non-local operators â and b̂ introduced in [18] and
recalled in the present text, and the complex nuances of
defining the corresponding newly extended “Biot-Allard”
densities and elastic non-local quantities q̂ij and P̂ ; Q̂; R̂ –

which are related to the new â and b̂ in the same way as
they were in classical Biot-Allard theory. This involves sub-
stituting in the reasonings the Umov stress field notion to
be mentioned below, in place of the conventional unques-
tioned (volume-averaged) notion of macroscopic excess
pressure. Henceforth, for the sake of simplicity in our dis-
course, we will proceed in the following Sections without
sacrificing more generality, assuming like in [1] and [18]
the solid to be rigid and/or heavy enough to prevent any
frame motion or deformation.

In this convenient case of a motionless solid frame, the
present extended Biot-Allard’s formalism reduces as before
the classical Biot-Allard’s one, allowing us to consider our
material as a kind of equivalent-fluid y with equivalent den-
sity q̂ and equivalent bulk modulus v̂�1 related as written
before to the tortuosity â and inverse compliability b̂�1

operators (y for this, in the application of normal-incidence
we consider here, see Figure 1, axisymmetry will be
assumed; specifically, the axis denoted as x, with the unit
vector x̂, has a special property: a pressure drop along this
axis induces a macroscopic motion oriented along x̂; in gen-
eral a non-local equivalent-solid would be necessary to con-
sider and we leave this for further work). However, the
revised inclusion of spatial dispersion by permitting more
diverse microgeometries, including Helmhotz-type struc-
tures, will profoundly alter the potential results. The equiv-
alent fluid will now be, like â and b̂�1, inherently non-local.
When articulated in their simplified forms as novel pseudo-
local functions, the tortuosity and compliability depart
from their previous representations, no longer entailing
straightforward non-resonant relaxation functions. This
time the full half (causal) complex plane will be allowed
for the location of the singularities of the pseudo-local
response functions. As the solid quasi-incompressibility
remains untouched, it should a priori be clear that the
extended Biot-Allard’s theory still implies significant nar-
rowing of potential physics and behaviors. Yet, the formid-
able scenario of lifting both constraints simultaneously is
well beyond the purview of the present study.

The introduction and detailed definition of the non-local
operators â and b̂, as well as their repercussions, are exten-
sively examined across two sequential book chapters [4, 18].
These chapters effectively use an acoustic-electromagnetic
analogy to delve into the subject. Notably, these operators
are introduced as the acoustic counterparts to the scaled
electric and magnetic permittivities �̂ and l̂, highlighting
a novel perspective in understanding acoustic phenomena
through the lens of electromagnetism and vice-versa. An
important observation made in [4, 18] is that the incorpora-
tion of spatial dispersion within the definitions of â and b̂

introduces a significant ambiguity. This issue parallels a
recognized dilemma in electromagnetics, where spatial dis-
persion has led to the belief that searching for a single,
definitive description of both electric and magnetic suscep-
tibilities may be in vain. Taking a cue from the established
practice in electromagnetic literature when dealing with
spatial dispersion, as presented in [7, 21, 22], one could
opt to encapsulate all effects of dispersion within â, effec-
tively setting b̂ to a default value of 1. This approach in
acoustics mirrors the electromagnetic strategy of incorpo-
rating all dispersion influences into the electrical permittiv-
ity, thereby simplifying the magnetic permittivity to reflect
the characteristics of free space. In the acoustic context, this
strategy simplifies the effective fluid compressibility to
directly equate to the adiabatic compressibility, offering a
streamlined approach to understanding the impact of dis-
persion effects.

This strategy – inherently, just an expedient – diverges
from the recommendations in [4, 18]. These references argue
that the core issue in electromagnetics stems from a lack of
available thermodynamic principles, leading to ambiguity.
This gap in the theoretical framework makes it challenging
to accurately pinpoint the Maxwell field H, especially amid
spatial dispersion. Such ambiguity further complicates
grasping the concepts and specifics of the Heaviside-
Poynting energy flux density E � H in “electromagnetic
form”. However, in acoustics, leveraging current thermody-
namic insights enables the introduction, made in [4] and
[18], of a parallel energy flux density, designated in “acoustic
form”, thereby dispelling uncertainties by depicting the
related Umov macroscopic stress field. This approach effec-
tively establishes a clear and distinct acoustic counterpart
to the electromagnetic macroscopic Maxwell H field,
enriching our understanding and application of these con-
cepts across both fields.

A specific action-response procedure ensued, allowing,
in principle, the clear simultaneous definition and computa-
tion of both non-local operators â and b̂ based on
microstructure [18]. Nevertheless, it appears challenging in
general to unravel and condense the possible resulting
behaviors in a straightforward manner. Dispersion in the
operator functions â and b̂ arises from both the intrinsically
compressible behavior of the fluid in the complex geometry
and the viscous and thermal losses. Therefore, the disper-
sion characteristics are influenced not only by the relation-
ship of frequency to the (more or less complete)
development of viscous and thermal processes, but also by
its relationship to potential resonances. Although we can
still categorize the different regimes in frozen (viscous and
thermal processes do not have time to develop on a period),
relaxed (viscous and thermal processes have time to fully
develop on a period), and intermediate (neither frozen nor
relaxed) regimes, what was once easily described in the
relaxed regime is now far from clear. Events in the interme-
diate regime may no longer be tightly coupled to the relaxed
and frozen regimes due to the non-straightforward position-
ing of singularities. Finally, in the general non-local regime
(whether relaxed intermediate or frozen), we do not cur-
rently have condensed field-averaged formulas for the real
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and imaginary parts of the kernel functions, unlike the ones
that were easily obtained in the general local regime (see
[18] Appendix, equations 7.185 and 7.186, where ~a0 is
related to ~b by 7.174). The non-local frozen regime remains
the only one that can be analyzed as straightforwardly as
before, despite its potential complexity. It can still be
approached with methods closely resembling those previ-
ously used. Incidentally, due to the significant dimensions
required to generate audio-frequency Helmholtz resonances,
boundary layer thicknesses are likely to be small in the
geometries that motivate the non-local extension of classical
theory. Thus we expect that the frozen regime, which is a
perturbative modification of ideal-fluid behavior, will be
especially pertinent in practical applications where Helm-
holtz resonances need to be taken into account. In this con-
text, we focus on the high-frequency frozen regime and
present the new condensed formulas obtained in this limit
where the pore walls are smooth on the scale of boundary
layer thicknesses.

In the considered frozen regime the fluid motion follows
that of an ideal fluid, only perturbed by the presence of pro-
gressively diminishing viscous and thermal boundary layers
at the pore walls. While the notion that the functions ~a and
~b expand in power series of the viscous and thermal bound-
ary layers d and d0 respectively, cannot be maintained for all
higher order terms (unlike in the local-theory approach), it
remains valid for the first two leading terms, which persist
as zero and first powers of 1/x1/2. Therefore the reasoning
employed in [18] Appendix to derive Allard-Johnson’s high-
frequency (HF) results can be revisited to derive the corre-
sponding new generalized results and their associated
parameters. Remarkably, they resemble the known local
forms as closely as possible, thanks to our application of
the Umov method to resolve ambiguity. Additionally, this
method is expected to be instrumental in justifying the
non-local generalization of Biot-Willis gedanken experi-
ments discussed in Appendix A, and the permanence of
the operator relations, giving the q̂ij from â, on one hand,
and the P̂ , Q̂ and R̂ from b̂, on the other hand, in same
way as before. The pattern of these results lends weight
to the general system of ideas introduced in the two book
chapters [4, 18], with its central importance given to
the Umov stress field. The derivation of more general

condensed results including the mid-frequency and relaxed
low-frequency non-perturbative situations1 remains open
and warrants a clarification which, we can expect, will re-
emphasize the importance of the Umov stress field.

In this paper, for the sake of illustrating our concepts
with a straightforward example, we will consider the need
to solve a reflection or reflection/transmission problem.
This involves determining the complex reflection/transmis-
sion coefficients R and T in the harmonic regime (as
depicted in Fig. 1) for a layer of material positioned in
ambient air, whether backed by a rigid wall or not. We note
that the solution sketched here for simplicity in the case of a
rigid frame can be straightforwardly reworked with frame
vibrations, in line with well-known calculations for materi-
als under the full Biot formalism. This is standard knowl-
edge in Biot’s theory (see e.g. [23] and [24] Chapter 10)
and does not need to be repeated here. In the present
non-local context, to maintain simplicity, we adhere to nor-
mal-incidence, assuming that the normal axis x aligns with
a macroscopic symmetry axis of the material. Diverging
from conventional theory, the introduction of oblique-inci-
dence in the reflection-transmission problem requires a
non-trivial generalization that extends beyond merely
accounting for traditional isotropy/anisotropy. Generally,
the rigid-framed mediummay not be accurately represented
as a non-local fluid even in some microgeometries that may
appear isotropic when analyzed through the traditional
local-theory. This is because the concept of macroscopic
pressure is now open to extension into the new Umov-Hea-
viside-Poynting macroscopic stress tensor, leading instead
to a structure of equations of a non-local solid type. Note
also that in the new non-local description, strictly speaking,
there can be no macroscopically homogeneous finite layer of
material. In the present simplified treatment we overlook
the finite-dimension end-effects associated with this aspect
and replace our operators by difference-kernel operators,
see below (39). The exploration of both aspects (developing
a new understanding of isotropy and anisotropy to address

Figure 1. Reflection and reflection/transmission problems.

1 Note that in the present context it may not be realistic to look
for a truly relaxed regime at the audio frequencies due to the
large dimensions involved to generate Helmholtz resonances.
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oblique incidence, as well as considering end-effects) is post-
poned to future studies. Note that in the solution to the
reflection-transmission problem, it is once again clear that
the Umov constraint plays a central role in extending the
previous methods, since it is through it that we are allowed
to state a simple continuity condition for the macroscopic
pressure at the air-material boundaries.

The paper is organized as follows. First we recall in pre-
liminary Section 2 the elements of traditional divergence-
free local theory approach valid in simple (non-resonant)
geometries. Its principle can be revisited in the recent paper
[1], which was written in light of the insights provided by
the current extension. Here, we recapitulate the outcomes
of the classical approach, placing emphasis on the John-
son-Allard HF limit. Our objective is indeed to later derive
the succinct results that incorporate the effects of spatial
dispersion in HF limit. To this aim and before proceeding
next, we broaden the perspective in this preliminary
Section 2 by imagining the presence of Helmholtz-like struc-
tures, and, in this context, we revisit the general concept of
“macroscopic variables”, leading us to the Umov stress con-
cept. In Section 3, we present the more general non-local
Maxwell-Umov equation structure that is directly suggested
by the acoustic-electromagnetic analogy. It is this new
structure that is intended to cope, at long-wavelengths,
with general microgeometries potentially including res-
onators. We precise from it the definition of principle, from
microstructure, of the non-local operators. We argue that
this description can be simplified into a superficially local
medium representation of bulk properties within geometries
that are “not too complicated”. However, the task of deter-
mining which geometries can yield results accurately
approximated by this pseudo-local simplification is far from
straightforward. Such an endeavor would likely necessitate
conducting explicit numerical solutions across a broad spec-
trum of geometries. This extensive effort would be aimed
particularly at understanding the influence of couplings
between resonant elements, size of the Representative Ele-
mentary Volume (REV) relative to inner structures, ran-
domness, and so on. Such questions will have to be
addressed in further studies. In Section 4, we shift our focus
to a fully frozen, lossless, or ideal-fluid limit where the vis-
cous and thermal skin depths d and d' are considered
entirely negligible. In Section 5, we ultimately explore the
novel non-local frozen perturbed HF limit, where both the
viscous and thermal skin depths are small. In this frozen
limit, incorporating the first two leading terms, we present
straightforward field-averaged formulas for the non-local
operators, their pseudo-local simplifications, and the new
parameters that replace Johnson-Allard’s classical local
ones. Significantly, a new nontrivial pseudo-local frozen
limit emerges for the previously unknown concept of “com-
pliability”. “Compliability” is a new word coined here by
analogy with “tortuosity” for the new concept and quanti-
ties. In Section 6, we briefly outline the solutions to the
reflection-transmission problems in the new HF pseudo-
local limit, giving the expressions of R and T in terms of
the new derived pseudo-local parameters. Finally we give
conclusions in Section 7.

2 Preliminary considerations – understanding
local theory, need for non-local theory, and
macroscopic averages

Consider the normal-incidence transmission of long-
wavelength small-amplitude sound waves as they pass
through a macroscopically homogeneous porous layer struc-
ture permeated by ambient air. In addition to assuming
without loss of generality for reasons explained above there
is no motion in the frame, which leads to the vanishing of
the fluid velocities at the pore walls, we simplify further
by assuming the frame has substantial thermal inertia
and thermal conductivity [10]. This allows it to function like
a thermostat, keeping the surrounding temperature con-
stant. As a result, are eliminated as well the excess temper-
atures at the pore walls. The acoustic wavefield in the
saturating fluid is described by the equations (28)–(33)
which state the general laws of conservation of mass,
momentum and energy, the constitutive Stokes and Fourier
laws, and the annulation boundary conditions. In the realm
of local macroscopic theory, the structures under considera-
tion typically feature pores with relatively well-defined and
comparable sizes, denoted as ‘. Given that the wavelengths
are significantly larger than the physical dimensions L of a
Representative Elementary Volume (REV) – mathemati-
cally expressed as k >> L >> ‘ – this size disparity leads
to the fluid motion being quasi divergence-free at the micro-
scale, in the sense of r � v � v=k <<< v=‘, where v repre-
sents a typical velocity magnitude. Furthermore, in
addressing the dynamics of excess pressures within the por-
ous medium, we adopt the formulation p ¼ p0 þ P , wherein
p0 signifies the relatively minor in this context, fluctuating
pore-scale component of excess pressure, and P represents
the macroscopic excess pressure in the wavefield. The latter
is defined by P ¼ hpip, where

h �ipðxÞ ¼
1
V p

Z
V p

� dV ; ð1Þ

denotes the (“Lorentz”) volume averaging operation per-
formed over the pore space in the REV of central position
x (e.g. an averaging sphere of radius Rh, see [1] and its
Appendix A). By abuse of language, V p will indifferently
denote, depending on the context, the REV pore space
and/or its volume (the fluid volume), and sometimes even
the entire pore space. Since the fluid domain deviates from
a system of aligned straight channels, p0 is obviously non-
zero. However, in any non-trivial microgeometry where
the currently used notion of a relatively well-defined size
parameter ‘ can make sense,rp0 andrP have similar mag-
nitudes. That is, P=k � p0=‘, so in the present context we
infer that p0 � ‘P=k <<< P . This relationship emphasizes
that the overpressure field p is very close to its macroscopic
mean P . This is not the case for its gradients rpðrÞ, where
the vector r ¼ xx̂þ yŷþ zẑ denotes positions in V p, that
are different from the macroscopic rP ðxÞ (x being the cen-
tral value of r in the REV). However, it will be possible to
consider them (in the harmonic regime) in fixed relation to
the latter. Under these circumstances, the velocities in the
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different REVs appear with respect to the term �rp in
(28) as if the fluid were incompressible and the macroscopic
gradients �rP within each REV were uniform. This pure
constancy introduced in the representation, instead of the
actual slow variations, is a marker of the concomitant rejec-
tion of spatial dispersion. Simultaneously the excess temper-
atures s (for all notations in this paper, unless otherwise

noted, we refer to [4]) appear in relation to the b0T 0
@p
@t

term

in (31), as if the latter were given by its macroscopic part

b0T 0
@P
@t

only, of which the slow spatial variations (that

occur on macroscopic distances) can be abstracted in total-
ity. By macroscopic homogeneity these variations, which
are linear inside a REV, can be forgotten because their
effects cancel out by symmetry, producing no result on
the averaged excess temperature hsip. In short, to compute
the excess temperature and velocity patterns

sðt; rÞ ¼ ~sðx; rÞe�ixt; vðt; rÞ ¼ ~vðx; rÞe�ixt; ð2Þ
within a REV in harmonic regime – with these patterns rep-
resenting the distributions of values inside this REV – we
approach the problem by abtracting from the spatial varia-
tions of either macroscopic pressure (for s) or its gradient
(for v). This significant simplification, which substitutes
actual gradual variations with constancy, highlights our
deliberate disregard for spatial dispersion. By treating
these macroscopic factors as uniform across the REV, we
acknowledge the impact of temporal variations of macro-
scopic pressure and its gradient on these patterns but
abstract from the potential (and possibly huge) effects the
slight differences in their amplitudes across various positions
inside the REV could have. Thus, we effectively decouple
the computation of microscopic excess-temperature and
velocity patterns from the influences of spatially varying
macroscopic pressure or gradient, a decoupling that intrinsi-
cally rejects spatial dispersion and is consistent with the
vision of locally divergence-free fluid flow. In this way we
content ourselves to solve, respectively, for the excess
temperature pattern, and the velocity pattern in harmonic
regime, the following microscopic problems, where C and
C0 stand for amplitude constants whose values do not
change spatially or otherwise:

q0cP
@s
@t

¼ b0T 0
@P
@t

þ jr2s; b0T 0
@P
@t

¼ C0 e�ixt;

in V p;

ð3Þ

s ¼ 0; on Sp; ð4Þ
and

q0
@v
@t

¼ �rp0 þ g�v þ f ; f ¼ �rP ¼ C e�ixtx̂;

in V p;

ð5Þ

r � v ¼ 0; in V p; ð6Þ

p0 : spatially stationary random field=periodic field;

in V p;
ð7Þ

v ¼ 0; on Sp; ð8Þ
with V p and Sp the pore-space and pore-wall surface in the
selected REV (see [1] where the arrival at these problems
and their solution is also discussed in more details). In (5)
the bulk body force f either comes from the presence of a
macroscopic pressure drop accross the REV, or an external
bulk body force due to a gravitational field. The p0 repre-
sents a fluctuating response pressure, inherent in the need
for circulation within the complex geometry. Like v it is
characterized as a microgeometric response to f , deter-
mined by the indivergent equations. Its value, given by
the problem equations up to a spatial constant only, can
be completely fixed by the condition hp0ip ¼ 0, which is
required if P is the macroscopic pressure and p0 þ P repre-
sents pressure p. The REV is often conveniently assumed
to be a period in a periodic medium. The seeked response
fields v and p0 and s then are subject to periodic boundary
conditions. Their patterns will depend on the time varia-
tions, the angular frequency x in harmonic regime. The
periodic or stationary random patterns, ~vðx; rÞ and
~sðx; rÞ, obtained for the fields v ¼ ~vðx; rÞe�ixt and
s ¼ ~sðx; rÞe�ixt solutions to (5)–(8) and (3), (4), are com-
plex-valued patterns; only in the relaxed and frozen limits
x ! 0 and x ! 1 they become real-valued, meaning no
phase shift between velocities/ excess temperatures at dif-
ferent positions in the REV. These two limiting (frozen
and relaxed) real patterns will be markedly different.

This is illustrated in the two-dimensional plot of relaxed
(left panel) and frozen (right panel) velocity patterns of
Figure 2, adapted with permission from the computational
work of N. Martys and E. J. Garboczi at the National Insti-
tute of Standards and Technology (NIST).2 These corre-
spond to the above different divergence-free velocity
patterns observed in the limits of LF x ! 0 purely viscous
diffusive regime and HF x ! 1 inviscid purely propaga-
tive regime, respectively, understood in the sense of either
large or small viscous skin depth d ¼ ð2g=q0xÞ1=2 compared
to the characteristic dimensions (say ‘ as above) involved in
defining the pore geometry. The left/right panels give qual-
itative representations of the magnitude of the divergence-
free relaxed and frozen states velocities v (Stokes flow solu-

tion, on the left, when the inertial term q0
@v
@t

is suppressed,

and Laplace flow solution, on the right, when the viscous
term g�v is suppressed), where light/grey colors in the
fluid indicate regions of high/low jvj.

On closer inspection, the reader can see that the 2D
REV considered by Martys and Garboczi actually repre-
sents one irreducible period of dimension L� L in a periodic
medium. For the case commonly called “stationary random”

in [1, 18], and to mimic the corresponding absence of
periodicity, we can approach this type of geometry by
taking much larger dimensions L of the period before
2 See their paper [25] and the electronic monograph
https://concrete.nist.gov/monograph, Part III, General Ran-
dom Porous Materials, Length Scales Relating Fluid Permeabil-
ity and electrical conductivity in random two-dimensional
porous media, alinea: Comparison between electrical and fluid
flow problems.
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repetition of the structure. In this case, the corresponding
periodic fields of artificial period L ! 1 will give us mental
ideal of what is called “stationary random”. The physical
REV, as defined by Lorentz’s volume-averaging concept –
see Lorentz’s theory of electrons [26], beginning of Chap.
IV pp. 133-134 §§113-114 – and further refined by Rus-
sakoff’s signal theory approach [27], is independent of this
artificial period dimension. It will be significantly smaller
while still maintaining a reasonable size, and correspond
to the homogenization radius Rh discussed later that will
be much smaller than the artificial L. With such simplifica-
tions (5)–(8) and (3), (4) and mental representations on
their meaning, it is common knowledge (that is recalled in
[1] and [18] Appendix), how for the acoustic wave propaga-
tion in harmonic regime e�ixt one ends up at the macro-
scopic level with equations having the form:

q0~aðxÞ
@hvip
@t

¼ �rhpip;
1
Ka

~bðxÞ @hpip
@t

¼ �r � hvip; ð9Þ

where obviously, the so-called dynamic tortuosity ~aðxÞ is
given as follows from the solution to (5)–(8):

~aðxÞ ¼ C
�q0ixh~vip � x̂

; ð10Þ

and ~bðxÞ for which we introduce the wording “dynamic
compliability”, is easily shown to be given as follows from
the solution to (3) and (4):

~a0ðxÞ ¼ C0

�q0cP ixh~sip
; ~bðxÞ ¼ c� ðc� 1Þ=~a0ðxÞ; ð11Þ

where c = cP/cV is the heat coefficient ratio. For simplicity
equations (9) are written here without forcing; however, if
an external bulk body force f ¼ ~f 0e�ixtþikx is present with
long-wavelength variations, i.e. arbitrary k ¼ 2p=k with
k/4 � Rh, it can just be added in right-hand side equations
(9a) (“a” meaning here the left equations (9)). The equation
(11a) is a definition, while the equation (11b) is obtained by
using the equations (29)–(31), making averages h�ip, and
using the identity

hr � vip ¼ r � hvip; ð12Þ

demonstrated using spatial averaging theorem (84) and
pore-wall b.c. The reasoning is as follows. Introduce a ther-
mal counterpart ~a0ðxÞ of ~aðxÞ by setting in the harmonic

regime the macroscopic definition q0cP~a
0ðxÞ @hsip

@t
¼

b0T 0
@hpip
@t

written in analogy to the definition (9a) and

the affinity between the microscopic equations (5) and
(3). Then average the equation of state (30) and take its

time derivative to obtain cv0
@hpip
@t

¼ @hbip
@t

þ b0

@hsip
@t

.

Insert the ~a0ðxÞ definition to obtain, after using the general

thermodynamic identity (59), the result v0 c� c� 1
~a0ðxÞ

� �
@hpip
@t

¼ @hbip
@t

. Finally, average (29) and introduce the

identity (12) to rewrite the latter result as

v0 c� c� 1
~a0ðxÞ

� �
@hpip
@t

¼ �r � hvip. By comparison with

equation (9b), the result as given in (11) is then obtained.
Equations and results equivalent to (9), (10) and (11) were
originally derived in [28] by using the two-scale asymptotic
theory of homogenization. A derivation using same tech-
nique but with a presentation closer to our present nota-
tions and definitions can be found in [10]. Indeed,
employing this technique subtly incorporates the incom-
pressibility hypothesis. It emerges naturally from the
assumed existence of a small parameter � ¼ ‘=k and the
use this technique makes, of it. The Biot theory itself is
known to be derived by this technique which makes also
emerge the “en-bloc” motion of the solid as the counterpart
of the fluid “incompressible” motion (see [29] equations (8g)
or (11) and equations (8c) or (13)). In our more recent work
[1] or [18] to avoid confusion, we have chosen not to use it to
derive the description (1)–(11) because we now see the pro-
cess as fundamentally flawed. Its principle correctly pro-
vides the desired local description as a “leading order”
approximation in the macroscopic description, but at the
same time it introduces “higher order” terms obtained in
sequence, which would account for effects of the type of spa-
tial dispersion that appear only when wavelengths are suf-
ficiently reduced. Not only does this not incorporate the

Figure 2. REV and relaxed (left) and frozen (right) divergence-free velocity patterns.
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recent understanding of long-wavelength spatial dispersion
in electromagnetics, recalled in the previous Section 1, but
certainly the actual short-wavelength spatial dispersion
effects predicted would eventually differ from the existing
ones. The technique is fundamentally flawed for our pur-
poses, and we leave it aside. Our assertion of an inherent
flaw in the two-scale asymptotic homogenization approach,
which is not present in the non-local general approach we
will propose, will require further work beyond the scope of
this paper to be properly substantiated; however, the result
is undoubted.

The well-known time-harmonic description (1)–(11),
which expresses in arbitrary time variations through related
spatially-local operators â and b̂, allows us to deduce the
effective macroscopic properties of the material in the form
of a frequency-dependent equivalent-fluid density of the

material ~qðxÞ ¼ q0

/
~aðxÞ or local-operator q̂ ¼ q0

/
â, and

equivalent-fluid compressibility or inverse bulk modulus

~vðxÞ ¼ ~K�1ðxÞ ¼ K�1
a /~bðxÞ ¼ v0/~bðxÞ ¼

/
q0c

2
0

~bðxÞ or

local-operator v̂ ¼ v0/b̂. Here, q0 is ambient air density,
Ka ¼ cP 0 air adiabatic bulk modulus, v0 ¼ 1=Ka air adia-
batic compressibility, / porosity, c0 soundspeed in air, with
q0v0c

2
0 � 1. The appearance of factors of / in these defini-

tions is intentional. It allows us to highlight and consider
/hvip ¼ hvi as the useful macroscopic velocity, a quantity
conserved at interfaces. This formulation employs the
total-volume averaging operation h�i, which is defined as
in (1) but with a key modification: it normalizes by the total
volume V instead of the fluid volume only V p ¼ /V , which
is obviously preferable when treating the material as a
whole. Alternatively, the effective macroscopic properties
can be represented in terms of the two quantities, effective

propagation constant (wavenumber) ~qðxÞ ¼ x=~cðxÞ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~aðxÞ~bðxÞ

q
x=c0, with definition ~qðxÞ~vðxÞ~c2ðxÞ � 1, and

characteristic impedance ~ZcðxÞ ¼ ~qðxÞ~cðxÞ ¼
q0c0
/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~aðxÞ=~bðxÞ

q
, with again, expression adapted for the

whole volume. These representations facilitate a straightfor-
ward and conventional approach to solving problems in the
harmonic regime, including reflection issues or reflec-
tion/transmission problems at normal incidence, see
Figure 1. The explicit determination of the functions ~aðxÞ
and ~bðxÞ and then local-operators â and b̂ (of which they
are the Fourier kernels), can be made by solving, resp.,
the viscous-inertial and thermal pore-scale simplified prob-
lems (5)–(8) and (3), (4) at each x, and making the macro-
scopic averages. Because of the simplistic nature of
temporal dispersion involved (sum of purely damped com-
ponents in Fourier space, recall the discussion in Section 1
and see [11, 30] and [31]) and relatively simple nature of
geometries encountered, fairly good approximations of the
full frequency functions exist in terms of a relatively short
list of (relaxed/frozen) geometrical parameters associated
with the pore-space, and that correspond to the two
extreme d.c. and HF simpler problems at x ¼ 0 and
x ! 1, (see [18] Appendix, and [1] for details). Usually,

in noise control applications, efficient absorbing materials
are obtained when their pores dimensions ‘ are on the order
of 10�4 m, see e.g. [6]. The dimensions match the order of
magnitude of the viscous and thermal skin depths, d and
d0, at audio frequencies. This match means the penetration
depths of vortical motions are neither too large to cause
direct reflection of the acoustic perturbation – since the
wave is prevented from significantly entering the material
due to viscous locking, making it a hard surface – nor too
small to hinder absorption. In this case, although transmis-
sion is efficient, it lacks sufficient internal damping to facil-
itate absorption. There is an intermediate optimum to be
found that will depend on the configuration but will remain
in the intermediate region ðd, d0Þ � ‘ (as the Prandtl num-
ber is 0:7 in air and d=d0 ¼ Pr1=2 the two skin depths are
comparable). In these circumstances, it is evident that the
materials used likely exhibit significant intrinsic damping
and overall absorption. This is due to their large fluid-solid
contact area per unit volume – on the order of
‘�1 � 104 m�1

– where dissipation is triggered by the annu-
lation boundary conditions. Note also that, given that
wavelengths at audio frequencies fall within the range of
tens of centimeters, the parameter � ¼ ‘=k is consequently
very small. This underscores the feasibility of employing
two-scale asymptotic homogenization theory. In the high
frequency limit x ! 1 that will specifically concern us in
this paper, the wavelength is still large but the skin depths
are small compared to the pore sizes. While not optimal, the
absorption can still be significant and needs to be consid-
ered due to the relatively large area of contact. This is
determined by the product (d, d0Þ/‘ of the area � 1=‘ with
the skin depths, which become small, although not exces-
sively so. The effective properties then are efficiently
described in terms of Johnson’s ideal-fluid tortuosity a1,
Johnson’s viscous characteristic length K1, and Allard’s
thermal characteristic length K0

1, precised below. In this
HF limit the successive terms are expected to appear in
polynomial expansion in powers of the respective complex

skin depths ~d ¼ m
�ix

� �1=2
and ~d0 ¼ m0

�ix

� �1=2

(where

m ¼ g
q0
, m0 ¼ j

q0cP
¼ m=Pr). This is because we assume that

the pore-wall surface is smooth and we know the role played
by these quantities for the way vortical and entropic com-
ponents of the field decrease above flat and gently curved
surfaces. We have the following expansions:

aðxÞ ¼ a1 1þ m
�ix

� �1=2 2
K1

þ :::

� �
; ð13Þ

and

bðxÞ ¼ 1þ c� 1ð Þ m0

�ix

� �1=2 2
K0

1
þ :::: ð14Þ

The two first terms in these expansions were obtained by
Johnson and Allard, see [9, 20] and [18] Appendix. The
two Johnson’s quantities a1 and K1 are determined as
follows by the incompressible ideal-fluid velocity pattern
v1ðrÞ – frozen field velocity pattern defined below, see
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equations (17)–(20). No tilde is indicated in the expressions
as this velocity pattern can be taken real independent of fre-
quency by choice C / �ix of the forcing amplitude
constant in (17):

a1 ¼ hv2
1ðrÞip

hv1ðrÞi2p
;

2
K1

¼
R
Sp
v2
1ðrÞdSR

V p
v2
1ðrÞdV

: ð15Þ

Allard’s K0
1, is just:

2
K0

1
¼
R
Sp
dSR

V p
dV

; ð16Þ

because it is constructed like Johnson’s but with the frozen
excess temperature field s1ðrÞ which is a pure spatial con-
stant s1; as such it cancels in the expression. The above
ideal-fluid incompressible velocity field v1ðrÞ in
v1 ¼ v1ðrÞe�ixt is defined through the solution to:

q0
@v1
@t

¼ �rp01 þ f ; f ¼ �rP ¼ C e�ixtx̂;

in V p;

ð17Þ

r � v1 ¼ 0; in V p; ð18Þ

p01 : spatially stationary random field=periodic field; in V p;

ð19Þ

v1 � n̂ ¼ 0; on Sp; ð20Þ
where n̂ is the local unit normal to Sp. The ideal-fluid being
inviscid the Laplacian viscous term in (5) is removed and
the b.c. (8) is replaced by no penetration condition. The
pattern v1ðrÞ also coincides with an electric field pattern
EðrÞ or current density pattern jðrÞ ¼ rfEðrÞ appearing
when the pore-space is filled with a fluid of conductivity
rf and the solid is insulating (giving the no penetration b.
c. at Sp) [32]. Obviously, for a unit macroscopic electric field
imposed e ¼ V

L x̂ with unit value for the potential drop V
along distance L, the electric field E in the pores is the solu-
tion to

E ¼ �ruþ e; e ¼ 1x̂; in V p; ð21Þ

r �E ¼ 0; in V p; ð22Þ

u : spatially stationary random field=periodic field; in V p;

ð23Þ

E � n̂ ¼ 0; on Sp: ð24Þ
Simple comparison shows the proportionnality relations,
�q0ixv1ðrÞ ¼ CE, and p01ðrÞ ¼ Cu (when chosen with
zero mean), justifying the assertion. With these definitions
of a1; K1 and K0

1 the proof of (13) and (14) can be found
in [18] Appendix.

Suppose we keep the shape of the microgeometry
unchanged, but significantly and uniformly increase all

dimensions. With the same pattern of microgeometry but
pore dimensions now significantly larger than 10�4 m, the
expanded homothetic material will not be very interesting
acoustically. Only the effect of a1 (of unchanged dimen-
sionless value) on the characteristic impedance and refrac-
tive index will remain and be the same. The important
noise-controlling loss corrections resulting from the charac-
teristic lengths K1 and K0

1 (now large compared to the
respective skin depths d, d0) will be small and have little
effect on the acoustics. Conversely, because of the very
important viscous friction, the significantly shrunken homo-
thetic material would have very high intrinsic attenuation
(not well described by (13) and (14), because more terms
would have to be considered in it, or even more, the expan-
sion over the powers of the skin depths themselves would
have ceased to be). But it would not be very interesting
acoustically either, since it would show almost total reflec-
tion at its front side, provoked by the too small pore sizes
(viscous locking), and its possible interest in preventing
transmission would be quickly mitigated by the well-known
mass law. In fact, the assumption of a motionless solid, as in
the present context, would quickly become irrealistic. The
vibrations of the Biot solid would have to be taken into
account and would lead to a transmission that is basically
given by the law of mass.

Now, given the expanded homothetic material, sup-
pose we start hollowing out some inclusions, as depicted
in Figure 3, to produce the structure in the form of a Helm-
holtz resonator involving, ultimately, widely different pore
sizes: neck apertures dimensions smaller than cavities
dimensions, by one order of magnitude or more. Then,
Helmholtz resonances may appear within a range of fre-
quencies corresponding to wavelengths long enough to
ensure that a macroscopic description of the propagation
exists. When this happens, and the flow in and out of the
cavities is not prevented by viscous friction, (the viscous
skin depth being assumed sufficiently small including in
the narrow necks), it is no longer meaningful to model the
velocity pattern as divergence-free. In particular, local
imbalances in the condensation field or the excess pressure
field will appear, that were not present in the non resonant
material. In this scenario, the material is not homogenizable
in the conventional sense, as the concept of a relatively well-
defined unique ‘ and associated small parameter � ¼ ‘=k
loses its validity. Consequently, we will need to reassess
the classical models to derive a more comprehensive and
precise prediction of the reflection and transmission proper-
ties of a material layer. This evaluation will involve the
Umov condition, which will establish a new general defini-
tion of macroscopic pressure. In the conventional diver-
gence-free approach, the two different methods of
performing the pressure average, the previous P ¼ hpip
one, and the Umov one, yield identical results. This has
been established in [1]. However, this equivalence may not
hold true in this broader context.

Therefore, we will now briefly discuss the notion of
macroscopic averaging. While the notion of a macroscopic
ensemble average would present advantages if it could be
properly introduced for the materials under study (recalling
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the advantages of Gibbs’ averaging conceptions in statisti-
cal physics, see Marle’s penetrating remarks [33]), here, to
fix our ideas and get closer to an ordinary reflection or
transmission experiment performed on a single sample
instead of an ensemble of realizations of the sample, we will
continue to think in terms of volume averages performed in
a REV. A discussion of this notion of macroscopic volume
averaging can be found in Lorentz’s classic monograph
[26] in the pages previously cited. Emerging from his “The-
ory of Electrons” program of understanding Maxwell’s
macroscopic equations by starting at the microscopic level,
the concept is clearly stated. Essentially, with Lorentz aver-
aging we have in mind performing coarse-grained averaging
in averaging spheres with a “homogenization radius” Rh cho-
sen not too large to obliterate the variations than can effec-
tively be measured and not too small to be affected by
fluctuations before convergence; such a Rh will be used in
what follows when it is necessary to specify the previous
REV size parameter “L”. Note that the sole use of Lorentz’s
macroscopic averaging volumes will remain sufficient for
our purposes of analyzing material properties while
abstracting from potential macroscopic end effects at its
boundaries. However, when addressing these end effects,
introducing averages conceived as surface – not volume –

averages could be beneficial. We leave this consideration
for further work as we do not address these effects here.

Consider V ðxÞ to be an averaging sphere of radius Rh,
which can be centered at various positions x within the
material. Due to homogeneity, Rh does not depend on x.
Similarly, let V pðxÞ represent the pore-space associated
with V ðxÞ. Its microscopic configuration depends on x,
though its macroscopic characteristics do not. We use r
to denote the microscopic position vector spanning all
microscopic positions within V pðxÞ or V ðxÞ. The volumes
within V ðxÞ and V pðxÞ are denoted by the same symbols
V and V p, respectively, and they do not depend on x, with
the relationship V p ¼ /V indicating their proportionality.
The pore-wall domain surface within V is denoted as Sp,
which can be considered, like the spatial domains V(x) or
Vp(x), a function of x, Sp(x). Later, we will introduce rw
(w for “pore walls”) as the microscopic position vector span-
ning all possible microscopic positions in the domain Sp(x).

Let us now start with a discussion of the notion of
macroscopic fluid velocity, as defined by the following
averages:

hviðxÞ ¼ 1
V

Z
V p

vðrÞdV ; hvipðxÞ ¼
1
V p

Z
V p

vðrÞdV : ð25Þ

The integrations are over volume elements d3r where r
spans all positions in V pðxÞ. As we have seen there are
reasons to prefer the former, normalized with total volume.

The second may be preferable if one is willing to have
averaged values that are representative of the values in
the fluid phase only. But that is not the point that interest
us here. Following Marle’s remarks [33], let us raise the fol-
lowing objection to the definition of macroscopic velocities
based on such direct volume averaging. Velocity is not an
additive quantity: its integral over a volume lacks a specific
physical meaning. Consequently, its macroscopic average,
h i or h ip, should also lack a well-defined physical meaning.
However, our context here is a small amplitude linear the-
ory. Within this framework, the definitions of macroscopic
velocities hvi and hvip gain physical significance as follows.
Mass and momentum densities, q and qv, are additive vari-
ables. Their integrals within V p correspond to the mass and
momentum of the fluid within the volume V p or V . Follow-
ing Marle’s advocacy [33], there are no objections to gener-
ally defining the macroscopic mean velocity in the fluid, as,
hvip ¼

R
V p
qvdV =

R
V p
qdV , by definition of a suitable aver-

age operation h ip. With linearization where q ¼ q0 þ q0,

and by retaining only the leading terms, we discard the
terms based on q0. This approach yields the definition:

hvip ¼
1
V p

Z
V p

vdV p: ð26Þ

This argument shows that, within linearization, the defini-
tion (25) is justified and provides fully meaningful macro-
scopic magnitudes. What is important is that this holds
true even in the presence of local imbalances that result
in distributed excess density variations on a small scale.
Such variations may be induced by Helmholtz structures.

We present another enlightening general argument lead-
ing to the same conclusion, also based on small-amplitude
linearization. This argument begins by revisiting the elec-
tromagnetic-acoustic analogy of Ref. [4], which is described
in detail in its Appendix on pages 259–271, is applied to a
rigid-frame fluid-saturated material in the next chapter
Ref. [18], and is presented again in the present paper. In
fact, as mentioned p. 270, this analogy is intended for future
application to structured materials. For the structured
materials derived, say, by combining Figures 2 and 3, the
postulated non-local structure of the macroscopic equa-
tions, originally partially defective in the fluid itself (see
general considerations in [4] and in particular Sec-
tion 6.12.3), is expected to evolve into a completely well-
formed structure due to the fluid-solid interactions. In this
context, this analogy would involve replacing the – known
to be covariant vector – macroscopic electromagnetic
potential field Ai by the macroscopic mean fluid displace-
ment field haii (see the observation on p. 266 before equa-
tion (6.191), here we have to add the averaging symbol
since we are not in the free fluid but in the material), in
which we raise the index i since it will turn out to be con-
travariant. The time derivative of this field,
V i ¼ @haii=@t, corresponds to our mean velocity vector.
Since in electromagnetics we have the possibility of writing
the electric field as Ei ¼ @Ai=@t, (see [4] footnote 37 p. 245
for the rationale for this, which involves the notion that the

Figure 3. Helmholtz resonators.
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macroscopic media provide the necessary reference frame in
which to invoke Weyl’s gauge), this mean velocity is pro-
posed as an acoustic analog of the macroscopic electric field
Ei. An immediate objection would be that an acoustic finite
mean displacement haii cannot possess tensorial properties.
Similarly, the microscopic displacement ai itself cannot
have tensorial nature either. This is clearly seen when using
Gauss’ general coordinates: such quantities which connect
two points located at two different space positions cannot
transform, under general changes of Gauss coordinates, like
a physical vector, (which attaches to only one spatial point
– or spatio-temporal point in a relativistic context).3 How-
ever, we intend here to work in linearized limit. Because of
this we can consider (as mentioned in [4] p. 266) that the
associated mean displacement fields haii (whose indexes i
in spite of their seemingly contravariant notation are devoid
of tensorial significance) are actually infinitesimals that
behave as coordinates differentials dxi i.e. true contravari-
ant vectors. Taking their average does not change this fact.
It merely results in the construction of a new contravariant
macroscopic vector field, whose elements are anchored at
the central positions of the averaging volumes. Thus, we
see that linearization effectively addresses the above objec-
tion, allowing (26) to serve as an appropriate acoustic vari-
able – a contravariant counterpart to the macroscopic
covariant electric field Ei. This opens up the possibility of
pursuing the analogy further, which will be done in the next
section for heuristic reasons only. There will be no difficulty
in justifying a posteriori the relations we are led to state in
this way.

Likewise, because it is an additive excess density vari-
able q0 divided by a constant, the linearized condensation
b ¼ q0=q0 can also be meaningfully macroscopically aver-
aged with operations h i or h ip. Alternatively, the subtly dif-
ferent interpretation of b by means of the equation (29)
below, just interpreted as a direct definition of this letter
b, also shows that its direct average has physical meaning.
This equation (29) keeps its form when averaged, because of
the identity (12). With indice p canceled this identity
remains true even in an inhomogeneous material presenting
spatial variation of /. By the way, this second interpreta-
tion of b is actually how we see this variable in the electro-
magnetic analogy: see e.g. [4] equation 6.98. It is inspiring
that, in reality, the magnetic field is an antisymmetric ten-
sor, and, the condensation conceived in this second way
naturally generalizes as an opposite macroscopic strain ten-
sor, giving an acoustic symmetric counterpart of the mag-
netic field (see [4]). Obviously, it is this tensor symmetric
strain field which would have to be introduced and used
in the circumstances mentioned for oblique incidence, where
appear a Umov symmetric stress field defined by
hpvii ¼ �Hijhvji.

In this connection, it is noteworthy that the averaging of
the excess pressure thermodynamic variable p presents itself
differently than the preceding direct volume averages. The
excess temperature s field is obviously not an additive field.

From the relation (30) below, that expresses the fluid ther-
modynamic equation of state, p cannot be additive. There-
fore, we cannot expect the general significance of the direct,
volume averages, hpip or hpi ¼ /hpip, in the presence of res-
onance that produce important small scale distribution of
the excess pressure. What we will consider as the macro-
scopic pressure – or the opposite effective macroscopic
stress fieldH in the fluid – is determined in a unique manner
after identifying a suitable additive variable. The so-called
current density of energy transported in acoustic form [4],
represented by pv, is recognized as an additive quantity
in a specific surface-oriented sense. Its dot product and inte-
gral over a surface element Sx̂ of sufficient size to be repre-
sentative and whose normal is that of macroscopic motion’s
direction (x axis, refer to Fig. 1), namely

R
pv � x̂dS, is

endowed with a general physical significance. It represents
the rate of disturbance energy crossing this surface in a
usable acoustic form, contrasting with energy lost in viscous
or thermal irreversible transfer processes. To illustrate, sit-
uating the representative surface S at a specific position x,
the surface mean value S�1 R pv � x̂dS captures solely the
“acoustic part” of the total macroscopic energy current den-
sity at that position, with the complement which we deem
lost and do not need to quantify further. All of it has no
acoustic effect at all. It comes either out of the thermostat
or goes integrally to it without any capability for acoustic
action. Shifting the surface across a total distance L to form
a representative volume V ¼ SL centered at x, and recogniz-
ing that surface integral values in this volume, only change
linearly along x at long wavelengths, we observe that the
averaged line integral L�1S�1 R pv � x̂dSdl, equivalent to
the averaged volume integral V �1

R
pv � x̂dV ¼ hpvi � x̂,

aligns by symmetry of the variations along x with the initial
surface mean value at x, S�1 R pv � x̂dS. This quantity, as
mentioned, holds meaningful significance. Consequently,
we deduce that a macroscopic pressure P , as defined by
the following indirect averaging procedure:

hpvi ¼ P hvi; ð27Þ
will exhibit favorable general characteristics. This is none
other than “Umov” definition suggested by our electromag-
netic analogy, as we presented it in detail in [4] and [18].
Again, it is inspiring that the electromagnetic H field is a
rank-two tensor, antisymmetric, and the above definition
naturally extends in general, hpvii = �Hijhvji, so as to yield
again a rank-two tensor H , but this time, symmetric. Here,
the alignment between hpvi and hvi is specifically due to
our focus on propagation along the symmetry axis x. This
topic of the tensor nature of acoustic H was previously men-
tioned in [4] (see its Appendix A and footnotes 10 and 48)
as well as in [18], [1], and present Section 1. Without the
symmetry assumption along x, the ensuing considerations
in present paper would require significant generalization,
a task we reserve for future work. In short, in the present
context where the frame is motionless, the macroscopic vec-
tor of components Si ¼ hpvii represents a density of energy
current associated with the fluid motion, and carried out in
acoustic form. It presents itself as the product of two
macroscopic fields, Umov Hij field and macroscopic velocity

3 For this understanding of what are tensors, we refer to
Weinberg [34] or Brillouin [35] or Fournet [36].
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field V i. It reminds of the Poynting-Heaviside vector of
components Si, which also is the product of two fields, Max-
well Hij antisymmetric field and macroscopic electric field
Ej. (See more precisely [4], p. 265 equation (6.185), p. 270
equation (6.204), where covariant-contravariant notations
are introduced for a precise formulation of this). The
analogy emphasizes that the Poynting-Heaviside vector is
a density of energy flow “in electromagnetic form”, but the
lack of thermodynamic embedding of macroscopic electro-
magnetics has so far prevented clearly understanding what
it means and constructing this quantity from the underly-
ing, also macroscopic, level of electronic flow within the
solid lattice of nuclei, which is closer to its quantum origin
than is the fluid motion of gas particles. This question
remains unsettled today.

To finish, it is important to note that the definition (27)
corresponds with the average pressure concept discussed in
Pierce’s insightful book [37], specifically in the “Lumped-
Parameter Model” section. Re-examining Pierce’s discussion
on lumped-parameter models, our proposed general non-
local Maxwell-Umov macroscopic framework (34)–(38)
can be seen as representing a lumped-parameter model in
the broadest sense. Within this model, the “aggregate vari-
ables” include the Lorentz and Maxwell fields – V, B, D, H –

as will be further explored in Section 3, while the “lumped
parameters” are the effective density and bulk modulus
operators, q̂ and v̂�1. The crucial roles played by Heav-
iside-Poynting or Umov products as well as the denomina-
tion and distinguo to be made of Lorentz and Maxwell
fields, the former direct averages the latter indirect thermo-
dynamic ones, were introduced in [38, 39], with unfortu-
nately a misleading proposed definition of v̂ (see [18]
p. 316), later corrected in [4, 18]. We will now delve into this
corrected description, repeating in a more digestible form
than in [4, 18] how it resolves the question of the insertion
of spatial dispersion through the concrete implementation
of the electromagnetic-acoustic analogy. It will become clear
that although the analogy serves as a heuristic guide, the
theoretical constructs it inspires can be justified indepen-
dently, as we have just sketched above for the Umov
definition of macroscopic pressure (for full details on the
purely near-equilibrium thermodynamic reasons for this
construct, see [4]).

3 Non-local generalization: Maxwell structure
of the equations, Umov condition, and
definition of non-local and pseudo-local
operators

Now, let us focus our attention on the propagation of
long-wavelength small-amplitude sound waves when the
ambient air is permeating a porous layer whose microgeom-
etry we imagine, say, to be drawn by combining Figure 2
with Figure 3 for some inclusions, then opening the possibil-
ity of resonant behaviors. At the “microscopic” scale, (which
is already considered a thermodynamic, thus macroscopic,
level), for small amplitude linear movements, the governing
equations in the pore volume V p completely filled with air

will be those of the linearized, near-equilibrium, Navier-
Stokes-Fourier model:

q0
@v
@t

¼ �rp þ g�v þ g
3
þ f

� �
rðr � vÞ þ f½ 	; in V p;

ð28Þ

r � v þ @b
@t

¼ 0; in V p; ð29Þ

cv0p ¼ bþ b0s; in V p; ð30Þ

q0cP
@s
@t

¼ b0T 0
@p
@t

þ j�s; in V p; ð31Þ

with boundary conditions at the pore-wall surface Sp,

v ¼ 0; on Sp; ð32Þ

s ¼ 0; on Sp: ð33Þ
We refer to [4, 18] for the notations and derivation of these
equations from principle and empiricism. In (28), to facili-
tate the subsequent definition of non-local operators, we
introduce a source term [f] that envisages the air being sub-
ject to an external bulk body force f per unit air volume,
capable of varying arbitrarily in time and space. The
bracket notation indicates our consideration of both scenar-
ios: where this external source term is either present or
absent. We conceptualize it as a conservative force field
f ¼ �x̂rxPðt; xÞ per unit air volume, originating from a
potential P that varies arbitrarily but is composed solely
of long-wavelength Fourier components, ~Pe�ixtþikx þ c:c:,
where k = 2p/k and k/4 � Rh. This condition serves as a
prerequisite because our present work employs the concept
of Lorentz average.4 As noted in Sections 1 and 2, to cir-
cumvent significant complications associated with the
potential tensor nature of the forthcoming H field, macro-
scopic symmetry along the axis x is presumed, implying
that hpvi and hvi are colinear, directed along x. We main-
tain this symmetry assumption regardless of whether reso-
nances occur or not, or whether the overpressure p
constitutes a contrasting field at the REV scale (thus
requiring the generalization to be introduced) or not (thus
falling within the local approach discussed earlier).

For the actual situation of small amplitude motion
along a symmetry axis x, it has been argued in [4, 18], based
on the developed electromagnetic analogy, that at the outer
macroscopic scale, we should encounter acoustic equations
with a non-local Maxwell-Umov-type structure. This struc-
ture makes appear suitably defined and related coarse-
grained variables, and the long-wavelength arbitrary source
term þ �rxP½ 	, which plays a similar role to the applied
macroscopic current density J½ 	 in electromagnetics. Note
that the transformation of characteristic antisymmetry in
the electromagnetic case, into characteristic symmetry in

4 This prerequisite could be omitted in favor of an ensemble-
average approach, as discussed around Gibbs average in [18] and
exemplified in [40].
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the acoustic case, see [4] Appendix, prevents giving mean-
ing to the signs in the transformation. This concerns
not only the force/current and acoustic-displacement/
EM-potential parallel but also all other correspondences.
This source term in the macroscopic Maxwell description
can act in the medium, or not, without any effect on the
intrinsic susceptibilities:

@B
@t

þrxV ¼ 0;
@D
@t

¼ rxH þ �rxP½ 	; ð34Þ

Dðt; xÞ ¼ q̂V ðt; xÞ ¼
Z

qðt � t0; x; x0ÞV ðt0; x0Þdt0dx0; ð35Þ

Hðt; xÞ ¼ �v̂�1Bðt; xÞ ¼ �
Z

v�1ðt � t0; x; x0ÞBðt0; x0Þdt0dx0:
ð36Þ

This framework incorporates both temporal and spatial dis-
persion through the

R
dt0 and

R
dx0 integrations [7, 22]. It

utilizes two directly averaged coarse-grained (“Lorentz”)
variables, V ðt; xÞ and Bðt; xÞ, velocity and condensation,
assuming the roles of macroscopic electric and magnetic
fields, respectively. These are derived from the underlying
microscopic 3-vector a – acoustic displacement, not
EM potential5 – and represent direct volume averages of
the same underlying kinematic fields:

Bðt; xÞ ¼ hbiðt; xÞ; V ðt; xÞ ¼ hvxiðt; xÞ; b ¼ �r � a; v ¼ @a=@t:

ð37Þ

Furthermore, an indirectly averaged (“Maxwell”) density
variable, Hðt; xÞ, serves the role of the macroscopic electro-
magnetic H field, established by the “Umov” condition:

Hðt; xÞhvxiðt; xÞ ¼ �hpvxiðt; xÞ: ð38Þ
This condition posits that the macroscopic current density
of energy, transported in a usable acoustic form and
denoted by S ¼ hpvxi, in contrast to a degraded, lost form,
must be derived from the direct product of the Maxwell
field H and Lorentz field V – remarkably, in a non-local
context, both quantified at the same spatio-temporal loca-
tion. This unique stipulation underscores a profound aspect
of how the usable disturbance energy is conveyed across
space and time in such contexts. Regrettably, while it is
clear that the similar direct product ofH and E fields should
represent the “energy current-density transported in electro-
magnetic form” [4, 41] no counterpart condition in electro-
magnetics has been identified due to the absence of the
required thermodynamic framework for describing macro-
scopic electronic motions, which hinders the understanding
of this notion. Lastly, a “Maxwell” density variable, D(t, x),
plays the role of the Maxwell induction field D, completing
the structure.

This structure emerges under the assumption that the
material can be “homogenized” or “lumped,” enabling a
macroscopic description of motion through aggregated
variables. Importantly, this framework can be established
as such, independently of the heuristic electromagnetic
analogy initially employed to conceptualize it in [4, 18].
The derivation of the first macroscopic equation (34) along-
side definitions (37) naturally follows from the volume aver-
aging of the microscopic equation (29). Subsequent
equations, namely the second macroscopic equation (34),
(35) and (36), followed by the significant addition of (38),
are effectively definitions. Following a rationale akin to that
presented in Landau and Lifshitz [7], the incorporation of a
non-local response term based on field B in (35) is deemed
superfluous due to the interrelation between fields B and
V as specified in (34a), implying that the impact of such
a term is implicitly accounted for within the response term
on V , as it is non-local. This argument extends to negate
the necessity of a response term predicated on V within
(36), given the structure’s internal non-local relationships.
In essence, the definitive and unique interpretation of all
quantities arises from a compatibility analysis between
macroscopic and microscopic equations, diverging from a
mere direct averaging of all microscopic equations. While
the first field equation (34a) results from averaging equa-
tion (29), the subsequent equation (34b) is not derived by
averaging (28), even though the term �rxP is effectively
the mean h ip of ½f x	 in (28). Consequently, the second
macroscopic equation primarily facilitates the definition of
the D field, once the H field has been defined via condition
(38).

We anticipate that the field H will exhibit continuity at
the air/material boundaries, specifically, H ¼ �p at such
boundaries, where p represents the excess pressure in the
air immediately outside, and H denotes the macroscopic
stress in the saturating air immediately inside. This conti-
nuity is derived from the presumption of continuous normal
acoustic energy flow across the boundary surface elementR
x̂dS: thus,

R
pv � x̂dS ¼ R ðP ¼ �HÞV � x̂dS, indicating

that there should be no loss of normal acoustic energy flow
at the boundary, unless surface dissipation or specific mech-
anisms such as Wood’s anomaly are explicitly present.
Importantly, the continuity of normal volume flow is
required,

R
v � x̂dS ¼ R V � x̂dS, which establishes the

air/material b.c. H ¼ �p, (a special case of general continu-
ity of stresses6). Regarding the macroscopic “Maxwell” field
Dðt; xÞ, it is conceptualized as representing “momentum in
acoustic form” per unit of representative fluid volume, a
thermodynamic concept introduced and discussed in Refs.
[4, 38]. It appears as a reversible part, given not by the total
momentum, but by that from which we have removed the
contributions of all irreversible exchanges. Despite the
absence of a straightforward thermodynamic definition,
its characteristics are indirectly yet definitively specified
by the Umov equation (38). Ultimately, the structure of

5 See [4] for an explanation of how here in the analogy the EM
potential can be put in the form of a 3-vector, playing the role of
3-vector acoustic displacement, through working in the Weyl
jauge in the rest frame of the electromagnetic material medium.

6 In the general case where the macroscopic stress in the
saturating fluid becomes the symmetric tensor Hij due to non-
localities, this would translate to Hij ¼ �pdij at air/material
boundaries.
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the Maxwell-Umov equations guarantees that all elements,
particularly the non-local operators, are delineated through
the compatibility between the systems of “microscopic” and
“macroscopic” equations, with the Umov condition (38)
playing a pivotal role in the micro-macro integration.

Let us proceed. In addressing spatial non-locality, we
acknowledge that boundaries inherently disrupt transla-
tional invariance, making a finite slab of material never
truly homogeneous. This complexity typically necessitates
separate kernel arguments x and x0 as illustrated in equa-
tions (35) and (36). Nevertheless, our analysis proceeds
with a simplification: we approximate the material as
homogeneous by sidestepping edge effects. This approxima-
tion leads us to consider kernels dependent only on the dif-
ference x� x0, effectively reducing them to their difference-
kernel forms:

qðt � t0; x; x0Þ 
 qðt � t0; x� x0Þ; v�1ðt � t0; x; x0Þ

 v�1ðt � t0; x� x0Þ: ð39Þ

Thus, we represent our material using the following simpli-
fied macroscopic scenario7:

Dðt; xÞ ¼ q̂V ðt; xÞ ¼
Z

qðt � t0; x� x0ÞV ðt0; x0Þdt0dx0; ð40Þ

Hðt; xÞ ¼ �v̂�1Bðt; xÞ ¼ �
Z

v�1ðt � t0; x� x0ÞBðt0; x0Þdt0dx0;
ð41Þ

Equations for the kernels, incorporating this simplification,
are given by:

qðt � t0; x� x0Þ ¼
Z

dx
2p

dk
2p

~qðx; kÞe�ixðt�t0Þþikðx�x0Þ;

v�1ðt � t0; x� x0Þ ¼
Z

dx
2p

dk
2p

~v�1ðx; kÞe�ixðt�t0Þþikðx�x0Þ:

ð42Þ
This approach allows us to momentarily disregard edge
effects, deferring their thorough examination to future
work, while focusing on a homogeneous approximation for
our current analysis.

Let us now show how the micro-macro compatibility
Umov condition (38) determines the theoretical framework
for calculating the Fourier constitutive amplitudes, ~qðx; kÞ
and ~v�1ðx; kÞ, from the microstructure. This process effec-
tively “homogenizes” the material.

Initially, at the microscopic level, we examine equations
(29)–(33) concerning the real fields and isolate a unique com-
plex Fourier component in the Fourier representation of the
arbitrary real forcing f , denoted by (~P as a complex con-
stant, k as a real wavenumber chosen independently of x):

fx ¼ �rxP ¼ �ik ~Pe�ixtþikx; fy ¼ fz ¼ 0: ð43Þ
There exists a unique abstract solution for forced fields to
equations (29)–(33) with the specified expression of f . This
solution can be expressed as, v ¼ ~vðx; k; rÞe�ixtþikx,
b ¼ ~bðx; k; rÞe�ixtþikx, p ¼ ~pðx; k; rÞe�ixtþikx, s ¼ ~sðx; k; rÞ
e�ixtþikx, where the tilde amplitudes are determined as
unique complex quantities. These amplitudes are inter-
preted as either stationary random fields (in stationary ran-
dom geometries) or periodic fields (in periodic geometries).
Regarding existence and unicity, there are important
remarks of principle to be made. The existence and unicity
are deemed automatic in the stationary random case, not in
the periodic case. In this case, there is ambiguity in the
choice of the spatial period. Tilde fields can be taken peri-
odic over the smallest, irreducible period, or over two-times
multiple one, and so on. Here, however, we wish to work
with Lorentz averages, so that we have the prerequisite of
long-wavelength Fourier components. In that case, in a
limit, the ambiguity disappears as the tilde solutions are
the same irrespective of the chosen period. Numerically,
choosing the shortest period is most efficient. In what fol-
lows, in spite of our focus on long wavelengths, it will be
convenient to consider also the “unphysical” solutions when
k does not respect the scale separation with the REV. In
this case, uniqueness in periodic geometries is lost, and in
order to fix future developments, it will be quite possible,
as we will later explain, to assume that the periodicity con-
ditions are imposed on the irreducible period. With this in
mind, let us come back to our abstract fields solutions that
are unique and defined in principle whatever wavelengths.

The real or imaginary parts, vR or vI, of the abstract
fields, v ¼ ~vðx; k; rÞe�ixtþikx, and similarly for other fields,
correspond to the physical fields generated by a real force,
which can be derived from either the real or imaginary part,
fR or f I, of the abstract force given in (43). These two sets
R and I of physical fields contain redundant information:
the two forces are identical but shifted in time by a quarter
of the period. For clarity, consider �ik ~P ¼ ~f to be real,
achievable by an appropriate choice of the time or space ori-
gin. The abstract force is expressed as fR

x þ if I
x ¼

~f cosðkx� xtÞ þ i sinðkx� xtÞ½ 	. The force f I
x at time t cor-

responds to the force fR
x at time t þ p=2x, indicating that

the response fields at time t for f I
x are essentially the

response fields for fR
x at time t þ p=2x. Introducing scaled

real amplitudes 0 and 00 to denote, ~vðx; k; rÞ ¼ ~v0ðx; k; rÞþ½
i~v00ðx; k; rÞ	~f , etc., the R fields in response to fR

x ¼
~f cosðkx� xtÞ are:
vR ¼ ~v0ðx; k; rÞ cosðkx� xtÞ � ~v00ðx; k; rÞ sinðkx� xtÞ½ 	~f ;

etc., and the I fields in response to f I
x ¼ ~f sinðkx� xtÞ are

given by substituting cosðkx� xtÞ with sinðkx� xtÞ and
� sinðkx� xtÞ with cosðkx� xtÞ, etc.

7 Note that when using Gauss coordinates, the non-difference
kernel form with separate spatial arguments x, x0, is always
mandatory even for the inherently homogeneous, thus un-
bounded, materials, see [4] Appendix. This is the general, non-
simplifiable form of equations. It can be seen as an example of
the convergence of simplicity and generality in physics – think,
for example, of the electromagnetic equations of fields generated
by charges and currents in empty space, written, as in the time
of Maxwell’s treatise, as a very large number of component
noncovariant equations, versus, their drastic reduction in a few
covariant statements.
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Let us now turn to the macroscopic level equations
equations (34)–(38) concerning the real fields, and identify
the same unique complex Fourier component within the
forcing mechanism. This component acts as an analogous
external macroscopic current in electromagnetics. Under
complex excitation (43) substituted in (34)–(38) the ab-
stract forced field solution is represented as V ¼ ~V e�ixtþikx,
B ¼ ~Be�ixtþikx, H ¼ ~He�ixtþikx, and D ¼ ~De�ixtþikx. Here,
the tilde amplitudes, ~V , ~B, ~H , and ~D, are complex constants
that depend on x and k. This leads to the system of equa-
tions as follows:

�ixB ¼ �ikV ; �ixD ¼ ikH � ikP; ð44Þ

D ¼ ~qðx; kÞV ; H ¼ �~v�1ðx; kÞB; ð45Þ

B ¼ hbi; V ¼ hvxi; ð46Þ

Hhvxi ¼ �hpvxi: ð47Þ
The only equation that involves perhaps unusual algebra is
(47), due to the rare instance of managing unconjugated
products of fields in a complex representation. For com-
pleteness and in light of previous considerations, a detailed
derivation is provided in Appendix B.

It is important to note that the extraction of single or
double exponentials eikx or e2ikx from under the averaging
symbols in (46) and (47) can be done with the Gibbs ensem-
ble averaging concept. This concept involves averaging
microscopic fields or products of such fields, at a given posi-
tion x, without any spatial integration but in the sense of
an ensemble of realizations. Thus with Gibbs averaging,
after extraction of exponentials and cancellation, we can
rewrite the same equations (44)–(47) with tildes on all
micro and macro fields. As per the Lorentz volume averag-
ing method we use here, the same can be done only in the
long wavelength limit (e.g., kRh � 2p=4), see [4, 18]. For
shorter wavelengths, it is by a petition of principle that
we consider applying the equations (44)–(47) again to the
tilde fields. This definition is allowed as a way to definitively
fix the forthcoming Lorentz kernels, because the influence
this choice will have on their detailed spatial variations will
not be seen in the only region we are interested in with
Lorentz averages, namely the physical long wavelength
region that allows us to meaningfully homogenize the mate-
rial. This is also our justification for not worrying about the
aforementioned ambiguity of the solutions at short wave-
lengths. In short, with Lorentz averages and by a definition
that we are free to make, we assume that all the above
equations (44)–(47) hold directly with tildes placed on the
micro and macro fields, regardless of the values of x and
k, and further consider that the tildes are those defined
on the irreducible period.

The micro-macro compatibility of our system of equa-
tions and definitions should now be fully ensured, and the
consequences of this should be as follows. Given the forced
solution v ¼ ~vðx; k; rÞe�ixtþikx, etc., for the microscopic
equations (29)–(33) with excitation (43), we derive the
three macroscopic variables V , B, H by direct and indirect

averaging as described in (46) and (47). The requirement
that these are the macroscopic variables involved in solving
the macroscopic equations (44)–(47) with the same excita-
tion is a compatibility condition that fixes the kernels. It
requires that the operator kernels ~qðx; kÞ and ~v�1ðx; kÞ
be identified as:

~qðx; kÞ ¼ ik H � Pð Þ
�ixV

¼ D
V
;

~v�1ðx; kÞ ¼ �H
B
¼ xD=k � P

B
;

ð48Þ

where we can also put tildes on the variables V , H , B, D,
and P, and where we are not forced to restrict our formal
calculations to the long wavelengths. If k were short wave-
length, a microscopic solution automatically exists, as dis-
ambiguated by our choice of irreducible period, and with
the above sketched imposition of exponential extraction it
allows defining values of the kernels, not intended to be
physical but thought convenient to fix the mathematics.

These identifications and definitions therefore give a def-
inite recipe to compute in principle the macroscopic non-
local kernels, from the microstructure. Since V and B are
not independent but directly related by equation (44a),
and similarly H and D are related by equation (44b), the
acoustic kernels ~qðx; kÞ and ~v�1ðx; kÞ are completely deter-
mined by x, k and two macroscopic variables: a “Lorentz”
variable resulting from direct averaging (V or B), and a
“Maxwell” variable resulting from indirect averaging (H or
D). We conjecture that due to the fluid-solid interactions
and the application of Navier-Stokes-Fourier thermodynam-
ics, the Fourier kernels, when integrated as described in
equation (42), lead to real-space kernels that are well defined
and existent. This situation stands in contrast to that in the
free fluid, where the convergence of Fourier transforms
enables the determination of v̂�1, v̂, and q̂�1 from the corre-
sponding Fourier kernels ðx; kÞ. However, the lack of con-
vergence for q̂ prevents its determination and highlights
the limitations of near-equilibrium thermodynamics as
described in the Navier-Stokes-Fourier framework (see [4],
section 6.12.3). The corresponding shortcomings of the ther-
modynamic framework are deemed irrelevant as soon as
fluid-solid interactions are introduced, relegating their
effects to the background. This is an illustration of a well-
known fact in electromagnetism, according to which the
non-local characteristics of a macroscopic medium have in
some ways more to do with the structuring of the medium
than with the intrinsic properties of its constituents.

In what follows, by expressing the above kernels in the
form:

~qðx; kÞ ¼ q0
~aðx; kÞ

/
;

~v�1ðx; kÞ ¼ v�1
0 /�1~b�1ðx; kÞ;

ð49Þ

we introduce the postulated well-defined non-local tortuos-
ity ~aðx; kÞ and, for lack of a better term, non-local inverse
compliability ~b�1ðx; kÞ kernels. These dimensionless quanti-
ties are normalized to give an apparent density q0~a and
apparent compressibility v0~b of the air phase. The inclusion
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of porosity / in (49) follows naturally from equations (44)–
(47) which incorporate the definitions V ¼ /hvxip, and
B ¼ /hbip. The continued use of “tortuosity” to refer indis-
criminately to the operator â, the function aðt; xÞ, the Four-
ier kernel ~aðx; kÞ, or the (forthcoming in Section 4)
principal or pseudo-local function ~aðxÞ and its high-fre-
quency (HF) limit ~a1ðxÞ, despite significant conceptual
evolution from its traditional understanding, is a matter
of convenience. Similarly, “compliability” is suggested for
the operator b̂, the function bðt; xÞ, the Fourier kernel
~bðx; kÞ, or the principal or pseudo-local function ~bðxÞ
and its HF limit ~b1ðxÞ.8 The scalar kernels as functions
of x and k satisfy characteristic symmetry relations of the
type [7], ~f ð�x;�kÞ ¼ ~f �ðx; kÞ, where * denotes the com-
plex conjugate, indicating the reality of the original-space
response kernels (42). For thermodynamic reasons, the
operators q̂ and v̂�1 and their inverses fall within the class
of generalized susceptibilities [7, 12], necessitating the sym-
metry ~f ðx; kÞ ¼ ~f ðx;�kÞ, which, for scalars here, embodies
the symmetric nature inherent to kinetic coefficients in ther-
modynamics (Onsager-Casimir principle, see equations
103.6 and 103.10 in [7]). In the absence of forcing
(P ¼ 0), the system (44) and (45) leads to the dispersion
equation:

~qðx; kÞ~vðx; kÞx2 ¼ q0v0~aðx; kÞ~bðx; kÞx2 ¼ k2; ð50Þ
determining, for any given real x, the potential frequency-
dependent wavenumbers ~kðxÞ of propagating/attenuating
waves within the medium, always complex with simultane-
ously non-zero real and imaginary part due to the losses.
Given that the kernels are even functions of k due to the
general thermodynamic property of symmetry in kinetic
coefficients, we ascertain that for a specified real x, if
~kðxÞ (complex) solves (50), then�~kðxÞ must also be a solu-
tion. This condition illustrates what is known as the prop-
erty of reciprocity: allowing changing the sign of ~k results
in the propagation of waves of same phase speeds and
attenuations along x and �x directions. Recall, in the con-
text of wave propagation and due to inherent losses, a wave
identified as propagating in the þx direction must exhibit
attenuation in this same direction. This requirement auto-

matically selects one of the two possible signs of

Ið~kÞ ¼ Iðx=~cÞ ¼ xI 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~qðx; ~kÞ~vðx; ~kÞ

q� �
, determining a

choice for the square root determination, that depends on
whether the wave along þx will be written with ei~kx or
e�i~kx. At variance the sign of Rð~kÞ for a wave propagating
in þx direction is not imposed a priori by chosing the form
ei~kx or e�i~kx. It is dictated only by the specific dynamic solu-
tion in the wave, which for the real phase velocity

cu ¼ Rð~cÞ ¼ R
h
1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~qðx; ~kÞ~vðx; ~kÞ

q i
can have either posi-

tive or negative sign, as determined by the above imposed

square root determination, i.e. pointing either in the direc-
tion of propagation (direction of attenuation) or in the
opposite direction. With representation e
ixtþi~kx, the crite-
rion for a wave propagating along þx, is, Ið~kÞ > 0; the sign
ofRð~kÞ depends on the wave dynamics. In this study, given
our assumption of finite REVs underpinning our volume-
averaging operations – typically characterized by periodic
boundary conditions and not overly complex structures –

we consider the potential solutions ~kðxÞ to (50) to be dis-
tinctly discrete and enumerable. This includes solutions
such as �~k1ðxÞ, �~k2ðxÞ, and so forth, which do not form
a continuum and are nondegenerate. Furthermore, our
interest centers on scenarios where wavelengths substan-
tially exceed the dimensions of the REV. In such contexts,
particularly within materials featuring relatively simple
internal geometries, we anticipate that primarily the lead-
ing or principal mode solution – the one exhibiting minimal
attenuation – assumes physical significance, residing within
the long-wavelength domain. Other solutions, barring prox-
imity to resonances, are typically deemed non-physical as
they generally do not align with long-wavelength criteria
and exhibit very large attenuation. As pointed out by
Landau and Lifshitz in continuum electrodynamics [7], res-
onance conditions can induce significant shifts in a non-
physical solution, moving it into the physically relevant
long-wavelength region while relegating the former primary
solution to the nonphysical domain. We will assume that
solutions can first be ordered by increasing attenuation
i.e. ascending values of I ~kn

	 

> 0 in the vicinity of x ¼ 0,

and then continue to be continuously identifiable and trace-
able as x increases. The question of degeneracies, or excep-
tional points where two different solutions might merge to
create a different physics, would require a specific study
beyond the scope of this paper. Commonly, the solution
with the least attenuation at x ¼ 0, designated as number
1, remains so at elevated frequencies. However, this does
not preclude the scenario where a solution of a higher initial
order could become the foremost in terms of minimal atten-
uation as x ascends. In reflection/transmission experiments
depicted in Figure 1, the field inside the material consists of
sums of both right-propagating and left-propagating modes.
Should a particular mode solution emerge as dominant –

due to negligible corrections brought by alternative overly
damped modes – it becomes relevant to approximate the
field as primarily composed of this least-attenuated, right-
going and left-going, mode, with wavenumbers �~k1ðxÞ
(or possibly another index in scenarios where a initially
higher-order mode becomes the one predominant at the
considered frequency). Moving forward, we will proceed
under the assumption that such a single-mode representa-
tion of the field suffices. Note that in these circumstances
the permissible frequency range for our macroscopic
description, which leverages volume-averaged variables
and necessitates a clear scale separation between macro-
scopic wavelengths and the characteristic size Rh of averag-
ing volumes, will be confined to frequencies low enough to
maintain the condition that the wavelengths
k0 ¼ 2p=jR½~k1ðxÞ	j and k00 ¼ 2p=I½~k1ðxÞ	 qualify as long
wavelengths, specifically, k'/4, k00/4 � Rh.

8 Note that, in same manner as the term “tortuosity” is adapted
to different contexts with qualifiers such as ideal-fluid tortuosity,
static tortuosity, dynamic tortuosity, operator tortuosity, sim-
ilarly, the term “compliability” will be further specified depend-
ing on the context with analogous terms.
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Finally, when the microgeometry within the REV is suf-
ficiently simple to ensure that only the principal waves
merit consideration (a definition of what precisely means,
“sufficiently simple”, is not evident and will have to be clar-
ified in further studies through detailed simulations in var-
ious geometries), the dynamic behavior of the medium
within the specified range will be effectively captured by
principal, spatially pseudo-local, macroscopic equations:

@B
@t

þrxV ¼ 0;
@D
@t

¼ rxH �rxP; ð51Þ

Dðt; xÞ ¼ q̂V ðt; xÞ ¼
Z

qðt � t0ÞV ðt0; xÞdt0; ð52Þ

Hðt; xÞ ¼ �v̂�1Bðt; xÞ ¼ �
Z

v�1ðt � t0ÞBðt0; xÞdt0; ð53Þ

where the principal or pseudo-local operators, q̂ and v̂�1,
are such that the Fourier-space kernels, ~qðxÞ and ~vðxÞ,
are the quantities, ~q x; ~k1ðxÞ

� �
and ~v x; ~k1ðxÞ

� �
, with

~k1ðxÞ the principal least-attenuated solution to (50). The
term “pseudo-local” is employed to signify that, despite uti-
lizing a description reminiscent of local behavior, the prop-
erties described are fundamentally due to the influence of
non-local responses. Also writing these operators,
q0~aðxÞ=/ and v0/~bðxÞ, give a generalized new, principal,
pseudo-local theory definition for the ancients (conven-
tional divergence-free approach) ~aðxÞ and ~bðxÞ. These
new, pseudo-local ~aðxÞ and ~bðxÞ are now capable to
account for possible resonant effects in more general micro-
geometries. When the frequencies can be made sufficiently
high while maintaining long-wavelengths, resulting in skin
depths that are small compared to all pore sizes, the
pseudo-local kernels ~aðxÞ and ~bðxÞ exhibit only minor
but acoustically important perturbations from the new
principal ideal-fluid, pseudo-local kernels ~a1ðxÞ and
~b1ðxÞ. Unlike their predecessors ~a1 ¼ constant and
~b1 � 1, which are purely geometrical, these new kernels

are now complex functions of frequency whose frequency
dependencies arise from a resonant interplay between iner-
tial effects, associated with the fluid density q0, and elastic
effects, associated with the compressibility v�1

0 .
The definitions of these latter kernels and the derivation

of their visco-thermal perturbations are next considered.
First, we introduce the new ideal-fluid pseudo-local kernels
in Section 4, and then in Section 5, we present their explicit
expressions and those of their perturbations, in terms of
appropriate field averages of the ideal-fluid field patterns.

4 Frozen limit

The paper now shifts its focus to the main topic: a new
pseudo-local description of the very important in practice
high-frequency limit, or frozen asymptotics, where the
fluid’s viscous and thermal properties cause small perturba-
tions on propagation properties that are acoustically impor-

tant. This situation arises when the thicknesses of the
viscous and thermal boundary layers become much smaller
than all relevant sizes in the pore dimensions, such as necks-
apertures of Helmholtz cavities, while the wavelengths
remain long. The process of physically tending to the limit
(with x ! 1 or g; j ! 0) will be referred to as the “frozen
asymptotics”. It is investigated in next Section 5. The limit
itself, denoted the “frozen limit”, is introduced in this sec-
tion. In this limit, the fluid is seen as ideal fluid. The viscous
and thermal relaxational processes are said to be frozen
because they do not have enough time to develop. Com-
pared to the situation analyzed in [18] Appendix and
recalled in Section 2 where small-scale motion was assumed
to be divergence-free, the one considered now is consider-
ably generalized in that it allows resonance imbalances to
appear in small-scale fields. In the frozen asymptotics, small
perturbations induced by viscous and thermal effects mod-
ify the primary ideal lossless fluid behavior of the “frozen
limit”. The “frozen limit” is precisely defined by artificially
making the viscosity and thermal conduction coefficients
tend to zero. In the process of definition of the limit, the
specific method of reducing the parameters to zero is not
critical. To facilitate mathematical consistency, we intro-
duce a parameter � into the equations to represent effects
related to the vanishing viscosity. A similar parameter
could also be incorporated to represent effects related to
diminishing heat conduction. However, these � ! 0 values
primarily serve to prevent mathematical anomalies and
their explicit inclusion for heat conduction does not provide
additional substantive insights. For convenience, by “frozen
behavior” and “frozen fields” below, we will refer specifically
to the ideal-fluid behavior and corresponding ideal-fluid
fields determined in the above sketched simplified process
of regularization.

Specifically, to unambiguously define this primary
“frozen behavior”, destined to be, in next Section 5, slightly
but in an essential manner perturbed by the viscous and
thermal processes arising in the frozen asymptotics, we sup-
press all viscous and thermal conduction terms in the equa-
tions (29)–(31) and we accordingly revise the boundary
conditions (32) and (33) while however simultaneously
keeping, for mathematical regularization, an artificial arbi-
trarily small þi� dissipative term factor applicable to the
constant q0 in the inertial dynamic term of momentum
equation. The purely imaginary nature of it, is because it
mimics contributions originating from ordinary relative-
fluid-to-solid-velocity friction forces, while abstracting from
the true, actual, frequency or wavenumber dependence of
the force; we could have it introduced in the form þði�Þ1=2
actually more akin to the considered HF limit, where the
effects come from complex boundary layers, but this is, as
written above, not critical. Likewise, the spatial constancy
of the þi� is because the actual temporal and spatial
nonuniform distributions of losses terms are seen as irrele-
vant elements, in the process of our reduction to zero of
the losses terms. The only effect of our introduction of
the þi� and its reduction to zero will be to remove
mathematical ambiguities in the limit solutions, that would
appear if it were exactly set to zero. At resonances, essential
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infinities would appear, that are effectively suppressed by
the present � ! 0 term. That is, we write, as the definition
of the “frozen” ideal-fluid variable fields:

r � v1 þ @b1
@t

¼ 0; in V p; ð54Þ

q0 1þ i�ð Þ @v1
@t

¼ �rp1 þ f½ 	; in V p; ð55Þ

cv0p1 ¼ b1 þ b0s1; in V p; ð56Þ

q0cP
@s1
@t

¼ b0T 0
@p1
@t

; in V p; ð57Þ

with boundary conditions at the pore-wall surface Sp, (as
the fluid viscosity has been removed, the fluid has no pene-
tration b.c. at the pore walls),

v1 � n̂ ¼ 0; on Sp: ð58Þ
Extracting as before with (43) a unique complex Fourier
component in the Fourier representation of the arbitrary
real forcing in (55), there is a unique abstract forced fields
solution to equations (54)–(58). Indeed, due to the regular-
ization, the existence and uniqueness of the solution are
maintained, consistent with the discussion in the preceding
Section 3. It has the form, v1 ¼ ~v1ðx; k; rÞe�ixtþikx,
b1 ¼ ~b1ðx; k; rÞe�ixtþikx, p1 ¼ ~p1ðx; k; rÞe�ixtþikx, s1 ¼
~s1ðx; k; rÞe�ixtþikx, with tilde amplitudes presenting signifi-
cant complex variations at pore scale in the presence of
resonances.

Note that the above frozen condensation and excess
temperature and pressure are in adiabatic relation, which
expresses e.g. as b1 ¼ v0p1 and s1 ¼ c�1

b0
v0p1, obtained

after straightforward calculation by using (56) and (57)
and the known general thermodynamic identity [4]:

c� 1 ¼ T 0b
2
0c

2
0

cP
: ð59Þ

As for the velocity and excess pressure patterns, therefore,
they are the solution to the smaller system:

q0 1þ i�ð Þ @v1
@t

¼ �rp1 þ f½ 	; in V p; ð60Þ

v0
@p1
@t

¼ �r � v1; in V p; ð61Þ

v1 � n̂ ¼ 0; on Sp; ð62Þ
from which can also be obtained, by the adiabatic relations,
the condensation and excess temperature.

For the corresponding macroscopic description of “fro-
zen” compressive motions along the x axis of symmetry,
we will have according to the general analysis made before
in Section 3 the following non-local macroscopic equations,
which include both temporal and spatial dispersion and in
which we perform the previous simplification of ignoring

macroscopic inhomogeneity of the material properties due
to non-local edge effects:

@B1
@t

þrxV 1 ¼ 0;
@D1
@t

¼ rxH1 �rxP; ð63Þ

D1ðt; xÞ ¼ q̂1V 1ðt; xÞ ¼
Z

q1ðt � t0; x� x0ÞV 1ðt0; x0Þdt0dx0;
ð64Þ

H1ðt; xÞ ¼ �v̂�1
1 B1ðt; xÞ

¼ �
Z

v�1
1 ðt � t0; x� x0ÞB1ðt0; x0Þdt0dx0; ð65Þ

where we have introduced two directly averaged coarse
grained (“Lorentz”) “frozen” variables B1ðt; xÞ and
V 1ðt; xÞ, such that:

B1ðt; xÞ ¼ hb1iðt; xÞ; V 1ðt; xÞ ¼ hv1xiðt; xÞ; ð66Þ
and an indirect averaged (“Maxwell”) “frozen” variable,
H1ðt; xÞ, such that,

H1ðt; xÞhv1xiðt; xÞ ¼ �hp1v1xiðt; xÞ: ð67Þ
With again the same unique long wavelength complex

Fourier component (43) for the external force fx ¼ �rxP,
the macroscopic equations (63)–(67) will write as follows
for the complex abstract fields, (including the
exponentials):

�ixB1 ¼ �ikV 1; �ixD1 ¼ ikH1 � ikP; ð68Þ

D1 ¼ ~q1ðx; kÞV 1; H1 ¼ �~v�1
1 ðx; kÞB1; ð69Þ

B1 ¼ hb1i; V 1 ¼ hv1xi; ð70Þ

H1hv1xi ¼ �hp1v1xi; ð71Þ
and for the same reasons as in previous section it will be
considered that these equations also write in exactly same
manner for the tilde amplitudes (not including the
exponentials).

As in the previous section, we define the operator
“frozen” kernels ~q1ðx; kÞ and ~v�1

1 ðx; kÞ using the following
identifications, where tildes may also be applied to the
fields:

~q1ðx; kÞ ¼ ik H1 � Pð Þ
�ixV 1

; ~v�1
1 ðx; kÞ ¼ �H1

B1
: ð72Þ

These identifications provide a specific method to calculate
them, in principle, from the microstructure, based on the
solution to the forced microscopic field equations (54)–
(58) or more simply (60)–(62). As V 1 and B1 are directly
related by (44a), the acoustic “frozen” kernels ~q1ðx; kÞ
and ~v�1

1 ðx; kÞ are entirely determined by x, k, and
two macroscopic “frozen” variables, one direct-averaged
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“Lorentz” variable, (V 1 or B1), and one indirect-averaged
“Maxwell” variable, (H1 or D1).

By writing in what follows the “frozen” kernels as:

~q1ðx; kÞ ¼ q0
~a1ðx; kÞ

/
;

~v�1
1 ðx; kÞ ¼ v�1

0 /�1~b�1
1 ðx; kÞ;

ð73Þ

we introduce well-defined “frozen” tortuosity and inverse
compliability, ~a1ðx; kÞ, ~b�1

1 ðx; kÞ. They are dimensionless
and normalized to give an apparent density q0~a1 and
apparent compressibility v0~b1 of the ideal-fluid phase. In
absence of forcing, (P ¼ 0), the system (68) and (69) yields
the following dispersion equation:

~q1ðx; kÞ~v1ðx; kÞx2 ¼ q0v0~a1ðx; kÞ~b1ðx; kÞx2 ¼ k2:

ð74Þ
Again, for general reasons related to reciprocity, the “fro-
zen” kernels should be even functions of k, (see9). As before,
we assume that at a given real value of x, the solutions ~k1,
�~k1, to (74), appear as a set of enumerable distinct nonde-
generate values ~k1;n, �~k1;n, n ¼ 1; 2; :::. It can be ordered
as before in ascending values of I ~k1;n

	 

, where simultane-

ously nonzero real and imaginary parts always exist because
of the þi�. In straight ducts (where regularization is not
necessary due to the absence of resonances), the multiplicity
of solutions includes: first, the well-known plane-wave mode
propagating at the speed of sound in free space; second, a
finite number of other propagating modes that occur only
at frequencies above their cutoff frequency; and third, an
infinite number of purely evanescent modes whose cutoff
frequency exceeds the frequency of interest. These evanes-
cent modes typically do not need consideration, except per-
haps for the initial few, due to their geometrically damped
nature. Also, higher order propagating modes appear only
when the wavelengths become comparable to the duct
cross-section size. In our case, assuming long wavelengths,
we expect to remain in a regime without higher-order “prop-
agating” modes. There will be a fundamental “frozen” mode,
usually of wavenumber ~k1;1, which has the simplest field
pattern of all modes, the largest phase velocity, and practi-
cally zero attenuation, except for infinitesimal, which comes
from the regularization. Higher order “frozen” “propagating”
modes with successively more complex field patterns appear
only when the wavelengths are short enough to be compa-
rable to the typical small-scale lengths. As such, they lie in
the unphysical (in the present context of volume-averaged
macroscopic theory) frequency regime of too-short wave-
lengths. Beyond the fundamental propagating mode, there
will a priori be evanescent “frozen”modes, with I ~k1;n

	 

> 0

increasing with n and R ~k1;n

	 

practically zero, but not

exactly, due to the regularization. A priori, only in the

vicinity of resonances, some initial higher-order modes
may experience a rapid decrease in their damping and phase
velocity (while the initial principal evolves rapidly at the
same time), which would bring them into the physical
long-wavelength solution domain, possibly even assuming
the role of a new fundamental. Finally and as before, when
the microgeometry within the REV is sufficiently simple to
ensure that only the principal waves merit consideration
(again this will have to be clarified in further studies
through detailed simulations in various geometries), the
dynamic behavior of the frozen field within the specified
range, k0=4 � Rh, with k0 ¼ 2p=jR½~k1;1ðxÞ	, will be effec-
tively captured by principal, pseudo-local, macroscopic
equations:

@B1
@t

þrxV 1 ¼ 0;
@D1
@t

¼ rxH1 �rxP; ð75Þ

D1ðt; xÞ ¼ q̂1V 1ðt; xÞ ¼
Z

q1ðt � t0ÞV 1ðt0; xÞdt0; ð76Þ

H1ðt; xÞ ¼ �v̂�1
1 B1ðt; xÞ ¼ �

Z
v�1
1 ðt � t0ÞB1ðt0; xÞdt0;

ð77Þ
where the “frozen” effective, principal, local-operators ker-
nels in Fourier space, ~q1ðxÞ and ~v1ðxÞ, are the quantities,
~q1 x; ~k1;1ðxÞ
� �

and ~v1 x; ~k1;1ðxÞ
� �

, with ~k1;1ðxÞ the prin-
cipal solution to equation (74). These will be written more
simply, q0~a1ðxÞ=/ and v0/~b1ðxÞ, in definition of the prin-
cipal new pseudo-local version of ancients (conventional
divergence-free approach) a1 and b1 � 1. The peudo-local
kernels are capable to account for resonant effects. The
wavenumber ~k1;1ðxÞ is real (except for infinitesimal regu-
larization) as it corresponds to the principal mode in an
undamped, � ! 0, medium. As we have long wavelengths
we do not consider the case of a band gap. Suppressing
the useless index 1 we expect that the above equations
describe in free field (P ¼ 0) the propagation of harmonic

waves with a wavenumber ~k1ðxÞ ¼ x=c1ðxÞ having real

celerity c1ðxÞ ¼ c0=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~a1ðxÞ~b1ðxÞ

q
, while the functions

~a1ðxÞ and ~b1ðxÞ are complex with possibly negative real
parts opening Veselago-type [42] of behavior. Although
such exotic behaviors are not expected at present long
wavelengths, the Gibbs concept of averaging, which does
not preclude the size of macroscopic wavelengths, would
be more favorable for their appearance, and detailed numer-
ical investigations in a range of microgeometries would need
to be performed to clarify the situation. On the other hand

there is now a characteristic impedance, ~Zc1ðxÞ ¼
�H1=V 1 ¼ q0c0

/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~a1ðxÞ=~b1ðxÞ

q
, that will not need to

be purely real. We come back to this and the resonant com-
plex character of the frozen functions ~a1ðx) and ~b1ðxÞ in
next section, when we have obtained their expressions in
terms of fields averages.

9 Note that the reciprocity property is thermodynamic in origin.
Here, in the frozen fields or kernels we have not tried to maintain
a realistic physical trace of the physical losses. But a sort of
mathematical trace of the thermodynamics subsists in the
introduced presence of the þi�.
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5 Frozen asymptotics: Generalization of
Johnson-Allard’s HF results

In a recent work [43] carried out within the classical
local divergence-free approach it has been numerically
demonstrated, in 2D, that the presence of edges at the pore
walls is susceptible to profoundly alter the HF asymptotics
of the dynamic tortuosity ~aðxÞ, tending to substitute to the
characteristic asymptotics in inverse square-root-of-fre-
quency convergence to the limit a1, a completely different,
logarithmic one. In a forthcoming work, this finding will be
justified by purely analytical considerations in line with
those of Ref. [44]. For now, to avoid these difficulties, we
will stick to Johnson and Allard’s simplification that the
pore wall surface appears locally flat everywhere on the
scale of the small viscous and thermal boundary layers of
thicknesses d ¼ 2m=xð Þ1=2 and d0 ¼ 2m0=xð Þ1=2.

Given this simplification, we aim to determine the new
pseudo-local description (51)–(53) that is applicable in the
HF long-wavelength limit which is named above the “frozen
asymptotics” and is consistent with the underlying non-local
nature of the medium. Based on the conventional Johnson-
Allard HF results mentioned in Section 2 and the previous
analyses in Sections 3 and 4, it is easy to anticipate that the
desired pseudo-local description should have kernels with
the following form in this HF frozen asymptotics:

~qðxÞ ¼ q0/
�1~aðxÞ

¼ q0/
�1~a1ðxÞ 1þ m

�ix

� �1=2 2
~K1ðxÞ

þ :::

" #
; ð78Þ

and

~v�1ðxÞ ¼ v�1
0 /�1~b�1ðxÞ

¼ v�1
0 /�1~b�1

1 ðxÞ 1þ c� 1ð Þ m0

�ix

� �1=2 2
~K0
1ðxÞ

þ :::

" #
;

ð79Þ

where the calculation process of the ~a1ðxÞ and ~b�1
1 ðxÞ has

been detailed in Section 4, and the calculation process of the
~aðxÞ and ~b�1ðxÞ has been detailed in Section 3.

In this section, we will derive explicit expressions for the
quantities ~a1ðxÞ, ~b�1

1 ðxÞ, ~K1ðxÞ, and ~K0
1ðxÞ in terms of

averages over the frozen fields. These expressions extend
the classical Johnson-Allard formulations for a1, b

�1
1 � 1,

K1, and K0
1.

To identify the new lossless limit values ~a1ðxÞ and
~b1ðxÞ, that will differ from the conventional a1 and
b1 ¼ 1 when the frequency is not sufficiently high to be
far from the resonances, we first note the following identity,

rx �H1V 1ð Þ ¼ � @D1
@t

V 1 þ H1
@B1
@t

� V 1rxP: ð80Þ

It is immediately derived from the two equations (75). To
make the algebra as simple as possible we can suppress
the external force and consider a single (principal) wave

propagating in direction þx. In this case the use of complex
fields of type: V 1 ¼ ~V 1e�ixtþi~k1;1x, etc., is allowed in equa-
tions (75) without source, thus also in abstract manner in
(80), where the tilde amplitudes ~V 1, etc., are eigen ampli-
tudes associated to the solution corresponding to the first
principal mode 1;1 whose wavenumber is ~k1;1. The equa-
tion (80) gives, when using such fields:

rx �H1V 1ð Þ ¼ ix D1V 1 � H1B1ð Þ: ð81Þ
Moreover in (76) and (77) this use is also allowed and
it gives, since the convolution integrals transform in multi-
plications: D1 ¼ q0/

�1~a1ðxÞV 1, and H1 ¼ �v�1
0 /�1

~b�1
1 ðxÞB1. Then, (81) also reads:

rx �H1V 1ð Þ ¼ ix q0/
�1~a1ðxÞV 2

1 þ v0/~b1ðxÞH 2
1

h i
;

¼ ix q0/
�1~a1ðxÞV 2

1 þ v�1
0 /�1~b�1

1 ðxÞB2
1

h i
:

ð82Þ
This same quantity, rx �H1V 1ð Þ, can be evaluated in dif-
ferent manner by starting this time at the microscopic level,
without source, and with microscopic fields varying like,
v1 ¼ ~v1ðx; rÞe�ixtþi~k1;1x, etc., and making the average.
We have:

rx �H1V 1ð Þ � rxhp1v1 xi ¼ r � hp1v1i
¼ hr � p1v1ð Þi: ð83Þ

The equivalence � is because, as we have demonstrated
(Appendix B), the Umov condition (67) can be applied to
the abstract complex fields with the exponentials (71).
The replacement of v1 x by v1 and rx by r� is because
of the assumed macroscopic symmetry along x which makes
hp1v1i to be aligned to x̂. The last equality comes imme-
diately from the spatial averaging theorem, stating that,
(see e.g. [18] with n̂ the outward normal at Sp from the fluid
region):

r 1
V

Z
V p

adV

" #
¼ r ah i ¼ rah i þ 1

V

Z
Sp

an̂dS; ð84Þ

where a is an arbitrarily variable microscopic field. Indeed,
expressing hr � p1v1ð Þi with this theorem, the surface inte-
gral term cancels because of v1 � n̂ ¼ 0 at Sp.

Now, from (54)–(57) without source term and the previ-
ously mentioned adiabatic proportionnality between b1
and p1, we have:

r � p1v1ð Þ ¼ rp1 � v1 þ p1r � v1 ¼ ix q0v
2
1 þ v0p

2
1

� �
;

¼ ix q0v
2
1 þ v�1

0 b21
� �

; ð85Þ

and thus, taking the average:

rx �H1V 1ð Þ ¼ ix q0hv2
1i þ v0hp21i

� �
;

¼ ix q0hv2
1i þ v�1

0 hb21i
� �

:
ð86Þ
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Comparison of the two results (82) and (86) and separate
identification of the kinetic and potential energy terms lead
us to the following interpretation and expression of the new
“frozen” tortuosity and inverse compliability functions
~a1ðxÞ and ~b�1

1 ðxÞ:

~a1ðxÞ ¼ /h~v2
1i

h~v1i2
¼ h~v2

1ip
h~v1i2p

; ~b�1
1 ðxÞ ¼

~H 2
1

h~p21ip
¼ h~b21ip

h~b1i2p
: ð87Þ

Importantly, the reason for the possible identification of the
term on V 2

1 in (82), namely the term ixD1V 1 in (81), as
the (opposite) rate of change of kinetic energy, is the previ-
ously mentioned (Section 3) interpretation of D1 as
momentum “in acoustic form”. In the present lossless con-
text, there is no momentum other than acoustic, so
�ixD1V 1 is currently the rate of change of kinetic energy.
Therefore this identification, which leads to the simple for-
mulas (87) reminiscent of those found in the conventional
local description, is directly conditioned by the choice of
the H1 field, as fixed by the Umov condition. This, once
again, highlights the fundamental importance of this condi-
tion. Finally, the last expression of the frozen inverse com-
pliability shows that the latter inverse interprets as a kind
of tortuosity factor constructed from the condensation field
b1 (or excess pressure or temperature field p1, s1, as they
are all adiabatically proportional) instead of the velocity
field v1. While the frozen tortuosity ~a1ðxÞ is a measure
of disorder in the ideal-fluid velocity field, the frozen inverse
compliability turns out to be the same type of measure of
disorder, tansposed this time for the ideal-fluid condensa-
tion field (or excess pressure or temperature). Previously,
in conventional local theory assuming divergence-free
small-scale motion, the same thing occurred, but was
masked by the cancellation up and down, giving b�1

1 � 1,
since the frozen condensation or excess temperature and
pressure were not distributed. It was evident that
a1 � b�1

1 ¼ 1 and such a statement no longer makes
sense.

Thus, in the above expressions, which must be taken in
the � ! 0 limit, a significant difference from the usual diver-
gence-free situation is that the new fields ~v1ðx; rÞ and
~b1ðx; rÞ can now be distributed, very significantly, on a
small scale. At the same time, it is essential to remark that,
as the point-to-point variations of the fields do not occur in
phase, we now get complex functions. The above general-
ized complex measures of disorder in the fields ~v1ðx; rÞ
and ~b1ðx; rÞ can now take on important complex values
and their respective ordering becomes not evident. They
express complex intertwined inertial and elastic dynamics
with more than just a purely geometric content. These
new properties can lead to significant, non-trivial complex
variations near resonances, which could be described as
complex generalized Veselago-type behavior. Numerical
investigations will have to be systematically conducted in
ranges of microgeometries to ascertain, for example, possi-
ble “slow waves” related to now possibly large values of
the refraction index.

The complex functions ~a1ðxÞ and ~b�1
1 ðxÞ and their

inverse must satisfy the characteristic symmetry relations

expressing the reality of fields and stating that they are
Hermitian functions:

~a1ð�xÞ ¼ ~a�1ðxÞ; ~b�1
1 ð�xÞ ¼ ~b�1

1
� ��

ðxÞ: ð88Þ

The real parts a01ðxÞ and b0
1ðxÞ must be even functions,

the imaginary parts a001ðxÞ and b00
1ðxÞ must be odd func-

tions of frequency. The simple condition (satisfied at
� ! 0) that the propagation is purely undamped physically,
require that these functions are such that their product,
~a1ðxÞ~b1ðxÞ, which is involved in the expression of the
celerity ~c1ðxÞ, (q0v0~a1~b1~c21 � 1), is positive (recall that
we do not consider here the case of band gap). For this to
hold, ~a1ðxÞ and ~b1ðxÞ will have equal and opposite
phases. It means equal phases for the ideal-fluid new
pseudo-local tortuosity ~a1ðxÞ and ideal-fluid new pseudo-
local inverse compliability ~b�1

1 ðxÞ. Indeed, that this prop-
erty holds true is suggested by the form of the mutually
akin expressions (87). Note that since the phase of h~v1i is
the same as that of h~b1i (because ~k1 ¼ x=~c1ðxÞ is to be
found real), and their square is the same double phase quan-
tity, what will happen, certainly, is that a different but
same single phase will be found for h~v2

1i and h~b21i, as well
as for the quadratically defined Umov amplitude field � ~H1
itself. This can be deduced from the result (87b), first
expression, a priori making it possible to write these func-
tions in the form:

~a1 ¼ a01 1þ iC1ð Þ; ~b1 ¼ b0
1 1� iC1ð Þ; C1 ¼ a001

a01
¼ � b00

1
b0

1
:

ð89Þ

It means that, reactive processes will appear and produce a
complex characteristic impedance, ~Zc1, defined by,
�H ¼ ~Zc1V , for propagation along þx, and given by the
manifestly complex expression:

~Zc1 ¼ q0c0
/

ffiffiffiffiffiffiffi
~a1
~b1

s
¼ q0c0

/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a0
1

b
0
1
� 1þ iC1
1� iC1

s
: ð90Þ

It remains now to identify the modified characteristic
lengths, evolving from those described by Johnson-Allard,
which continue to account for viscous and thermal losses
separately. These lengths will be shown to remain real
positive quantities, each still linked exclusively to either
viscous or thermal effects. However, they now represent
the more intricate dynamics encompassing both inertial
and elastic interactions, thereby transforming them into
frequency-dependent functions. We will see that the new
characteristic lengths can now have values significantly
modified by the local field imbalances induced by the
resonances.

These new lengths must be determined, like the ~a1ðxÞ
and ~b1ðxÞ, in function of the same fundamental principal
frozen solution “1,1” of the lossless frozen equations (54)–
(58). We will identify them in the present general context
by reverting to the original Landau and Lifshitz [13] argu-
ment in §79, Absorption of sound, that was later taken over
but in the usual local theory context only, by Johnson et al.
[9] for viscous losses, and this author [18] Appendix for
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viscous and thermal losses simultaneously. Allard’s different
and more simple argument [20] to derive the expression of
parameter �' is entirely specific to the usual local context
and thermal problem and it is not suitable for a generaliza-
tion. It is already not transposable to obtain Johnson’s clas-
sical expression of �because there, it would miss the effect
of a bulk perturbation in ideal flow [44] induced by the pres-
ence of a viscous boundary layer. The principle of the gen-
eral classical argument inspired by Landau and Lifshitz is to
express the compatibility of two sound attenuation calcula-
tions in the high-frequency limit, one directly macroscopic
and the other starting at the microscopic level.

Looking for a plane wave solution varying as e�ixtþi~k1ðxÞx

of the macroscopic motion equations simplified in the local
form of (51)–(53), (without the source term), we find a dis-
persion equation:

q0v0~aðxÞ~bðxÞx2 ¼ ~k21ðxÞ: ð91Þ
The indice 1 is here to remind us that this wavenumber is
the least-attenuated principal solution to the underlying
non-local dispersion equation (50) of the general non-local
theory. On a macroscopic scale the intensity will decay like
e�2k001x, with k001 ¼ I½~k1ðxÞ	. With HF asymptotics (78) and
(79) the attenuation parameter k001 is found to be:

k001 ¼
x
c0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~a1ðxÞ~b1ðxÞ

q
�

1
~K1ðxÞ

ffiffiffiffiffiffi
m
2x

r
þ ðc� 1Þ 1

~K01ðxÞ

ffiffiffiffiffiffi
m0

2x

r" #
þ ::: ð92Þ

On the other hand, starting at the microscopic scale, with a
classical reasoning given in [13], p. 299, k001 can be related to
the microscopic fields by writing:

k001 ¼
j _Emechj
2S0

; ð93Þ

where S0 is the time-averaged acoustic energy flux i.e. the
intensity of the wave, and _Emech is the time-averaged rate
of energy dissipation per unit total volume V ¼ V p=/.
Indeed, the latter is nothing but @S0=@x, and since the
decrease of the intensity occurs according to a law e�2k001x,
one immediately justifies (93). As explained in [13] a simple
evaluation of the quantities in (93) is possible when the
absorption is small on a wavelength, i.e., k001 is a small quan-
tity compared to k001 
 x=c1, i.e., k001c1=x << 1. Here it
means that the bracket in (92) is small, i.e., as we have
assumed, the actual behavior is a perturbation of the frozen
behavior. In this case, see [13] §79, S0 can be calculated by
ignoring the effects of losses that are already taken into
account in the numerator j _Emechj, and the latter can be cal-
culated by using the expression for an undamped sound
propagation. The mean acoustic energy flux S0 is estimated
as c1E where c1 is the principal “frozen” (without losses)

speed of sound, c1 ¼ c0=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~a1ðxÞ~b1ðxÞ

q
, and E is the mean

acoustic energy per unit total volume, equal to twice the
mean kinetic or potential energy per unit total volume:

S0 ¼ c0ffiffiffiffiffiffiffiffiffiffiffiffi
~a1~b1

q 2
1
V

Z
V p

1
2
q0v2

1ðt; rÞdV

¼ c0ffiffiffiffiffiffiffiffiffiffiffiffi
~a1~b1

q 2
1
V

Z
V p

1
2
v0p21ðt; rÞdV : ð94Þ

Note that no tilde is put on c1 because, although it is a fre-
quency-dependent quantity, it has no imaginary part in this
context (we are not in a band gap, see before). Inserting the
undamped expressions, v1ðt; rÞ ¼ R ~v1ðx; rÞe�ixtþixx=c1

� �
,

and, p1ðt; rÞ ¼ R ~p1ðx; rÞ½ e�ixtþixx=c1	, and performing
the time average with AB ¼ 1

2R½~A~B�	 this gives:

S0 ¼ c0ffiffiffiffiffiffiffiffiffiffiffiffi
~a1~b1

q 1
V

Z
V p

1
2
q0j~v1ðx; rÞj2dV

¼ c0ffiffiffiffiffiffiffiffiffiffiffiffi
~a1~b1

q 1
V

Z
V p

1
2
v0j~p1ðx; rÞj2dV : ð95Þ

The rate of energy dissipation per unit volume _Emech is [13]:

_Emech ¼ � j
T 0

1
V

Z
rs1ð Þ2dV þ :::

� 1
2
g
1
V

Z
@v1i
@xk

þ @v1k
@xi

� 2
3
dik

@v1l
@xl

� �2

dV � f
1
V

Z
r � v1ð Þ2dV ;

(this is the volume integral of the bulk dissipation rate �D,
see [4], equation (111)), where the index 1 reminds us that
our field is made of one principal wave, only, i.e.,
v ¼ ~v1ðx; rÞe�ixtþi~k1x, etc.After average over a cycle, it reads

_Emech ¼ � j
T 0

1
2
1
V

Z
jr~s1j2dV þ :::

� 1
4
g
1
V

Z
@~v1i
@xk

þ @~v1k
@xi

� 2
3
dik

@~v1l
@xl











2

dV � f
1
2
1
V

Z
r � ~v1j j2dV :

ð96Þ
We will now evaluate this general expression to first order
in the high frequency limit. There are important simplifica-
tions we can make in this calculation. The field pattern can
be split into three different components: a purely acoustic
field, which we can idealize as lossless, (a field that, over
a spatial period or averaging volume, will have nearly the
pattern of the frozen field, ~v1ðx; rÞe�ixtþi~k1;1x, etc.), and
two lossy components induced by this acoustic field and
emitted at the pore walls, one composed of the vortical
fields (to which no excess temperature is associated) and
the other composed of the entropic fields (to which no sig-
nificant velocity is associated). We refer here to the well-
known decomposition in three acoustic, entropic, and vorti-
cal fields, see e.g. for a general presentation [4]. All signifi-
cant losses come from these vortical and entropic fields,
directly created by interaction with the pore walls. This
analysis immediately tells us that we can discard the third
integral term in (96). It is related to the acoustic modes
propagating with their intrinsic damping coming in part
from the second viscosity f; however, these effects are pre-
sently higher-order effects which we need not consider.
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For the evaluation of the remaining first two integrals, we
decompose over a representative volume or period the tilde
fields, ~v1 ¼ ~v1 þ ::: and ~s1 ¼ ~s1 þ :::, as a superposition of
a frozen pattern 1 to which are added the vortical and
entropic motions generated at the pore walls. Assuming
that the pore walls appear locally plane at the scale of the
viscous and thermal boundary layers of thicknesses
d = (2m/x) and d0=(2m0/x), it means, after all is added, tak-
ing velocity and excess temperature fields of the following
type, near the pore walls:

~v1ðx; rÞ ¼ ~v1ðx; rwÞ 1� eikvn
� �þ :::;

~s1ðx; rÞ ¼ ~s1ðx; rwÞ 1� eiksn
� �þ :::; ð97Þ

where, kv = (1 + i)/d, is the viscous shear wavenumber, (see
equation (6.66) in [4]), ks = (1 + i)/d', is the entropic
wavenumber, (see equation (6.57b) in [4]), rw denotes a posi-
tion at Sp, and n is a coordinate along the pore-wall normal,
(�n̂n ¼ r � rw, with n̂ the outward normal to the fluid
region at rw). Consider, first, the thermal dissipation integral
in (96). The above representation of the excess temperature
near the pore walls gives the leading order estimate,

jr~s1j2 ¼ @~s1
@n

@~s�1
@n

þ ::: ¼ j~s1ðx; rwÞj2jksj2e�2k00s n þ . . .

Substituted in the integral it yields:Z
jr~s1j2dV ¼

Z
j~s1j2jksj2e�2k00s ndndSp þ :::

¼
Z

j~s1j2 2

d0
2

d0

2
dSp þ . . .

and gives a contribution:

� j
T 0

1
2
1
V

Z
jr~s1j2dV ¼ � j

T 0

1
2
1
V

1
d0

Z
j~s1j2dSp þ :::

Consider, then, the viscous dissipation integral. The above
representation of the velocity near the pore walls gives a
leading order estimate,

@~v1i
@xk

þ @~v1k
@xi

� 2
3
dik

@~v1l
@xl











2

¼ @~v1i
@n

@~v�1i
@n

þ . . .

¼ j~v1ðx; rwÞj2jkvj2e�2k00v n þ . . .

Substituted in the integral it yields:Z
@~v1i
@xk

þ @~v1k
@xi

� 2
3
dik

@~v1l
@xl











2

dV

¼
Z

j~v1j2jkvj2e�2k00v ndndSp þ . . . ¼
Z

j~v1j2 2
d2

d
2
dSp þ . . . ;

and gives a contribution:

� 1
4
g
1
V

Z
@~v1i
@xk

þ @~v1k
@xi

� 2
3
dik

@~v1l
@xl











2

dV

¼ � 1
4
g
1
V

1
d

Z
j~v1j2dSp þ . . . ;

With these results for the leading order evaluations of the
dissipation integrals, and the expressions (95) of the mean
energy flux, a straightforward calculation shows that the
equation (93) gives for k001:

k001 ¼
x
c0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~a1ðxÞ~b1ðxÞ

q
1
4

� d

Z
Sp

j~v1ðx; rwÞj2dSpZ
V p

j~v1ðx; rÞj2dV
þ ðc� 1Þd0

Z
Sp

j~s1ðx; rwÞj2dSpZ
V p

j~s1ðx; rÞj2dV

2
6664

3
7775þ :::;

ð98Þ
(we have used the adiabatic relation between ~p1 and ~s1
and the general thermodynamic identity (59)). Comparison
with the expression (92) obtained directly at the macro-
scopic level gives the following identification and interpreta-
tion of the viscous and thermal characteristic lengths, where
we can also put expressions based on the fields ~b1ðx; rÞ or
~p1ðx; rÞ instead of ~s1ðx; rÞ:

2
K1ðxÞ ¼

Z
Sp

j~v1ðx; rwÞj2dSpZ
V p

j~v1ðx; rÞj2dV
;

2
K0

1ðxÞ ¼

Z
Sp

j~s1ðx; rwÞj2dSpZ
V p

j~s1ðx; rÞj2dV
:

ð99Þ

These are now fully akin expressions which only exchange
the frozen velocity and excess temperature (or condensation
or excess pressure) patterns. Previously in conventional
local theory assuming divergence-free small scale motion,
the same occurred, but the nice affinity was masked by
the cancellation of the two up and down squared frozen
excess temperature modulus factors that were mere con-
stants in the assumed context.10 In the classical theory,
the relation K1 < K0

1 was evident because 2=K0
1 was the

purely geometric specific surface
R
Sp
dS=

R
V p
dV and it

always happened that the squared ideal-incompressible-
fluid velocities or squared electric-field E were more dis-
tributed at pore-surface Sp than in bulk-volume Vp. Such
ordering is no longer evident for all microgeometries. The
new resonant imbalances raise the question of the genera-
tion of significantly reduced or enhanced values for the
characteristic lengths. It will have to be investigated
whether or not one could have disorder significantly greater

10 Reflecting on an anecdote from the 1990s, I recall my time as a
student of Jean-François Allard, right after he introduced the
notion of a characteristic thermal length determined by a
volume-to-surface ratio [20]. I shared with him my persistent
unease regarding the asymmetry between his thermal length
concept and Johnson’s viscous Lambda. His chagrined response
was, ‘OK, but can you point out the exact error?’ It took me
thirty years, bolstered by insights from electromagnetic analo-
gies and considerations of spatial dispersion, to finally articulate
this “error.” This document details the refined reasoning that
resolves the asymmetry, employing the Umov-Heaviside-Poynt-
ing definition of macroscopic pressure. Through this exploration,
a novel and intricate form of compliability has also emerged,
serving as the natural counterpart to tortuosity.
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in the bulk than at surface, which would lead to character-
istic lengths enhanced compared to that traditional given
by the specific surface, and, to possibly more “transparent”
materials. Or, a contrary situation with ratio of surface dis-
order to bulk disorder significantly enhanced compared to
traditional, which would lead to more absorbing materials.
Once again, detailed numerical investigations in ranges of
microgeometries are warranted to form a correct picture
of the situation.

6 Solution of reflection-transmission problems

To finish, let us briefly explain how the reflection or
reflection-transmission problems sketched in Figure 1 can
now be solved in principle from microstructure from the
solution of the frozen field problem (54)–(58), for the case
of an incident wave whose angular frequency x lies in the
HF range where the asymptotics (78) and (79) applies.
Because of the continuity of Umov field the algebra is the
same as usual. At the front surface x=0 on the air side,
the field is a superposition of incident and reflected waves,
with velocity vx and excess pressure p fields having the form:

pðt; xÞ ¼ R A e�ixtþik0x þ RðxÞe�ixt�ik0xð Þ½ 	;
vxðt; xÞ ¼ R

1
Z0c

A e�ixtþik0x � RðxÞe�ixt�ik0x
	 
� �

;
ð100Þ

where A is an arbitrary incident amplitude constant, RðxÞ
is the reflection coefficient to be determined that will
depend on the configuration, k0 the wavenumber is x=c0,
Z0c the characteristic impedance is q0c0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
q0=v0

p
. Indeed

we can neglect the losses and set governing equations in
the form,

q0
@vx
@t

¼ �rxp; v0
@p
@t

¼ �rxvx; ð101Þ

Inside the material, as we set governing macroscopic equa-
tions in the form,

q0
~aðxÞ
/

@V x

@t
¼ rxH ; v0/~bðxÞ

@H
@t

¼ rxV x; ð102Þ

and the field is a Fabry-Perot superposition of right- and
left-going waves formed by multiple reflections, it will write
in the form:

�Hðt; xÞ ¼ R Ce�ixtþi~kx þ De�ixt�i~kx
h i

;

V xðt; xÞ ¼ R
1
~Zc

Ce�ixtþi~kx � 1
~Zc

De�ixt�i~kx

� �
; ð103Þ

where C and D are the complex amplitudes associated to
the right- and left-going waves and ~k the wavenumber is

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~aðxÞ~bðxÞ

q
=c0, ~Zc the characteristic impedance isffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q0~aðxÞ=ðv0/~bðxÞÞ
q

. At the front surface, the continuity

of volume flow imposes that, vxðt; 0Þ ¼ V xðt; xÞ, which gives

a first relation,
1
Z0c

Að1� RÞ ¼ 1
~Zc

ðC � DÞ. And as men-

tioned before the continuity of acoustic energy flux is conti-
nuity of Umov stress, pðt; 0Þ ¼ �Hðt; 0Þ, which gives a
second relation, Að1þ RÞ ¼ C þ D. In the first configura-
tion the condition that the velocity vanishes at the rigid
wall, V xðt; dÞ ¼ 0, gives a third condition,
Ce�ikd � Deikd ¼ 0, which uniquely determines the reflection
coefficient in terms of the thickness d and generalized frozen
“parameters” a1ðxÞ=/, /b1ðxÞ, K1ðxÞ and K0

1ðxÞ. In
the second configuration, a transmitted wave in the air will
emerge at the rear surface x ¼ d, that will write in the form:

pðt; xÞ ¼ R ATe�ixt þ ik0ðx� dÞh i
;

vxðt; xÞ ¼ R
1
Z0c

AT�ixt þ ik0ðx� dÞ
� �

;
ð104Þ

by definition of a suitable transmission coefficient T . At
x ¼ d, the continuity of volume flow, vxðt; dÞ ¼ V xðt; dÞ,
and the continuity of Umov stress, pðt; dÞ ¼ �Hðt; dÞ, give
the two relations,

1
Z0c

AT ¼ 1
Zc

ðCeikd � De�ikdÞ, and

AT ¼ Ceikd þ De�ikd , which uniquely determine the reflec-
tion and transmission coefficients in terms of the thickness
d and generalized frozen “parameters”, a1(x)//, /b1(x),
�1(x) and K0

1ðxÞ, in a way similar as usual in local-theory
when we had these replaced by the constants, a1//, /, �1
and K0

1.

7 Conclusion

The restriction to divergence-free motion on a small
scale is by no means a prerequisite for a homogenized,
purely macroscopic description of long-wave sound propa-
gation in fluid-saturated porous materials. On the contrary,
the most general descriptions of this type, which are inher-
ently non-local but can be transformed into a pseudo-local
description within certain limits, require overcoming this
condition, which then opens up the possibility of radically
new behavior. The present considerations do not come
out of context. The need to go beyond conventional diver-
gence-free simplification can be encountered in a very wide
variety of scenarios, many of which have recently been ana-
lyzed by C. Boutin and other authors, which must be cited
here [45–51]. A necessary condition for these scenarios to
occur is that markedly different pore sizes (say, differing
by one order of magnitude or even more) appear in the Rep-
resentative Elementary Volume. The very different pore
sizes can come from resonators, or just plainly from widely
different ordinary components. For example in [51] was con-
sidered the case of a bimodal REV made of two single-pore-
size materials separately describable in the conventional
way, one playing the role of background matrix, the other
the role of inclusion. It was shown that when the two differ-
ent porous components, matrix and inclusion, have very
contrasting permeabilities (i.e. pore sizes differing by an
order of magnitude or more, the propagation regime in
the inclusions being in the range of a very low-frequency
Darcy-type diffusive regime), new “co-dynamic” behaviors
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appear with the so-called pressure-diffusion attenua-
tion mechanism (not a new loss mechanism but a new
manifestation of the basic viscous friction loss mechanism,
in this context of locally unbalanced diffuse pressure). As
a rule, in these works by Boutin & Coll. the dynamical sit-
uation considered beyond the case of divergence-free motion
at pore scale is coined “co-dynamics” with a number of its
characteristics being noted for the different cases. The grid
of analysis has been based on the consideration of REV
made of juxtaposing and joining separate subregions of
markedly different microgeometries, described with differ-
ent two-scale asymptotic homogenization expansions, and
with underlying philosophy of making inherent simplifica-
tions in these juxtapositions/junctions and specific resolu-
tions in each case, justified by a physical analysis of order
of magnitude. The present paper is not a place to discuss
it; it would perhaps be a difficult task for us to do so,
who feel that the employed unconventional two-scale
homogenization process with its various re-scalings is not
obvious, and that “Der liebe Gott steckt im detail”. Our dif-
ferent non-local point of view here, was expressed in a sim-
ple case including resonators and a geometry sufficiently
simple to admit a long wavelength HF regime where the
skin depths can be considered small. Only based on the
actual fluid-mechanics governing equations and general
non-local considerations, with an electromagnetic analogy
suggesting an “Heaviside-Poynting” or “Umov” definition
of macroscopic pressure that is rooted in deep thermody-
namic reasons [4], it is completely independent of the men-
tioned works. Its detailed mathematical implementation
will pose no problem of principle. It will not need distin-
guishing any subregions in the REV and matching them,
however the question of the concrete solving of the equa-
tions will itself be an issue, with in general the necessity
to have recourse at numerical techniques. On the general
problematics of new “co-dynamic” behaviors set forth by
Boutin et al. our point of view exemplified in the present
paper will offer we hope a different perspective and provide
a more general basis in foregoing studies. For example, our
approach will provide the means to appreciate and interpret
the considerations made in the recent article [52].

The new effective local high-frequency description that
is derived here is susceptible to have applications in noise
control problems with structured materials whose complex
structures will enable the emergence of new acoustic func-
tions [53]. This is evident as the usual monotonic restric-
tions on the possible frequency-dependences in the
functions a(x) and b(x), (see [18] Appendix and [31] and
[1]), explode, and acoustical behaviors of Veselago optical
type become possible in an even more general form with
complex quantities. Currently, there is in particular a press-
ing need for the development of thinner and lighter sound
absorbing materials. In this paper, we limited ourselves to
the consideration of the new high-frequency limits for 1D
propagation along a macroscopic symmetry axis and it
remains to make definite calculations on example geome-
tries to assess their utility and potential. Beyond that, we
would have to consider and clarify a number of more or less
endless and considerable generalizations, e.g.: Consider the

new full-frequency pseudo-local description within the pre-
sent simplifications (i.e., the focus on the main least
attenuated field); Allow for non-smooth pore walls; Perform
an important 3D generalization when symmetry restrictions
are removed: by non-local origin one expect arriving at aug-
mented quantities and relations, characteristic of an “equiv-
alent anisotropic solid” instead of an “equivalent fluid” and
illustrating even better the electromagnetic analogy; Study
the new physical position of the notion of isotropy/aniso-
tropy; Consider situations with macroscopic mean defined
by ensemble average instead of volume average and in this
context investigate the non-local description independently
of the size of wavelengths; In this context, take into account
in complete way the non-localities with this time, possible
intervention of the parts of operators that describe higher
order modes; Study the possibility to take into account
the end effects at material boundaries (“Drude layers”);
Consider the case with frame vibrations allowed beyond
the quasi-“en-bloc” simplification; etc. This list of non-
exhaustive more or less considerable open questions sug-
gests that a general treatment of rethought problems within
the framework of non-local “Maxwell-Umov” theory will be
a lengthy task, but the time has come to get down to it. We
have started here with the simplest: the redefinition of
Johnson-Allard’s HF limits, which however already illus-
trated the fruitfulness of non-local Maxwell-Umov ideas,
inspired by the developed electromagnetic-acoustic analogy.
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Appendix A

Biot-Allard’s theory

In this appendix we show how Biot-Allard’s macro-
scopic linear theory, in either its frozen (x ! 1) or relaxed
(x ! 0) limit, can be conceptualized as a semi-phenomen-
ological continuum field theory of the type described in [54]
x9. This is justified by the assumed underlying incompress-
ibility. In addition, we discuss the extension to the har-
monic arbitrary regime using the same simplifying
hypothesis, and, along the way, the necessary additional
extension when this simplification is abandoned for the
fluid, so that the tortuosity and compliability operators â
and b̂ correspondingly turn out to be non-local. In this view
we take as the continuum field variables waðx; y; z; tÞ of [54]
x9, the mean displacements Ua

i ðx; y; z; tÞ ¼ huai iaðx; y; z; tÞ of
the solid and fluid phases, where ða ¼ s; f Þ ði ¼ 1; 2; 3Þ.
Indeed, within Biot-Allard’s theory framework, both solid
and fluid phases permeate each other, creating their own
interconnected clusters. The average (macroscopic) motions
of both solid and fluid parts are followed separately. The
mean displacements are the integrals of microscopic dis-
placements within a Representative Elementary Volume
(REV) for solid and fluid, respectively, normalised by the

volumes of the solid and fluid: h:if ¼
1
V f

Z
V f

:dV was

denoted h:ip in the text, h:is ¼
1
V s

Z
V s

:dV . The V f and V s

represent the fluid and solid part in the REV V , respec-
tively. Volumes are denoted by abuse of language with

same letter as used for corresponding domains. It is envi-
sioned that the dimension of the REV is small compared
to the relevant wavelength. Assume that the macroscopic
linear wave theory in the frozen/relaxed limit is derived
from a Hamiltonian variational principle (without/with dis-
sipation function). The Lagrange L ¼ T � V and dissipa-
tion D density functions of this principle can a priori
include the continuum variables wa (the Us

j ¼ husjis and

Uf
k ¼ hufk if ) as well as their first derivatives

@wa

@xi
with

respect to the spatial coordinates
@Us

j

@xi
and

@Uf
k

@xi
and their

first derivatives
@wa

@t
with respect to time

@Us
j

@t
and

@Uf
k

@t
.

This is because we seek equations of the type of wave-
equations. The density functions L and D are scalar quadra-
tic functions formed with these continuum variables and
the unit tensor dij (the only rotationally invariant true ten-
sor), with no explicit dependence on time and space. This is
because we assume linearity of the equations of motion,
homogeneity in time and space, and isotropy for simplicity.

First of all, let us assume that there are no losses (a com-
pletely frozen scenario that may be relevant to consider in a
theoretical limit x ! 1 that allows to neglect viscoelastic
and viscothermal losses while still having large wave-
lengths). The principle of Hamiltonian variation isZ

L wa;
@wa

@xi
; _wa

� �
dV dt ¼ Extremum; ðA:1Þ

from which the Euler-Lagrange equations of motion are
derived (in the following, summations on repeated indices
are automatically implied)

@

@xk

@L
@ @wa=@xkð Þ þ

@

@t
@L

@ _wa

� @L
@wa

¼ 0: ðA:2Þ

In ordinary elasticity theory, where there is only one dis-
placement field, the dependence of the Lagrangian on the
wa in (A.1), and thus the last term in (A.2), can be sup-
pressed. This is due to the fact that the uniform displace-
ment of the medium has no energy cost. Similarly here,
there is no energy cost associated with uniform macroscopic
displacement of either the fluid or the solid components.
Therefore, here also, the dependence on wa in (A.1) and
the last term in (A.2) can be discarded. Also similar to elas-
ticity theory, is the fact that potential energy comes from
phase deformations and kinetic energy comes from veloci-
ties. This puts us in a scenario where densities can be sought
in the following form:

L
@Us

i

@xk
;
@Uf

i

@xk
; _Us

i ;
_Uf
i

 !
¼ T _Us

i ;
_Uf
i

	 
� V
@Us

i

@xk
;
@Uf

i

@xk

 !
:

ðA:3Þ
For the kinetic energy density, the possible independent
quadratic scalars formed with _Us

j, _Uf
j and dij are three:

_Us
i
_Us
jdij, _Uf

i
_Uf
j dij, _Us

i
_Uf
j dij, which gives the representation
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T ¼ 1
2
q11

_Us
i
_Us
i þ

1
2
q22

_Uf
i
_Uf
i þ q12

_Us
i
_Uf
i ; ðA:4Þ

where ðq11, q22, q12Þ are scalar constants of the medium to
be identified later. They can only depend on the solid and
fluid densities and the microgeometry. Concerning the
potential energy, it should be noted that it depends on
the variables only through their symmetric combinations,
since it is the latter that define the linear component of
the strains. In other words, we can reexpress the function
V @Us

i=@xk; @U
f
i =@xk

	 

in the form of a function

V Us
ik;U

f
ik

	 

, where Ua

ik � @Ua
i =@xk þ @Ua

k=@xi
	 


=2, (a ¼ s; f ).
In addition, we impose the condition that the macroscopic
shear deformations of the fluid do not involve any energy
cost. This flexibility is due to the inherent properties of
the fluid, which allow it to move freely with respect to
the solid without experiencing any restoring force, and thus
also to withstand shear between the two, without any
restoring force arising. It follows that the dependence on

Uf
ik, is instead a dependence on the trace Uf

ii ¼ Uf
ijdij only:

V ¼ V Us
ik;U

f
ll

	 

. The possible independent quadratic sca-

lars made of Us
ij, Uf

ll and dij are four: e2, �2, e� and

Us
ijU

s
ij, where e � Us

ii and � � Uf
ii, giving the representation

V ¼ 1
2
Ae2 þ 1

2
B�2 þ CUs

ijU
s
ij þ De�; ðA:5Þ

where A, B, C and D are scalar constants of the medium to
be identified later. They can only depend on the fluid and
solid elastic constants and the microgeometry. In the follow-
ing, we replace these constants by the following symbols in
order to adhere to the notations used in Biot’s theory:

A $ P � 2N ; B $ R; C $ N ; D $ Q: ðA:6Þ
Later we will explore the interpretation of the constants
q11, q22, q12, P , Q, R, and N to ensure that T and V can
properly represent kinetic and potential energy densities.
For now, let us present the equations of motion. Write
the Euler-Lagrange equations explicitly and evaluate the

derivatives with formulas such as
@ _Ub

j

@ _Ua
i

¼ dijdab,
@Ub

lm

@
@Ua

i
@xk

¼
1
2 dkmdil þ dkldlmð Þdab. We get the following Biot equations:

@ps
i

@t
¼ @rs

ik

@xk
;
@pf

i

@t
¼ @rf

ik

@xk
; ðA:7Þ

where the rs
ik given by

rs
ik ¼ � @L

@Us
i;k

¼ ðP � 2NÞeþ Q�½ 	dik þ 2NUs
ik; ðA:8Þ

are interpreted as macroscopic contact stresses exerted by
the solid on the solid phase per unit total cross-surface of
the material; the rf

ik given by

rf
ik ¼ � @L

@Uf
i;k

¼ R�þ Qe½ 	dik; ðA:9Þ

are interpreted as the complementary macroscopic contact
stresses exerted by the fluid on the fluid phase per unit total
cross-surface of the material; the momentum ps

i

ps
i ¼

@L

@ _Us
i

¼ q11
_Us
i þ q12

_Uf
i ; ðA:10Þ

is interpreted as the special part of solid-fluid overall
momentum per unit total volume, created by the differen-
tial solid macroscopic contact stresses exerted on the solid
part; and the momentum pf

i

pf
i ¼ @L

@ _Uf
i

¼ q22
_Uf
i þ q12

_Us
i ; ðA:11Þ

is interpreted as the complementary special part of solid-
fluid overall momentum per unit total volume, created by
the differential fluid macroscopic contact stresses exerted
on the fluid part. In explicit form the above Biot’s equations
are:

q11
€U s þ q12

€U f ¼ Preþ Qr�� Nr�r�U s; ðA:12Þ

q22
€U f þ q12

€U s ¼ Qreþ Rr�: ðA:13Þ
Before proceeding with the interpretation of intervening
macroscopic constants in these equations, let us be very
clear about the meaning we give to the macroscopic stresses
ra¼s;f
ik . Let us imagine that we cut a small macroscopically

oriented area dSn̂ of the material, of normal direction n̂.
It consists of a fluid part of the area dS/ and a solid part
of the area dSð1� /Þ. Let Mþ and M� denote the particles
directly in contact on either side of this surface at a given
point M on dSn̂, with n̂ pointing from � to þ. The forces
rs;f
ik nkdS are macroscopically relevant mean expressions of

contact forces exerted through this surface, resp., by solid
particles þ on solid particles � or by fluid particles þ on
fluid particles �. In the conventional interpretation of
Biot’s theory, the relevant mean expressions are derived
by calculating the algebraic sum of the microscopic forces
and normalizing them per unit total surface. It is important
to note that our goal is to interpret the density L as the dif-
ference between kinetic energy and potential energy per
unit total volume V of the material. Consequently, the
fluid’s macroscopic contact force is represented by
�/Pf nidS, leading us to conclude that

rf
ik ¼ �/Pf dik: ðA:14Þ

Here, Pf ¼ hpf if represents the macroscopic excess pressure
in the fluid, which is the mean more simply denoted
P ¼ hpip in the main text (indice p for pore space). In the
extension of Biot’s theory presented in this paper, it is
important to consider our reassessment of the concept of
mean or macroscopic stresses in the fluid. For the sake of
simplicity in the following discussions, we will adhere to
the classic Biot-Allard scenario where pf equals Pf plus a
fluctuating correction term dpf , the amplitude of which is
significantly smaller than that of Pf , even though both gra-
dients rPf and rdpf are of the same order, as detailed in
[18] Appendix and re-explained here in the text after equa-
tion (1). It is important to highlight that this scenario shifts
within the extension. When questioning fluid incompress-
ibility while still accepting solid incompressibility, our usual
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understanding of the macroscopic solid stresses rs
ik remains

unchallenged. However, the conception of fluid macroscopic
mean stress needs to be modified to align with the Umov
definition discussed in the text:

rf
ik ¼ /Hf dik; hpf _uf ip ¼ �Hf h _uf ip: ðA:15Þ

The Biot-Willis arguments outlined below, for the sake of
simplicity, apply to the straightforward Biot-Allard case,
but retain their significance within the broader context of
the extended interpretation that incorporates the revised
Umov perspective on fluid stresses. In the initial Biot-Willis
framework, the fluid pressure pf is designated as pe – repre-
senting an externally applied pressure – accompanied by a
deviatoric response pressure dpf of negligible magnitude,
which is distributed at the pore level. However, in the
expanded approach where Umov definitions are essential,
this pf is articulated as �He þ dpf , where �He symbolizes
the homogeneous Umov component (thereby reinterpreting
previous analyses by substituting �He for pe), and dpf
reflects a varying complementary component at the pore
scale; though significant, it does not affect the overall out-
comes. In essence, the discussions that fit within the con-
ventional Biot-Allard framework continue to be applicable
in the extended scenario, with adaptations limited to the
non-local definitions discussed in the manuscript, of tortu-
osity and compliance metrics operators, â and b̂.

With these considerations in mind, we can now start
with the interpretation of constants q11, q22 and q12 by ana-
lyzing the fluid and solid motions in a representative vol-
ume V . For later use we recall that the dimensions of the
volume are sufficiently small (and the microgeometry suffi-
ciently simple) to consider that the fluid motion is quasi-
divergence-free and the solid motion is quasi-“en-bloc”
motion. Let us write the equation of motion for the fluid
mass contained in the volume of fluid V f ¼ V / contained
inside a representative sphere bounded by a closed surface
S. This surface is the union of surfaces Sf ¼ /S and surfaces
Ss ¼ ð1� /ÞS, which are the intersections of S with the
fluid and the solid, respectively. The fluid itself contained
in V forms a volume V p bounded by the outer boundary,
called Sf , and the inner surfaces Sp where the fluid inter-
faces with the solid pore walls (V p and Sp to conform with
notations in the text for the pore space filled by the fluid
and the pore wall, fluid-solid interface). In the case of a unit
volume, V ¼ 1, Newton’s fundamental law of mechanics
F ¼ ma holds for the motion of the fluid mass in question
(we denote q0 the fluid ambient density):

q0/ €Uf
i ¼

@rf
ik

@xk
þ Ri; ðA:16Þ

where the two force terms are the resultant of the stresses
applied to the fluid at Sf and at the pore wall surface Sp,
respectively. The writing of the first force results from the
consideration of the unit volume and the definition of rf

ik
as stresses per unit of total material surface. Internal pres-
sures at the pore walls, due to the relative accelerations of
fluid and solid, give rise to an additional inertial reaction
force R exerted by the solid on the fluid. Correspondingly,

when considering the motion of the solid mass within the
same volume of material (we denote qs the solid ambient
density), an equal and opposite reaction force is exerted
by the fluid on the solid, coming from the same opposite
actions exterted at the pore walls:

qsð1� /Þ €Us
i ¼

@rs
ik

@xk
� Ri: ðA:17Þ

It comes in addition to the resultant of the stresses carried
by the solid and applied directly to it at the surface Ss. Now
let us find the expression forR. To simplify the analysis, we
will first assume that the solid is quite heavy and not very
deformable, so that only the fluid responds to acoustic
motion. In this case, there is no need to consider the first
Biot equation (A.12). It is sufficient to focus on the second
equation (A.13), which remains well-conditioned. The two
terms q12

€U s and Qre vanish: the coefficients q12 and Q
are coupling coefficients which as such remain finite (this
is easily checked a posteriori on their expressions), whereas
the quantities €U s and re tend to zero in the considered
limit. Therefore, this second Biot equation (A.13) writes

@

@t
q22

_Uf
i

	 
 ¼ @

@xk
ðR�dikÞ: ðA:18Þ

By using (A.9) we see that

R�dik ¼ rf
ik: ðA:19Þ

Hence, subtracting (A.18) from (A.16) allows us to elimi-
nate the term @rf

ik=@xk, resulting in:

Ri ¼ q0/� q22ð Þ €Uf
i : ðA:20Þ

We see that this force is opposite and proportional to the
fluid momentum rate of change, according to a relationship

Ri ¼ � a1 � 1ð Þ/q0
@

@t
_Uf
i ; ðA:21Þ

with

a1 � q22

/q0
: ðA:22Þ

To identify the constant a1 greater than 1 (the reactive
force opposing the fluid acceleration), we simply need to
recognize that the macroscopic equation (A.18) which also
expresses as

q22

/
@

@t
_Uf
i ¼ � @

@xi
P f ; ðA:23Þ

(according to (A.19) and (A.15)) is only intended to show
how, at the microscopic level, the motion of the fluid obeys
a simplified version of the equations describing ideal fluid
motion, which takes into account the quasi-incompressibil-
ity of the fluid. Normally, the ideal fluid equations would
be, with v0 the fluid compressibility, _ufi the fluid micro-
scopic velocity components, pf the fluid pressure:

q0
@ _ufi
@t

¼ �ripf ; in V p; ðA:24Þ
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v0
@pf

@t
¼ �r � _uf ; in V p; ðA:25Þ

with boundary conditions (n̂ normal to Sp)

_uf � n̂ ¼ 0; on Sp: ðA:26Þ
The key here is to examine geometries that are simple
enough for the fluid to move within the pore network in a
REV without undergoing differential local compression or
dilatation, to a first approximation (note that for this rea-
son we do not need to add infinitesimal dissipation to the
above problem to make it definite, since the geometry is
assumed to be simple enough not to lead to resonance).
In such geometries, this comes from the supposed long
wavelengths compared to the REV dimensions. For this
reason, we consider it justified to replace the exact equa-
tions (A.24)–(A.26) (which by themselves would not lead
to (A.23) with q22 a constant) by the following model11

equations (equations of the incompressible ideal fluid):

q0
@ _ufi
@t

¼ �ripf ; in V p; ðA:27Þ

r � _uf ¼ 0; in V p; ðA:28Þ
with,

_uf � n̂ ¼ 0; on Sp: ðA:29Þ
The variable pf is no longer strictly speaking a pressure
(there is no pressure concept in an incompressible fluid),
but an abstract field defined by the value of the macro-
scopic pressure gradient rPf and the microgeometry.
These model equations are expected to yield the (almost)
correct form of the velocity profile at the microscopic level,
due to the large wavelengths, based on the implicit restric-
tions on allowed microgeometries. Taking the mean of
(A.27) gives

q0

@h _ufi ip
@t

¼ �hripf ip; ðA:30Þ

and the comparison of this equation with (A.23) implies:

a1 � q22

/q0

� �
hrpf ip ¼ rhpf ip: ðA:31Þ

This equation, joined with the model equations (A.27)–
(A.29), is a definition that determines in unique manner the
value of the coefficient a1 > 1, that is termed the (ideal-
fluid) tortuosity coefficient. By using the spatial averaging

theorem (84) we can re-express
1
a1

¼ 1� k1 with k1
defined by

1
V p

Z
Sp

pf n̂dS ¼ k1rPf : ðA:32Þ

The surface integral is the reaction force exerted by the
fluid on the solid, resulting from a pore scale distribution of
pressures. Note that since the material is assumed to be
homogeneous, a constant in pf does not contribute by sym-
metry. Furthermore, a purely linear variation such as that
corresponding to macroscopic variations of x � rPf does
not contribute either (see e.g. [18] (7.23)). Thus, in the
notations used in (17)–(20), where pf is written p01 þ pf ,
only the fluctuating stationary (or periodic) part p01 of
the pressure contributes to the integral. The coefficient
0 < k1 < 1 is interpreted as the hydrodynamic drag coeffi-
cient. If the solid is set in motion from rest with a final
velocity of U s, the fluid is partially entrained and assumes
a final velocity of k1U f . It can be proven that the defini-
tion (A.31) of a1 is the same as:

a1 ¼ hð _uf Þ2ip
h _uf i2p

: ðA:33Þ

Here, to obtain it physically, we may content ourselves to
remember that in the present scenario the kinetic energy
per unit total volume only comes from the fluid. It is given
by (A.4) i.e. T ¼ q22ð _U f Þ2=2 ¼ q22h _uf i2p=2, and, from
microscopics, we know that it is also given by
T ¼ /hq0ð _uf Þ2=2ip (/ is the volume of fluid in a unit total
volume), hence the result. In this representation, the mean-
ing of a1 as a measure of disorder in the fluid velocity pat-
tern is clear, and it is immediately seen that in any complex
geometry where the velocity field cannot be a uniform field,
the condition a1 > 1 necessarily holds. We wish to mention
for future reference that a1 is the inertial coefficient in the
following macroscopic form of Newton’s law:

q0a1
@h _uf ip
@t

¼ �rhpf ip: ðA:34Þ

Finally, before leaving the current motionless solid scenario,
it is worth mentioning also for future reference that we
have the following option to define the incompressible
ideal-fluid pattern _uf . It is the only solution to the following
problem:

r � _uf ¼ 0; ðincompressibilityÞ in V p; ðA:35Þ

r � _uf ¼ 0; ðideal� fluidÞ in V p; ðA:36Þ

n̂ � _uf ¼ 0; ðideal� fluidÞ on Sp; ðA:37Þ

h _uf ip ¼
1
V p

Z
V p

_uf dV ¼ _U f ;

ðremoval of amplitude=direction ambiguityÞ: ðA:38Þ

11 It is precisely through this transition to presumed justified
model equations for incompressible fluid, and by a similar
transition for the solid, that the aforementioned restrictions on
microgeometries are implicitly introduced, making the Lagran-
gian approach with first order derivatives possible.
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Let us now relax the simplification made above (immobile
solid) and come to the general case where the acoustic
disturbance affects both the solid and the fluid. The wave-
length scales are still assumed to be large compared to REV
dimensions. By generalizing the logic that previously
brought us to recognize fluid motion as incompressible by
virtue of this condition, we now accept that solid motion
is, in fact, locally uniform motion. Again, this is an implicit
restriction on the type of microgeometry allowed. The
assumption means that, locally, the shape and dimensions
of the volumes V s and V f occupied by the solid and the
fluid, and of the interface Sp, are practically unchanged.
In fact, as for the local small acoustic amplitudes uniform
compression-dilatation of solid and pore space dimensions,
there is no point in considering them because we are making
a linear theory. The only new element compared to previous
considerations is that now the solid particles in V s and at Sp

advance “en-bloc” with velocity _us ¼ _U s. For the fluid, we
write _uf ¼ _U s þ _w, where _w is the relative velocity of
the fluid with respect to the solid. In the moving frame of
reference animated by the velocity of the solid, velocities
_w play the role of previous _uf velocities. What we have seen
above shows us that the field _w verifies the equations
of problem (A.35–A.38), where we replace _uf by _w and

_U f by h _wip ¼
1
V p

Z
V p

_wdV ¼ _U f � _U s. Applying relation

(A.21) in the inertial coincident moving frame of reference
driven by the instantaneous velocity of the solid, we thus
have the following expression for the reaction force (exerted
by the solid on the fluid):

R ¼ � a1 � 1ð Þ/q0
@

@t
h _wip

¼ � a1 � 1ð Þ/q0
@

@t
_U f � _U s

	 

; ðA:39Þ

where a1 ¼ hw2ip=hwi2p is exactly the same tortuosity fac-
tor as defined above since w is the same pattern as the pre-
vious _uf . Carrying this expression into relations (A.16) and
(A.17) gives:

q0/ €Uf
i ¼

@rf
ik

@xk
� a1 � 1ð Þ/q0

€Uf
i � €Us

i

	 

; ðA:40Þ

qsð1� /Þ €Us
i ¼

@rs
ik

@xk
þ a1 � 1ð Þ/q0

€Uf
i � €Us

i

	 

: ðA:41Þ

Comparison of (A.40)–(A.41) with equations (A.7), (A.11),
(A.10) then gives the following relationships:

q11 ¼ qsð1� /Þ þ q0/ða1 � 1Þ; ðA:42Þ

q22 ¼ /q0a1; ðA:43Þ

q12 ¼ �/q0ða1 � 1Þ; ðA:44Þ

which fully determine macroscopic effective Biot densities
qij based on solid and fluid densities, and porosity and tor-
tuosity parameters linked to the microgeometry of the
medium. Let us now turn to the identification/interpreta-
tion of elastic parameters P , Q, R and N , in the same com-
pletely frozen scenario (no losses). Identifying the elastic
parameter N is easy: it is the shear modulus of the solid
skeleton; the fluid (which does not exert elastic restoring
forces in shear) does not contribute to its value. The identi-
fication of the parameters P , Q and R, which depend on the
two phases, is more delicate. This is done in two steps, using
the following two (jacketed and unjacketed) “thought
experiments” inspired by those (quasi-static) of Biot and
Willis [16]. Let us start with the jacketed experiment. Let
us consider a REV – thus a volume of small dimension com-
pared to wavelengths – that we imagine is encased by an
impermeable membrane, which is easily extendable and
retractable, but also strongly attached to the solid and cap-
able of transmitting to it, through the attachments, the
external variable stresses that are exerted. We also assume
that the membrane is not closed but terminates in a capil-
lary that connects the air inside the volume in question to a
reservoir of fixed pressure P 0, representing the ambient
pressure. In this way, it is assumed that the fluid escapes
and enters the volume by passing through the capillary,
keeping the internal fluid pressure constantly at zero mean
overpressure. The membrane or diaphragm is subjected to a
uniform and harmonic overpressure pe ¼ ~pee�ixt, i.e. isotro-
pic stresses �pedij are applied to it. Note that the mem-
brane is not strictly necessary to consider. We can
envision ourselves being able to directly manipulate the
solid using numerous small pistons that cling only to the
solid while allowing the fluid to move freely. In response,
the solid is assumed to undergo a certain isotropic uniform
and harmonic macroscopic compression-dilatation:

Us
ij ¼

e
3
dij: ðA:45Þ

Because the volume is small compared to wavelengths of
interest there is no difficulty in imagining uniform harmonic
compression-dilatation everywhere synchronous with no
lag. Since the presence of the capillary is intended to allow
the equilibration of the internal air pressure with P 0, so that
no excess pressure appears in the air, we have

rf
ij ¼ ðQeþ R�Þdij ¼ 0 ) Qe ¼ �R�; ðA:46Þ

and since the above stresses on the diaphragm are integrally
transferred to the solid via the attachments, we can also
write

rs
ij ¼ �pedij ¼ ðP � 2NÞeþ Q�½ 	dij þ 2NUs

ij: ðA:47Þ

Combining the three relations we find

rs
ij ¼ �pedij ¼ P � 4

3
N � Q2

R

� �
edij: ðA:48Þ
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Note that, as we have used in (A.47) Biot’s relation (A.8)
we have implicitly assumed the absence of significant
differential solid motions at pore scale, what we have
termed the solid quasi-“en-bloc” motion. Here, this charac-
teristic is assumed automatically satisfied by the very fact
of considering a small volume the size of a REV. Also in
(A.46) obtained by setting rf

ij ¼ 0 in (A.9), we are making
a replacement consistent with the vision of a fluid diver-
gence-free motion, which also can be justified in same
manner. In the generalization that will have to consider
the â and b̂ as coming from underlying non-local quantities,
the same structure of equations will make sense to describe
corresponding motions occurring in the material, but with
appropriate changes in interpretation. The externally
applied excess pressure pe will represent an applied macro-
scopic �He stress field, while we will have to interpret
(A.46) as the vanishing of the macroscopic excess pressure,
meant in the sense of the Umov-averaged pressure in the
fluid Hf only, not pf itself. Now notice that the quantity
�pe
e

can, by definition, be called the compression modulus

Kb of the solid skeleton at constant pressure in the fluid,
or else the compression modulus Kb of the solid skeleton
in vacuum. In the generalization this meaning will be
allowed to be kept in relation with the understanding of
the vanishing of the overpressure in the fluid, as a vanishing
in the Umov sense only, �Hf ¼ 0. This bulk modulus is in
principle directly measurable and we thus have obtained a
first relation on constants P , Q, R, and N :

Kb ¼ P � 4
3
N � Q2

R
: ðA:49Þ

In the imagined frozen scenario, there are no losses at all
and Kb would be a positive quantity. Turning now our
attention to the unjacketed experiment, the same REV
sample is no longer enveloped by a diaphragm. It is directly
subjected to the action of the external uniform harmonic
overstresses �pedij ¼ ~pee�ixtdij. Macroscopically these
externally applied stresses will be divided into fluid and
solid stresses proper, applied on corresponding phases per
unit of total surface

rf
ij ¼ �/pedij; r

s
ij ¼ �ð1� /Þpedij; ðA:50Þ

whereas microscopically, the fluid and solid stresses are
simply the applied �pedij. In response at macroscopic level
certain isotropic uniform and harmonic compression-
dilatation arise:

Uf
ij ¼

�

3
dij; Us

ij ¼
e
3
dij; ðA:51Þ

and there follows that (with same type of calculation as
before, for the solid)

�pe/ ¼ ðQeþ R�Þ; �peð1� /Þ

¼ P � 4
3
N

� �
eþ Q�: ðA:52Þ

At microscopic level because the stresses are simply –pedij
there is also uniform and different compression-dilatation
for the solid and fluid. By the way in this experiment the
� and e represent indifferently the divergence of macro-
scopic/microscopic displacements. There follows that the
quantity –pe=e has the interpretation of the bulk modulus
Ks of the solid itself, of which the skeleton is made. Thus

from the two relations (A.52) we get Ks/ ¼ Qþ R
�

e

� �
and Ksð1� /Þ ¼ P � 4

3
N þ Q

�

e
and by eliminating �=e

Ksð1� /Þ ¼ P � 4
3
N þ Q

Ks/� Q
R

: ðA:53Þ

Similarly, since there is isotropic uniform microscopic
expansion-compression of the fluid, the quantity –pe=� has
the interpretation of the bulk modulus Kf of the fluid itself,
which is here the adiabatic bulk modulus Ka because of the
frozen scenario where losses are neglected. From the two

relations (A.52) we get Kf/ ¼ Q
e
�
þ R and

Kf ð1� /Þ ¼ P � 4
3
N

� �
e
�
þ Q and by eliminating e=�

Kf ð1� /Þ ¼ P � 4
3
N

� �
Kf/� R

Q
þ Q: ðA:54Þ

The algebraic combination of the relations (A.49), (A.53)
and (A.54) determine the following P , Q and R:

P ¼
ð1� /Þ 1� /� Kb

Ks

� �
Ks þ /

Ks

Kf
Kb

1� /� Kb

Ks
þ /

Ks

Kf

þ 4
3
N : ðA:55Þ

Q ¼
/ 1� /� Kb

Ks

� �
Ks

1� /� Kb

Ks
þ /

Ks

Kf

: ðA:56Þ

R ¼ /2Ks

1� /� Kb

Ks
þ /

Ks

Kf

: ðA:57Þ

These equations determine the effective elastic constants P ,
Q and R based on the moduli N (skeletal shear modulus),
Kb (skeletal bulk modulus), Ks (solid bulk modulus),
Kf ¼ Ka (fluid adiabatic bulk modulus) and the porosity
parameter / related to the microgeometry of the medium.

We will now introduce losses in the opposite, low-fre-
quency, relaxed limit, where we will reconsider in an appro-
priate manner the derivations and statements above. As
known and discussed in Landau and Lifshitz [12], within
the Lagrangian formalism, which assumes the dependence
of the equations of motion on the generalized coordinates
and their first-order-in-time derivatives, the presence of
losses can be usefully considered when the macroscopic
state of affairs is still fixed by the considered macroscopic
variables and their first-order-in-time variations. Within a
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Lagrangian approach, losses can be considered in a special
quasi-static limit where a dissipation function determined
by first-order-in-time derivatives exists. Here it corresponds
to the relaxed scenario that may be relevant to consider in a
theoretical limit x ! 0, which allows to introduce a viscous
dissipation determined only by macroscopic velocities.
From a microscopic perspective, fluid undergoes shear as
it flows adjacent to solid surfaces. This shear results
from the necessity for the fluid velocity to change rapidly
over pore-scale distances – transitioning from a value
corresponding to the solid velocity at the pore wall, as
dictated by the no-slip boundary condition, to a distinct
bulk velocity determined by the microgeometry of the sys-
tem and the overall amplitude of the fluid-solid motion.
From a macroscopic perspective, the underlying viscous
friction processes inevitably associated with this fluid shear
are expressed by a dissipation function D _Us

i ;
_Uf
i

	 

deter-

mined by the w field of relative velocities _U f � _U s. As a
quadratic scalar constructed with w and dij we have no
choice but to write it as follows

D ¼ 1
2
b _U f � _U s
	 
2

; ðA:58Þ

where the interpretation of coefficient b is to be made. The
previous considerations leading to the expressions (A.4) and
(A.5) for the kinetic energy and the potential energy still
hold, but the interpretation of the coefficients is to be
resumed in the present different, relaxed instead of frozen
context. The presence of the dissipation function expresses
by the appearance of the dissipative forces �@D=@ _Us

i and
�@D=@ _Uf

i in (A.7)

@ps
i

@t
¼ @rs

ik

@xk
� @D

@ _Us
i

;
@pf

i

@t
¼ @rf

ik

@xk
� @D

@ _Uf
i

; ðA:59Þ

with the quantities rs
ik, r

f
ik, p

s
i and pf

i , which are formally
still given by the same equations as before (A.8)–(A.11),
but now changed in meaning and values, reflecting the
new interpretations and values of the coefficients to be
made now. Before proceeding we explicitly write the new
Biot equations (A.59)

q11
€U s þ q12

€U f ¼ Preþ Qr�� Nr�r�U s

þ b _U f � _U s
	 


; ðA:60Þ

q22
€U f þ q12

€U s ¼ Qreþ Rr�� b _U f � _U s
	 


: ðA:61Þ

Let us start with the interpretation of parameter b. As
before, to simplify the analysis, the solid is made quite
heavy and not very deformable, so that only the fluid
responds to acoustic motion. Only (A.61) is well-condi-
tioned and it writes q22

€U f ¼ Rr�� b _U f . Since we are con-
sidering a limit x ! 0, the second-order time-derivative
term must be negligible compared to the first-order one,
and since R� ¼ �Pf/ where Pf is macroscopic excess pres-
sure in fluid

b _U f ¼ �/rPf : ðA:62Þ

Now obviously in this limit, fluid motion must be that given
by Darcy’s law [55]:

/ _U f ¼ � k0
g
rPf ; ðA:63Þ

where k0 is Darcy’s permeability, and there follows the iden-
tification of parameter b:

b ¼ g/2

k0
: ðA:64Þ

In this limit, the fluid flow at the pore scale does not obey
the frozen model equations (A.27)–(A.29) but instead obeys
the following relaxed viscous model equations

0 ¼ g�_ufi �ripf ; in V p; ðA:65Þ

r � _uf ¼ 0; in V p; ðA:66Þ
with,

_uf ¼ 0; on Sp: ðA:67Þ
The excess “pressure” pf ¼ Pf ¼ Csteþ r � rPf

	 
þ dpf

decomposes into the macroscopic excess pressure Pf , that
is fixed up to a constant by the macroscopic pressure gradi-
ent, and a fluctuating response dpf (hdpf ip ¼ 0) fixed as _uf

by the solution of the problem. In (A.27)–(A.29) the same
kind of decomposition of pf applies, with obviously a differ-
ent solution for _uf and the fluctuating dpf . With present
relaxed _uf the Darcy permeability is given by [18]
Appendix

/
k0

¼ h� _uf �� _uf ip
h _uf i2p

; ðA:68Þ

while the following set

a0 ¼
hð _uf Þ2ip
h _uf i2p

; ðA:69Þ

now takes on an increased value compared to the one (a1)
it had in the frozen case. This is because the viscous effects
introduce additional perturbations to the microscopic fluid
pattern as a result of the need for the velocities at the pore
walls to go to zero. To make the interpretation of previous
parameters q11, q12 and q22 in the present relaxed limit and
show that they are given by the equations (A.42)–(A.44)
where a0 is substituted for a1:

q11 ¼ qsð1� /Þ þ q0/ða0 � 1Þ; ðA:70Þ

q22 ¼ /q0a0; ðA:71Þ

q12 ¼ �/q0ða0 � 1Þ; ðA:72Þ
we resume our previous reasonings adding the contributions
of friction forces between solid and fluid. At the pore walls
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the reaction forces exterted are not only inertial, directed
along the normal, but also viscous, directed along a pore
tangent, resulting in the new macroscopic expression

R ¼ � a0 � 1ð Þ/q0
@

@t
_U f � _U s

	 
� b _U f � _U s
	 


. By fol-

lowing the logic previously established we arrive at the
expressions presented in Equations (A.70)–(A.72). These
equations give the macroscopic effective relaxed Biot
densities qij based on solid and fluid densities, and porosity
and static tortuosity parameters linked to the microgeome-
try of the medium. For the identification/interpretation of
the elastic parameters P ;Q;R, and N , we have to resume
our previous considerations in present context of very low
frequencies and presence of loss terms in the underlying
microscopic equations. There are no changes in the discus-
sion except that the values of elastic constants are seen to
correspond to a quasi-static limit. For the fluid bulk modu-
lus, Kf , the consideration of very low frequencies instead of
very high, means that the thermal exchanges between solid
and fluid have time to fully occur, so that the excess tem-
perature in fluid is fixed to zero by these exchanges. (The
solid is assumed thermally inert and to remain at constant
ambient temperature). Therefore, Kf instead of taking the
adiabatic value Ka, takes on the isothermal value
K0 ¼ Ka=c. Finally, in arbitrary harmonic regime and as
explained in Landau and Lifshitz [12] the Lagrangian
method is not applicable. Nevertheless, in the frozen and
relaxed limit we only used it as a quick derivation short-
cut. We did not need it and the real point was the introduc-
tion of incompressibility simplifications. It should now be
clear that, in arbitrary harmonic regime and without need-
ing any Lagrangian derivation, generalized results can be
directly obtained in same manner as before by continuing
to assume the validity of the incompressibility for solid
and fluid, in such a way that the Biot equations become

~q11
€U s þ ~q12

€U f ¼ ~Preþ ~Qr�� ~Nr�r�U s; ðA:73Þ

~q22
€U f þ ~q12

€U s ¼ ~Qreþ ~Rr�; ðA:74Þ
with this time the following interpretations of macroscopic
coefficients

~q11 ¼ qsð1� /Þ þ q0/ð~a� 1Þ; ðA:75Þ

~q22 ¼ /q0~a; ðA:76Þ

~q12 ¼ �/q0ð~a� 1Þ; ðA:77Þ

N : Skeletal ShearModulus; ðA:78Þ

~P ¼
ð1� /Þ 1� /� Kb

Ks

� �
Ks þ /

Ks

~Kf

Kb

1� /� Kb

Ks
þ /

Ks

~Kf

þ 4
3
N ; ðA:79Þ

~Q ¼
/ 1� /� Kb

Ks

� �
Ks

1� /� Kb

Ks
þ /

Ks

~Kf

; ðA:80Þ

~R ¼ /2Ks

1� /� Kb

Ks
þ /

Ks

~Kf

; ðA:81Þ

~Kf ¼ Ka=~bðxÞ; ðA:82Þ
where ~aðxÞ and ~bðxÞ are the dynamic divergence-free clas-
sical response functions, termed dynamic tortuosity and
dynamic compressibility, whose definitions have been re-
discussed and made in [1], and again in present Section 2.
To grasp the emergence of ~a ¼ ~aðxÞ in (A.75)–(A.77), con-
sider that in the harmonic regime, under the scenario of an
immobile solid with divergence-free modeling of the fluid’s
small-scale motion, a macroscopic Newton’s law analogous
to Equation (A.34) is applicable

q0~aðxÞ
@h _uf ip
@t

¼ �rhpf ip; ðA:83Þ

where ~aðxÞ is the dynamic tortuosity function in question.
For an explanation of what is ~bðxÞ, that satisfies in the
same scenario,

1
Ka

~bðxÞ @hp
f ip

@t
¼ �r � h _uf ip; ðA:84Þ

and how it is modeled from the incompressibility assump-
tion, we also refer to [1] and present Section 2. Finally, in
these expressions and to account for viscoelastic losses,
additional frequency-dependencies generally arise in the
elastic coefficients, mainly N � ~N and Kb � ~Kb, making
them complex quantities with generally small, feebly fre-
quency-dependent, loss angle e.g. ~N ¼ Nð1þ i�Þ. In the
case where the geometry is sufficiently complex for the fluid
to experience local compression-dilatation, the notion of
�Hf

field must be substitued to the above mean pressures
hpf ip and the understanding of the â and b̂ must be
extended in the non-local operators discussed in the text.
In this case, room is opened for fundamentally new behav-
iors incorporating effects of spatial dispersion.

Appendix B

Proof of equation (47), complex representation of real
Umov condition

As analyzed at the microscopic level, the forced solution
V ¼ ~V e�ixtþikx ¼ V R þ iV I, etc., is a mixture in its real and
imaginary parts, V R, V I, etc., (resp. associated to fR

x and
f I
x in the abstract total �ikP ¼ fR

x þ if I
x ¼ ~f e�ixtþikx with

~f real), of scaled 0 and 00 real amplitudes appearing in
quadrature in the tilde amplitudes, ~V ¼ ~V 0 þ i~V 00	� �

~f , etc.
In same manner as before, there will be the relations,
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V R ¼ ~V 0cosðkx� xtÞ � ~V 00sinðkx� xtÞ� �
~f , etc., and

V I ¼ ~V 0sinðkx� xtÞ þ ~V 00cosðkx� xtÞ� �
~f , etc. Let us now

check the equation (47). In more detail, it states:
HR þ iHI
	 
hvRx þ ivIx i ¼ �h pR þ ipIð Þ vRx þ ivIx

	 
i, which
we refer by y. The real part of y poses no problem, owing
to the obviously licit: HRhvRx i ¼ �hpRvRx i, and,
HIhvIx i ¼ �hpIvIx i, (these are written on the real fields, as
is the original (38)). Now note for immediate subsequent
use, that, in one or the other of the two last equalities, if
we represent the R and I amplitudes in terms of their
scaled 0 and 00 components, then extract the cos and sin fac-

tors and their products from the h�i, (long-wavelengths),
and identify the resulting terms in cos cos, sin sin, and
cos sin, we find that the amplitudes 0 and 00 verify the follow-
ing equalities: {~H 0h~v0xi ¼ �h~p0~v0xi, ~H 00h~v00xi ¼ �h~p00~v00xi, and,
� ~H 0h~v00xi � ~H 00h~v0xi ¼ h~p0~v00xi þ h~p00~v0xi}. With this in mind it
is now easy to see that the imaginary part of y poses no
problem either. It states that, HRhvIx i þ HIhvRx i ¼
�hpRvIx i � hpIvRx i. This is also verified: if we substitue the
R and I amplitudes in terms of the 0 and 00 and then identify
the terms cos cos, sin sin, and cos sin, we find the equalities
previously stated in {}.

Cite this article as: Lafarge D. 2024. Acoustic waves in gas-filled structured porous media: Asymptotic tortuosity/compliability
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