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Abstract

Background: This study focuses on Amyotrophic Lateral Sclerosis (ALS), a
progressive neurodegenerative disease that affects motor neurons. ALS patients
suffer from motor weakness, atrophy, spasticity, and difficulties in speaking, swal-
lowing and breathing. Predicting the survival and progression of ALS is essential
for optimising patient care, interventions and informed decision-making.
Methods: Using the PRO-ACT (Pooled Resource Open-Access ALS Clinical
Trials) database and clinical trial data from Exonhit Therapeutics, we applied
machine learning techniques to predict disease progression based on ALS Func-
tional Rating Scale (ALSFRS) scores and patient survival over one year of
follow-up. Our models were validated through 10-fold cross-validation. Kaplan-
Meier estimation was used to cluster patients effectively according to their
profiles. To enhance the predictive accuracy of our models, we performed feature
selection prior to analysis.

Results: Logistic regression combined with feature selection yielded a Balanced
Accuracy score of 76% (68.6% to 79.8% in each fold) on validation data and
76.33% on test data. Integrating model results with a Kaplan-Meier estimates, we



identified four patient clusters, with a C-Index of 0.81 and an overall log-rank test
p-value < 0.0001. Our method demonstrated high accuracy in predicting ALS-
FRS score progression at 3 months (RMSE = 2.88 and adjusted R2 = 0.784 with
random forest). This study showcases the potential of machine learning models
to provide significant predictive insights in ALS, enhancing the understanding of
disease dynamics and supporting patient care.

Keywords: machine learning, feature selection, optimisation, classification, regression

1 Introduction

Amyotrophic lateral sclerosis (ALS), also known as Charcot’s disease, is a progressive
neurodegenerative disorder for which there is currently no cure. It is a particularly
heterogeneous disease, and symptoms may vary from one individual to another, but
patients generally share many similar symptoms. ALS affects motor neurons in the
brain and spinal cord, leading to progressive degeneration of the body’s muscles. As
the disease progresses, muscles can become stiff and spastic, leading to muscle cramps
and reduced mobility. Muscles begin to atrophy, leading to a loss of muscle mass.
Basic functions such as speech, swallowing and breathing may also be affected, leading
to difficulties in communicating and eating. In the advanced stages of the disease,
progressive paralysis can develop, considerably limiting the patient’s independence
and quality of life. Median life expectancy at the onset of symptoms varies between
3 and 5 years. Disease progression is highly variable in terms of functional decline,
body region affected and survival [1]. Consequently, establishing a reliable prognosis
is a major challenge, as it conditions patient management and quality of life, e.g.
by planning interventions or choosing appropriate levels of treatment and care. The
evolution of a patient’s physical functions is calculated using the ALS Functional
Rating Scale (ALSFRS), a scale based on a series of 10 questions assessing motor
abilities in several different areas: bulb, breathing, trunk, upper limbs and lower limbs
[2]. Each domain is scored on a scale from 0 to 4, where 4 represents normal function
and 0 a total loss of function. Thus, a score of 40 indicates normal motor functions,
while a score of 0 indicates total loss of these abilities. There is also a more accurate
revised version of this scale, called ALSFRS-R, which includes additional items to
assess respiratory function more comprehensively [3]. Machine learning methods on
large datasets, such as the PRO-ACT (Pooled Resource Open-Access ALS Clinical
Trials) database, have been used to exploit correlations in the data to predict disease
progression. Two families of learning methods can be distinguished.

Supervised learning methods expose the algorithm to labelled data (i.e. data associ-
ated with outcomes). Several types of methods have been used to predict the evolution
of a patient’s health condition or their chances of survival in the mid term. These
include classification methods [4-7], regression models [8, 9], deep learning methods
[10, 11] as well as survival models [12, 13]. Unsupervised learning methods, on the other
hand, expose the algorithm to unlabelled data (i.e. data with no associated results)
and seek to identify hidden structures in this data. This type of learning is particularly



interesting for ALS patients, as it allows us to discover relationships and patterns in
medical data that may not be obvious at first glance, particularly in data monitoring
the progression of the disease. Clustering [6] and dimension reduction using techniques
such as Principal Component Analysis (PCA) [14] or Uniform Manifold Approxima-
tion and Projection (UMAP) [15, 16] are able to group patients into clusters with
similar profiles. This can help clinicians to better understand individual differences in
ALS progression and to develop personalised treatment strategies.

However, because patients are so heterogeneous, prognostic models often lack pre-
cision and do not always provide information on the uncertainty and interpretability
of results, which are crucial for clinicians. This issue is rarely addressed. The inter-
pretability and complexity of machine learning models are essential, particularly in
sensitive areas such as healthcare, for several reasons. Firstly, it enables healthcare
professionals to understand and trust the model’s predictions. If a clinician cannot
explain why a model has predicted a certain prognosis, they may hesitate to base
their decisions on this prediction. Interpretability is also important for model verifi-
cation and validation. If a model is a “black box”, it is difficult to check that it is
working correctly and that it has not learned misleading correlations from the data.
Finally, interpretability is essential for accountability and transparency. In areas where
decisions can have far-reaching consequences, it is vital to know how and why these
decisions were taken.

In this paper, we conducted a detailed analysis of clinical data from ALS patients.
We applied supervised learning methods to create accurate prognostic models, capa-
ble of predicting the 1l-year evolution of the ALSFRS score and the survival of a
patient according to their features. Our methodology primarily involves advanced fea-
ture selection techniques that enhance the predictive accuracy and interpretability of
the models while minimising their complexity. We have also sought to identify clusters
of patients with similar features and survival rates according to the model outputs.

2 Materials and methods

2.1 Description of data and participants

The data used in this study come from two longitudinal datasets. The first dataset is
the PRO-ACT database, available online [17] and composed of ALS clinical data [18].
It has been designed to bring together data from different ALS clinical trials to provide
a comprehensive overview of their results and to facilitate research into the disease. It
is freely accessible to researchers and clinicians, making it a valuable asset. The data
in this database is frequently used to evaluate the effectiveness of new treatments for
ALS, as well as to better understand the features of the disease and the associated
risk factors. It is structured into a number of tables based on patient information
such as age, gender, type of ALS, stage of disease and medical test results, as well as
information on treatments received by patients, such as drugs, therapies and surgery.
Although it is not representative of all patients with the disease, it is the largest
benchmark database on ALS, offering a unique opportunity to develop prognostic
models. The second dataset, the Exonhit database, is made up of patients from the
Exonhit Therapeutics clinical trial [19]. It includes 400 patients who were followed



for 18 months, from October 2002 to August 2004. The aim of this clinical trial was
to evaluate the effect of pentoxifylline on ALS patients, with a view to developing a
complementary treatment to riluzole if efficacy was observed. The study demonstrated
that the use of pentoxifylline was not particularly beneficial to patients and should be
avoided in combination with riluzole. Variability in data collection was important, as
not all patients were followed for the same length of time or at regular time intervals,
with assessments occurring at different times depending on the patient. We observed
the data over five distinct periods in order to develop 1-year prognostic models. The
starting period denoted Ty corresponds to the beginning of a patient’s medical care,
while successive periods of 3, 6, 9 and 12 months are denoted T3, Tg, Ty9 and Tio,
respectively. These intervals were selected because they represent a reasonable trade-
off that allows significant clinical changes to be captured without requiring excessive
imputation, which could compromise the integrity of the data. Although a monthly
approach could potentially offer finer accuracy, it would significantly increase the need
for imputation given the irregularity and infrequency of assessments between patients
in the datasets.

2.2 Predictors and features

The aim of this study was to predict survival as well as functional loss at one year in
patients measured using the ALSFRS. In addition to the ALSFRS score, explanatory
features included patients’ age (year), gender (female or male), weight (kg.) and
height (cm.), region of onset of first symptoms (bulbar or spinal), duration since onset
of first symptoms and start of management (month), forced vital capacity or FVC
(litre) which measures the maximum volume of air a patient can exhale after maxi-
mum inspiration used to assess lung function and degree of airway obstruction, pulse
rate (b/min) and diastolic and systolic blood pressure (DBP and SBP) (mmHg). The
revised version of the Amyotrophic Lateral Sclerosis Rating Scale (ALSFRS-R) is cur-
rently the most commonly used reference for assessing ALS. This version includes a
revision of the final question on respiratory functions, which is now divided into three
separate items: Dyspnoea, Orthopnoea and Respiratory Failure. This modification
adds 8 points to the overall scale, bringing the total possible score to 48. Although
this version is more informative, much of the data for this feature was missing for
the majority of patients (69.39% missing data, as reported in Table 1). This would
significantly reduce the amount of data available for our machine learning analysis.
Therefore, our study mainly focused on the unrevised version of the scale. Neverthe-
less, we conducted several experiments on the sub-sample with ALSFRS-R scores for
comparative purposes, and the results are available in the appendix (see appendix A).
For patients with an ALSFRS-R score, a conversion was done by omitting the last two
items of the respiratory function question, retaining only the initial dyspnoea item.
This approach is consistent with the guidelines established by PRO-ACT [11, 20].

The existing features, while essential, may not be sufficient to capture the underly-
ing relationships in the data. Therefore within the experiment several derived features
have been added to the existing data. These are created from the initial raw data
in order to increase the ability of the models to capture significant patterns and



Table 1: Distribution of missing data as they were in the original data
at Ty before cleaning. For each feature, the corresponding percentage
of missing data is indicated. Q1, Q2, ..., Q10, are the ten questions
used to calculate the ALSFRS score. Q10 is replaced by Q10a, Q10b
and Q10c to calculate the ALSFRS-R score.

Features PRO ACT Exonhit Overall
Initial sample size 10,723 400 11,123
Gender 0.00 0.00 0.00
Age 28.17 0.00 27.16
Weight 39.15 2.50 37.83
Height 37.54 0.25 36.20
Onset 12.40 0.00 11.96
ALSFRS 36.22 1.75 34.98
ALSFRS-R 65.18 100.00 66.43
Q1 Speech 39.29 0.50 37.89
Q2 Salivation 39.30 0.25 37.89
Q3 Swallowing 39.29 0.50 37.89
Q4 Handwriting 39.30 0.75 37.91
Q5 Cutting 39.34 0.25 37.93
Qb5a Gastrotomy handling 36.21 0.25 34.92
Q6 Dressing and hygiene 39.29 0.50 37.89
Q7 Turning in bed 39.29 0.50 37.89
Q8 Walking 39.29 0.25 37.89
Q9 Climbing stairs 39.29 0.25 37.89
Q10 Respiration 39.29 0.25 37.89
Q10a Dyspnea 68.25 100.00 69.39
Q10b Orthopnea 68.25 100.00 69.39
Q10c Respiratory Insufficiency 68.25 100.00 69.39
Symptom Duration 35.87 0.00 34.58
Forced vital capacity 22.93 0.50 22.13
Pulse 32.09 1.00 30.97
Diastolic blood pressure 32.03 1.00 30.92
Systolic blood pressure 32.03 1.00 30.92

improve the performance of the learning methods. Firstly, we calculated the Body
Mass Index (BMI) from weight and height to measure the corpulence of the differ-
ent patients (< 18.5 means underweight while > 40 means morbid obesity). We then
calculated 4 additional subscores from the ALSFRS scale relating to the bulbar areas
(Q1+ Q2+ Q3), the upper limbs (Q4+ @5), the trunk (Q6+ Q7) and the lower limbs
(@8 + Q9). The ALSFRS/ALSFRS-R scales are useful for measuring overall loss of
function, but they do not take into account differences in the location and severity of
symptoms between patients. These differences can have a major impact on patients’
quality of life and on the treatment strategies to be implemented. To overcome these
limitations, several clinical staging methods have been proposed for ALS (see Table
2). King’s system is not directly based on the ALSFRS-R subscores, but it can be
approximated with a concordance of over 90% [22]. It categorises patients into five
stages based on the areas of the central nervous system affected by the disease and the
speed of progression, focusing on the bulbar area, arms and legs. Stages 1 to 3 repre-
sent the number of areas affected, stage 4 represents the need for a feeding tube and/or



Table 2: The different ALS staging systems as indicated in [21]. NIV=non-invasive
ventilation.

Stage King’s MiToS Fine’till 9

0 No region affected No functional loss No ALSFRS-R subscore < 9
1 One region affected Loss of one region One subscore < 9

2 Two regions affected Loss of two regions Two subscores < 9

3 Three regions affected Loss of three regions Three subscores < 9

4 Need for NIV or feeding tube  Loss of four regions Four subscores < 9

5 Death Death Death

the need for non-invasive respiratory assistance (NIV), and stage 5 represents death.
The Milano-Torino Staging System (MiToS) is derived from the ALSFRS-R scale [23].
It subdivides disease progression into six clinical stages, ranging from 0, meaning no
major functional loss, to 5, corresponding to death. The stage is assigned on the basis
of patients’ functional needs: loss of mobility, communication, ability to swallow and
breathe independently. Each stage corresponds to the need for specific clinical assis-
tance, making it possible to standardise the assessment of ALS progression, guide
clinical interventions and facilitate communication between healthcare professionals
and patients. While the ALSFRS-R directly measures functional ability in several
domains, the King’s score and the MiToS score offer complementary perspectives for
understanding the progression of ALS, with King’s offering better accuracy in the
early and middle stages of the disease, while MiToS is more accurate at the end of the
disease [24]. The final system, Fine'till 9 (FT9), initially breaks down the ALSFRS-R
score into 4 distinct subscores, each with a maximum of 12 points, corresponding to
the bulbar area, fine motor skills (upper limbs), gross motor skills (lower limbs) and
respiratory [21]. The stage is assigned according to the number of subscores less than
or equal to 9. Unlike the MiToS score, which focuses on patients’ functional needs,
and the King’s score, which assesses progression according to the anatomical regions
affected, the F'T9 score attempts to combine elements of both approaches. We adapted
these 3 systems to the ALSFRS score in order to include them in the experiment.
The ability to breathe appropriately for MiTos and the need for NIV for King’s were
determined by Qb5a and Q10. For FT9 we reported the respiratory subscore at Q10
(4 points) and considered a failure when the subscore was below 3, keeping the same
ratio of 0.75 (9/12) as in the original system. Besides, the stage of the disease is not
the same for each patient at Ty. We therefore added an additional feature measuring
the decline rate, defined as follows:

ALSFRS)1a0 — ALSFRS,

decline rate =
! Symptom Duration

(1)

With ALSF RS pa, = 40, the score for a patient in good health, the ALSF RSt score
at the start of the patient’s medical care and Symptom Duration the time in months
between the appearance of the first symptoms and Tj.



Table 3: Distribution of the main features in the dataset after cleaning at 7. For each
quantitative feature, the mean, standard deviation and range of its values are shown, while
for each of the qualitative features the percentage distribution between the different classes
is indicated. In addition to the 11 explanatory features, the ALSFRS feature is broken down
into 11 different features. There is one feature per question, except for the fifth question
which contains two. We also have 21 derived features. This gives a total of 43 explanatory
features. The target features are in bold and the number of patients present in brackets.

Features PRO-ACT (4659) Exonhit (384) Overall (5043)
Avg Std Min Max Avg Std Min Max Avg Std Min Max
Gender (0: Female) 0.62 - - - 0.64 - - - 0.63 - - -
Age (years) 55.57 11.73 18 84 55.26 11.96 21.96 77.91 55.55 11.74 18 84
Weight (kg) 75.53 18.09 39.1 263 70.12  14.12 41 130  75.12 17.87 39.1 263
Height (cm) 170.3 9.98 131 205 170.03 8.6 147 192 170.28 9.88 131 205
BMI (kg/m2) 25.97 5.55 14.77 91.64 24.17 4.12 13.7 44.98 25.83 5.48 13.7 91.64
Onset (0: Spinal) 0.79 - - - 0.77 - - - 0.79 - - -
ALSFRS (/40) 29.76 5.72 7 40 27.52 6.53 9 39 29.59 581 7 40
Bulbar Score (/12) 10.13 2.32 O 12 9.64 254 2 12 10.09 2.34 0 12
Upper Limbs Score (/8) 5.63 2.14 0 8 501 241 0 8 558 217 0 8
Trunk Score (/8) 5.6 1.88 0 8 498 219 0 8 555 192 0 8
Lower Limbs Score (/8) 4.74 2.29 0 8 429 232 0 8 4.7 229 0 8
Mitos Total (/4) 042 072 0 4 0.62 077 O 2 043 072 0 4
Kings Total (/4) 213 088 0 4 228 078 0 3 214 087 0 4
FT9 Total (/4) 1.91 1.08 0 4 219 106 0 4 1.93 1.08 0 4
Decline Rate 0.6 05 0 9.43 062 044 0.03 3.14 06 0.49 0 9.43
S. Duration (months) 22.34 14.59 0.53 287.19 24.78 11.94 4 58 22.53 14.42 0.53 287.19
FVC (litres) 328 112 0 7 253 1.01 0.24 6.13 322 113 0 7
Pulse 77.05 12.24 42 135 78.73 12.21 46 120 77.18 12.24 42 135
DBP (mmHg) 81.69 10.49 30 130 83.7 11.49 54 130 81.84 10.58 30 130
SBP (mmHg) 131.19 17.2 80 210 138.03 18 93 200 131.71 17.36 80 210
ALSFRS Ti2 (/40) 18.59 11.88 0 40 16.45 12.17 0 39 18.42 1191 0 40
Survived (0: Death) 0.8 - - - 072 - - - 079 - - -

2.3 Managing missing data

In this study, we had a significant amount of missing data in several features (see Table
1). We took the decision to remove patients with missing data in order to ensure the
quality and robustness of the prediction models. Indeed, missing data may introduce
biases and affect the performance of machine learning algorithms. Several methods
exist for dealing with missing data, such as imputation, which involves replacing miss-
ing values with estimates. However, even the most effective imputation methods can
fail by increasing bias and/or decreasing the interpretability of the models [25], par-
ticularly in complex and heterogeneous datasets such as those used in our case. By
removing patients with missing data, we ensure that models are trained on complete
and consistent data, minimising the risks of bias and overfitting. This approach also
simplifies the process of modelling and interpreting results, avoiding the complications
associated with multiple imputation and the advanced analysis techniques required to



deal with incomplete data. Table 3 indicates the number of patients remaining and
the different features present at Ty in the cleaned dataset.

2.4 Model evaluation criteria

The predictive quality of our classification models was assessed by calculating the
number of true positives (TP), false negatives (FN), true negatives (TN), and false
positives (FP). Based on these criteria, several metrics were derived:

- Sensitivity: Lt — - Precision: =L
Y TP+FN TP+FP
_ NI, TN . Sensitivity+Specificity
Specificity: x5 rp - Balanced accuracy: 5

For our regression models, we evaluated the error rate using:

- Root Mean Square Error (RMSE): \/Zyil(pmjil,ﬁreali)z

Zﬁvzl(realifpredi)(‘)
o SN | (real;—real)?
2 )01 — (1=R?*)x(N—1)
adj N—k—1
Zf\;l(predi—m)xweali—@)

Opred XOreal

- Coefficient of determination (R?): 1
- Adjusted coefficient of determination (R

- Pearson’s correlation coefficient (PCC):

With N, the number of patients, pred;, the value predicted by the model, real;, the
actual value for patient i, real represents the average of the values, k the number of
features used in the model and o represents the standard deviation.

2.5 Feature selection

In the medical context, the data used for classification or regression presents a par-
ticular challenge in terms of quantity and quality. It is common to have few complete
data, but many features associated with this data. This can make the models obtained
by learning difficult to generalise (overfitting) without additional precautions. Reduc-
ing the number of features to exactly what is needed to predict the value of the target
feature is a possibility well suited to this context. We then looked for an optimal solu-
tion, i.e. the smallest subset that would give the best-performing model. Generally
speaking, and this is the case in the medical field, the selection of features increases
the interpretability of the model while reducing the amount of information needed to
be collected, which in turn reduces the effort involved in collecting and entering infor-
mation. Ideally, all possible combinations of subsets of features should be evaluated
to find the best solution. However, this approach is impossible because of the com-
binatorial explosion that results when the number of features is large. Indeed, with
our 43 features, there are 243 different subsets to explore, which in the current state
of knowledge cannot be achieved in a reasonable time. The feature selection problem
is considered NP-hard [26, 27], i.e. its complexity increases exponentially with the
number of features. Nevertheless, several approximation methods are available.



2.5.1 Embedded methods

Embedded methods integrate feature selection directly into the model learning pro-
cess, using techniques like Lasso and Elastic Net in linear classification methods (e.g.,
logistic regression, ridge regression, SVMs) to regularise or penalise certain features,
potentially reducing their weights or eliminating them. Decision tree-based methods,
such as random forests, assess feature importance by evaluating their impact on pre-
diction accuracy and calculating the average information gain during tree construction
[11, 28].

2.5.2 Filter methods

Filter methods evaluate the relationship between explanatory features and the tar-
get feature using statistical techniques, selecting features based on calculated scores.
Techniques include the Spearman Correlation Coefficient (SCC) [29], which assesses
monotonic relationships, and ANOVA, which compares group means to identify signif-
icant features [30]. Mutual Information (MI) measures the shared information between
features [31], and Minimum Redundancy Maximum Relevance (MRMR) selects fea-
tures with high relevance to the target while minimising redundancy [32-34]. ReliefF
algorithm evaluates feature weights by distinguishing between nearby instances of
different classes [35-37].

2.5.3 Metaheuristics

Metaheuristics are optimisation algorithms that efficiently solve complex problems like
feature selection. These include Genetic Algorithm [38], Population Based Incremental
Learning [39], Differential Evolution (DE) [40], Particle Swarm Optimisation [41],
Tabu Search [42], and Simulated Annealing [43]. DE, which performed best in our
studies, mimics natural evolutionary processes, using diversity among individuals for
iterative improvement [44]. The main steps of the DE method are explained in detail in
the Appendix B. Feature subsets are treated as individuals, and optimisation continues
until a stopping criterion, like low diversity or a time limit, is met.

2.6 Model building process

First, we merged our two datasets into a single dataset for a total of 5043 patients.
We then divided it into two distinct subsets: 75% of the patients (3782 patients, 3002
of whom survived the first year of treatment) were placed in a dataset reserved for
training, and the remaining 25% (1261 patients, 1001 of whom survived one year of
treatment) in an independent dataset reserved for testing. The features in the dataset
have different scales, which can have a negative impact on the learning methods by
slowing down their speed of convergence or biasing the results. In this particular
case, it is common practice to carry out standardisation to ensure that each feature
contributes equally to the model training and that features with larger scales do not
dominate the others. We applied standardisation to transform and replace each X;



feature into a new Z; feature as follows:

Zi = (2)

With p the mean of X;, and o its standard deviation. By performing this transforma-
tion, all the features have a zero mean and a variance equal to one, bringing them to
a common scale. To select the best model, we applied a k-fold cross-validation with
k = 10. Unlike a simple split where a fixed portion of the data is reserved for vali-
dation, this method involves dividing the training set into k subsets (or folds). The
training and validation process is then repeated iteratively on these folds. At each
iteration, a different fold is used as the validation set, while the others are used for
training. This cycle is repeated for each fold, allowing each observation to be used for
both training and validation, but never at the same time. Model performance, mea-
sured by Balanced Accuracy in our study, is then averaged across all folds to provide
an overall assessment. For the survival model, the folds were stratified to retain the
percentage of patients in each class. This method minimises bias, variation and the
risk of overfitting in estimating model performance, which is particularly important
when few data is available [45, 46]. In order to avoid any potential data leakage, stan-
dardisation was applied to the training data at each fold (see equation 2). The means
and standard deviations calculated for each explanatory feature in the training data
were then used to transform the validation data appropriately. Full training was then
performed on the 3782 patients and tested on the test data using the same data scaling
procedure. The aim was to design the model with the most appropriate combina-
tion of learning and feature selection methods. Several learning methods were used in
the experiment: logistic regression (LR), ridge regression (RR), k-nearest neighbours
(KNN), gaussian naive bayes (GNB), random forest (RF), linear discriminant analysis
(LDA) and Light Gradient Boosting Machine (LGBM). These learning methods were
implemented using the Python libraries scikit-learn (1.3.2) [47] and lightgbm (3.3.5)
[48]. We found a significant imbalance in the distribution of patients between the two
classes in our dataset. Indeed, we have 79.38% of surviving patients (see Table 3) and
only 20.62% of deceased patients. When classes are unbalanced, the model can be
biased towards the majority class, which can lead to inaccurate predictions and poor
performance for the minority class. For this reason, we adjusted the patient weights in
the machine learning methods used for the minority class according to the following
formula:

N
Wi_CXNi (3)

Where W; represents the weight assigned to patients in class i, IV is the total number
of patients in the dataset, C' is the number of classes present in the data, and N; is
the number of patients belonging to class i. As a result, all the classes are considered
with the same importance during the learning phase of the machine learning methods.

For DE, the choice of learning method has been integrated directly by associating a
learning method with each feature subset (or individuals), in addition to the chromo-
somes that make it up. This increases the complexity of the search space but allows DE

10



Fig. 1: Diagram showing the main steps taken from the cleaned data to the construc-
tion of the final machine learning model.
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to converge on the best performing method among those available, thus guaranteeing
better predictive quality. For each filter method, the features were sorted according
to the calculated relevance score (SCC, ANOVA, etc.) from the most relevant to the
least relevant. Next, a learning was performed with each learning method for each pos-
sible value of k number of features (k € {1,43}), in order to retain the model offering
the best predictive quality on average over all folds. MRMR was implemented using
the Python library mrmr-selection (0.2.8) [49] and ReliefF using skrebate (0.62) [50].
Secondly, we stratified the patients in the test data into several clusters according to
their survival rate estimated by the best performing model. We applied Kaplan-Meier

11



estimator to these patients, a statistical method used to estimate the survival function
of a population from a sample of life-time data [51, 52]. The Kaplan-Meier curve is a
graphical representation of this estimate as a function of time [11]. We used it in this
study to determine whether there was a significant difference in the rate of disease
progression between the clusters of patients identified. Finally, a prediction model of
the evolution of the ALSFRS score T3 to T2 was built from the same feature subset.
This regression model was developed by carrying out a new cross-validation with 10
folds to select the best model from the set of learning methods. A summary of all the
major steps is available in Figure 1.

3 Results

3.1 Prediction of 1-year survival

Table 4: Performance of the best model for predicting 1-year survival for each of the
6 feature selection methods in cross-validation; SCC, ANOVA, MI, MRMR, ReliefF,
and DE. Abbreviations: LM = Learning Method, TN = True Negatives, FP = False
Positives, FN = False Negatives, TP = True Positives, Sens. = Sensitivity, Spec. =
Specificity, Prec. = Precision, Balanced = Balanced Accuracy and k = number of fea-
tures selected. For the Balanced Accuracy score, the minimum and maximum scores
obtained during cross-validation are indicated in brackets.

Methods LM TN FP FN TP Sens. Spec. Prec. Balanced k

w/selection RR 584 196 783 2219 73.92 74.86 91.86 74.39 (66.8:77.7) 43
SCC RR 584 196 783 2219 73.92 74.86 91.86 74.39 (66.8:77.7) 43
ANOVA LR 580 200 767 2235 74.47 7439 91.80 74.40 (67.3:77.9) 41
MI RR 585 195 776 2226 74.13 75.00 91.92 74.58 (66.3:77.9) 32
MRMR RR 585 195 784 2218 73.93 75.00 91.92 74.47 (66.9:78.5) 41
ReliefF RR 584 196 783 2219 73.92 7486 91.86 74.39 (66.8:77.7) 43
DE LR 603 177 757 2245 74.90 77.28 92.71 76.05 (68.6:79.8) 19

The best performing features for maximising the Balanced Accuracy score were
selected using 6 different feature selection methods (SCC, ANOVA, MI, MRMR, Reli-
efF and DE). For the DE metaheuristic, the algorithm was run for one hour with a
population of 100 individuals, F = 1 and C'R = 0.5. An analysis of the methods listed
in the Table 4 suggests that the DE method with LR is more effective across all evalu-
ation metrics, particularly in terms of the Balanced Accuracy score. This method was
able to predict a patient’s survival with a score of 76.05% (almost 80% in the best
fold), compared with 74.39% without it, representing an improvement of 1.7 percent-
age points and 2 points in the best fold. In addition, the DE method considerably
reduced the number of features required to build the model, with 19 features selected.
We also obtained a Balanced Accuracy score on the test data of 76.33% (Sensitivity =
73.87%, Specificity = 79.23%, Precision = 93.16%), which is quite close to the values
obtained during cross-validation, showing that the model can be generalised. Overall,
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parametric regression methods (LR and RR) appear to be more effective than other
types of learning methods on this type of data.

Reducing the number of features in a machine learning model also has the advan-
tage of making it easier to interpret. Figure 2 suggests that the feature representing
patients’ FVC at T} is the most important of the features selected. The lower the FVC
at T, the higher the risk of not surviving the first year of the disease (survival and FVC
being strongly correlated [54]). Features such as age, duration since first symptoms,
weight, height and ALSFRS (decline rate) also appear to have a significant impact on
survival. Some of these features have already demonstrated their importance in the
literature (e.g. FVC, age, duration since first symptoms) for anticipating the speed of
patient decline [54, 55]. However, features such as pulse rate and blood pressure have
not, to our knowledge, been reported as relevant factors in disease progression.

Table 5: Performances of the survival probabilities identified by the model. The Min
Zone and Max Zone columns represent the lower and upper bounds of the different
survival zones, e.g. the first row (0 to 20) represents patients for whom the model
predicted a survival probability between 0% and 20%. The Accuracy column shows
the proportion of correct model predictions in each survival zone and N samples the
number of patients in each survival zone.

Min Zone (%) Max Zone (%) Accuracy N samples

0 20 66.40 125
20 40 41.20 216
40 60 53.99 263
60 80 92.42 330
80 100 98.47 327

To further clarify the performance of our LR model we calculated the rate of cor-
rect predictions in different survival zones. The results displayed in Table 5 suggest
that the model is very accurate for high survival zones (60% to 100%), which is a
positive sign of its ability to correctly identify patients with a high survival proba-
bility. On the other hand, performance is much more moderate for medium (40% to
60%) and low (0% to 40%) survival zones.

The statistics provided in Table 6 allow us to analyse the features of patients in
different survival zones predicted by our model. By examining how the means and
standard deviations of the features change across the survival zones, it is possible to
better understand which features influence the model’s predictions. The data in Table
6 and Figure 2 highlight notable disparities between patients in different clusters.
In particular, there is a trend towards higher BMI (height and weight) and FVC
corresponding to higher survival rates (23.41 and 1.86 on average for patients with high
mortality versus 27.93 and 4.23 on average for those with high survival). In addition,
a decrease in age, pulse and decline rate is associated with improved survival rates
(61.82, 84.66 and 1.18 for patients with high mortality versus 46.73, 73.58 and 0.34).
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Fig. 2: The features with the greatest impact on the model according to the test data.
The present data was calculated using the Shap (SHapley Additive exPlanation) value
proposed by Lundberg et al. [53]. The x-axis represents the impact of the feature on
the model output, while the y-axis represents the names of the most important features
for the model. Each point represents a Shap value and the thickness represents the
density. The colour represents whether a value is high (red) or low (blue) depending
on the value interval of a feature e.g. FVC is the feature that has the most impact in
calculating the model output.
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It is important to note that although some features appear to be strongly correlated
with survival (e.g. ALSFRS score), they were not selected by our feature selection
step, suggesting redundancy with other features in our data.

The Kaplan-Meier curves show the survival probabilities for the patients, divided
into clusters according to the survival probabilities predicted by the LR model (Figure
3). These curves clearly indicate that the clusters of patients predicted by the model
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Table 6: Statistics for features calculated on patients from the test data present in
the different survival zones defined by our model, e.g. the column labelled “0:20 (106)”
indicates the zone where the model identifies a survival rate of less than 20%, 106 being
the number of patients in this zone; the average (Avg) height is 169.64cm with a standard
deviation (Std) of 9.08cm.

Survival rates (Number of patients)

Feature 0:20 (125) 20:40 (216) 40:60 (263) 60:80 (330) 80:100 (327)

Avg Std Avg Std Avg Std Avg Std Avg Std
Gender (0:Female) 0.65 048 057 050 058 049 0.63 048 0.72 0.45
Age (years) 61.82 10.16 60.84 10.09 59.87 10.37 55.02 10.43 46.73 10.22
Weight (kg) 67.04 12.37 69.4 12.68 7197 13.81 76.63 154 84.07 22.84
Height (cm) 169.19 9.14 168.9 9.24 167.96 9.26 170.66 9.67 173.48 9.89
Onset (0:Spinal) 0.65 048 0.72 045 0.75 043 0.78 042 0.87 0.33
Q1 Speech (/4) 223 127 289 107 3.04 109 331 088 3.57 0.71
Q2 Salivation (/4) 283 117 3.25 0.92 3.27 092 346 079 3.72 0.57
Q3 Swallowing (/4) 2,73 1.05 327 080 344 070 355 062 3.78 0.44
Q5 Cutting (/4) 199 125 248 130 252 124 291 113 2.87 1.12
Q6 Dressing (/4) 1.86 1.18 232 116 242 107 273 096 2.82 0.98

Q7 Turning in Bed (/4) 2.31 1.16 2.70 1.14 291 095 321 082 3.39 0.75
S. Duration (months) 18.82 12.16 18.67 10.47 22.67 12.33 23.14 13.60 27.40 21.21

FVC (litres) 1.86 0.82 252 0.73 2.83 072 340 0.83 4.23 1.00
Pulse (b/min) 84.66 14.01 80.12 11.78 76.85 12.13 76.11 11.26 73.58 10.66
DBP (mmHg) 83.90 11.55 82.52 10.22 82.11 10.44 82.26 10.57 81.65 10.55
Mitos Movement (0:No) 0.42 0.49 0.29 045 024 043 012 032 0.09 0.29
Kings NIV (0:No) 0.08 027 0.03 0.18 0.02 0.14 0.02 0.14 0.02 0.14
Kings Total (/4) 2.80 0.61 244 0.74 222 079 202 086 1.76 0.90
Decline Rate 1.18 0.74 0.80 0.40 0.60 034 048 031 0.34 0.23

have distinct survivals. Indeed, the blue curve (0-20%) drops the fastest, indicating
that patients in this cluster have the lowest probability of survival, while the purple
curve (80-100%) is always the highest, showing that patients in this cluster have the
highest survival probability. Although the model has an increasing level of uncertainty
as the survival rate decreases, we obtain a concordance index (C-Index) of 0.81, which
means that our model is able to correctly predict the order of survival events in 81%
of cases. This indicates good discrimination between patients who survive longer and
those who survive shorter. Moreover, the clear differences between the curves show
that the probability clusters predicted by the model are well separated in terms of
actual survival, which testifies to the discriminating capacity of the model (Global
log-rank test p-value < 0.0001).

3.2 Prediction of 1-year ALSFRS score

As with the survival model, only the data available at baseline were taken into account
(i.e. at Tp) in order to predict the evolution of the ALSFRS score. The features selected
are similar to those shown in Figure 2. From T, we predicted patients’ ALSFRS
every 3 months until T75. Consequently, only patients who survived the first year of
the disease were included in this model, which differs from the approach used for the
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Fig. 3: Kaplan-Meier curves calculated from the test data. Each curve represents one
of 5 survival clusters (see Table 5). The coloured areas around the curves represent

confidence intervals. The wider the zones, the greater the uncertainty.
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classification model. By cross-validation, the RF method was the one that allowed us
to obtain the best performing model. The method was selected on the basis of the
global RMSE obtained over all the periods.

Table 7: Performance of the model to predict the evolution of ALSFRS by keeping
the selected features present in the 2 section on the validation and test data. Abbrevi-
ations: RMSE = Root Mean Squared Error, R? = Coefficient of determination, jo d
the adjusted version and PCC = Pearson’s correlation coefficient.

Dataset Scores T3

Te

To

Ti2

Validation RMSE  3.143 (2.90:3.29)

4.069 (3.86:4.25)

4.976 (4.73:5.29)

5.835 (5.47:6.17)

R? 0.765 0.673 0.590 0.503
RZ,  0.764 0.671 0.587 0.500
PCC  0.875 0.820 0.768 0.701
Test RMSE  2.880 3.808 4.563 5.516
R2 0.784 0.697 0.628 0.529
RZ, 0774 0.683 0.612 0.508
PCC  0.887 0.836 0.794 0.729

The results shown in Table 7 and Figure 4 suggest that the ALSFRS evolution
prediction model works well for short-term predictions (T3 and Tg), but that the accu-
racy progressively decreases for longer prediction horizons (Ty and Ti3). The RMSE,
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Fig. 4: The calibration curve of the model on the test data for each period. The
blue points are the ALSFRS scores of the patients placed according to their actual
value and that predicted by the model. The red line represents the identity function
(Prediction=Reality).
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R?, and PCC all confirm this trend. Despite this decrease in accuracy, the predictions
remain correlated with the actual values, which shows that the model captures the
general trends in the evolution of the ALSFRS well, but that it could benefit from fur-
ther refinement for longer-term predictions. Previous studies [6, 11] have also reached
similar conclusions using other learning methods such as recursive neural networks
[6] and random forests [11] to calculate the slope of ALSFRS between T3 and Tis.
This may indicate some limitations for predicting the ALSFRS score. Nevertheless, we
obtained better scores than those reported in the literature, with a higher PCC (0.729
vs. 0.472) as well as a higher R? (0.529 vs. 0.219) while we only used data available at
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To indicating a better accuracy of our model [6, 11]. Random forest models are also
easier to interpret than neural networks. Overall, our model is able to explain more
than 53% of the variations in the ALSFRS score from Tp to Ta.

4 Discussion

Our study reinforces the idea that the use of machine learning methods can provide
significant help in predicting survival and disease progression in ALS. Feature selec-
tion is often barely addressed or neglected in the literature. Nevertheless, we have
shown that the choice of an effective feature selection method can have a significant
impact on the quality of machine learning models. Indeed, by identifying the fea-
tures with the greatest impact and using logistic regression, we obtained a Balanced
Accuracy of 76.05% with 19 features in predicting the 1-year survival probabilities of
patients at T instead of 74.39% with 43 features without it. This method also reduces
the “black box” aspect of some classification and regression models and improve their
interpretability. With this methodology, it is easier to identify the specific features of
patients in the zones compared to our previous research using the UMAP method on
the same dataset [15, 16]. This underlines the crucial importance of feature selection
in the modelling process and reinforces the idea that even with the limited infor-
mation available at Tp, it is possible to make accurate predictions. Using a logistic
regression model and the Kaplan-Meier estimator we were able to identify clusters
among patients with similar profiles. It is also conceivable that features not included
in our data, such as specific co-morbidity factors, individual genetic variations or
quality of life aspects, could have a significant influence on patient survival.

Our results in ALSFRS prediction showed accurate results at 3 months and 6
months, but not at longer term. Although we use fewer features, our results align
with previous studies [6, 11] using learning methods such as recursive neural networks
[6] and random forests [11, 56] to calculate the slope of the ALSFRS between T3
and 772, which may indicate some limitations in predicting the ALSFRS score. It is
important to recognise that the variability observed in disease progression as shown
in Figure 4 reflects the challenges inherent in modelling with subjective data, such as
ALSFRS scores. Our model produces reliable predictions for the majority of the pop-
ulation at 3 months, suggesting its potential utility in clinical settings for predicting
short-term decline. Our models have been designed to be applied at different stages
of a patient’s disease progression, allowing them to be adjusted and recalibrated as
more data becomes available. This iterative approach refines predictions, increases
statistical power [57] and improves the applicability of the model to personalised
predictive medicine over time.

However, the continuing complexity of predicting this metric can be explained
by a number of factors. Data from the PRO-ACT and Exonhit databases, while
valuable, may not be sufficient to establish a robust prognostic model. In addition,
the fact that some ALSFRS subscores are based on the subjective perception of the
patient and clinician introduces inter-individual variability which may influence the
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results. Aggregation of subscores raises issues, notably a loss of sensitivity to subtle
changes in specific areas of motor function. This approach can attenuate variations
in a particular subdomain when combined with others, making it difficult to detect
specific changes. ALS, with its great heterogeneity of symptoms and progression,
accentuates this complexity. In the advanced stages of the disease, when scores may
stabilise, this variability in the way patients perceive and report their symptoms may
influence the results. This heterogeneity, combined with the inherent limitations of
the metrics, can have significant negative consequences on the accuracy of ALSFRS
score prediction, particularly in the long term. To overcome these difficulties, the use
of objective biomarkers and complementary measures such as genetic features [58, 59]
and imaging [60], is essential to monitor the progression of ALS. A multidimensional
approach, integrating various clinical assessments and biological parameters would
provide a more complete picture of the disease and its impact on motor function and
quality of life in patients. This enriched approach would also facilitate the application
of machine learning techniques for prediction.

It should be noted that comparison with other similar approaches is complex due
to the specificities of the PRO-ACT and Exonhit databases, notably the absence of
genetic data and the methodology we employ. The metrics used may also differ, as
may the preprocessing of the data. In addition, PRO-ACT and Exonhit are based
on a specific population, those taking part in clinical trials, which may influence the
quality of our models when applied to real-life data. The addition of real-life data
could reduce the current bias and significantly increase the robustness and predictive
quality of our various models. Nevertheless, our methodology differs in that it incor-
porates features that are not taken into account by the most recent survival models.
Furthermore, whereas some studies use backward propagation, such as the ENCALS
survival prediction model [13] or the random forest used by Pancotti et al [11] or
the Origent survival model [12] for feature selection, our study uses a heuristic-based
approach. Our previous research has demonstrated the effectiveness of differential
evolution over sequential feature selection methods, such as backward propagation,
and embedded methods, such as random forest, in capturing the complex relation-
ships between features in ALS progression [61, 62]. Although the inclusion of a
feature selection cycle, in particular using our approach slows down the construction
of the model, its application to new patients requires only a few milliseconds of com-
putation once the relevant data for prediction is provided. This remains true even on
low-capacity devices. The complexity lies solely in building the model, not in using
it. This approach has considerable potential to make a significant contribution to the
medical community by providing a better understanding of individual variations in
the progression of ALS. It paves the way for the development of more personalised
treatment strategies, tailored to the specific features of each patient. The use of
heuristics means that relevant features can be selected efficiently, while ensuring that
they are easily accessible to clinicians when assessing patients.

Furthermore, it is important to mention that our approach is not limited to ALS.
Its flexibility allows it to be applied to other diseases, other medical issues or other
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prediction problems, provided that a sufficient amount of structured data is available.
This generalisation of the methodology increases its relevance and value, providing a
reproducible and adaptable tool for widespread applications in the medical field. As
a result, our methodology can make a significant contribution to the advancement
of medical knowledge and practice, encouraging research and innovation beyond the
specific context of ALS.
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Appendix A Results with ALSFRS-R
A.1 Model building process

The model building method used is similar in all respects to that presented in section
2.6. The dataset consists of a sub-sample of 1598 patients with an ALSFRS-R score
from PRO-ACT. We then divided it into two distinct subsets: 75% of the patients
(1198 patients, 1024 of whom survived to the first year of follow-up) were placed in a
training set, and the remaining 25% (400 patients, 342 of whom survived to one year
of follow-up) in an independent test set. The total number of features was 48 (the
43 original features, the ALSFRSR score, Q10a, Q10b, Q10c and a respiratory score
which is the sum of the last 3).

A.2 Results

In a similar way to the ALSFRS score study, DE remains the method that obtains the
best results on the vast majority of evaluation metrics. The results on the validation
data seem at first sight to be better, with a Balanced Accuracy score of 78.57% (Table
A1) compared with 76.05% (Table 4), an increase of 2.52% percentage points. However,
the model selected is composed of more features than in the previous experiment (29
compared with 19), making it more complex. The main features selected are broadly
similar to those of the first experiment on the unrevised score (see Figure 2). The
selected features include FVC, age, gender, duration since symptom onset, weight and
height (BMI), ALSFRS score, pulse rate and blood pressure. Although the features
specific to the revised version of the scale (Q10a, Q10b, Q10c) were selected, they did
not appear to have a significant impact on the model’s decision. We also obtained a
Balanced Accuracy score on the test data of 71.59% (Sensitivity = 72.41%, Specificity

27


https://link.springer.com/book/9783031692567
https://link.springer.com/book/9783031692567
https://github.com/thibaultanani/ALSML
https://github.com/thibaultanani/ALSML
https://github.com/thibaultanani/TiDE
https://github.com/thibaultanani/TiDE
https://alsml-78a86daadd83.herokuapp.com/
https://doi.org/10.1186/s12916-014-0241-z
https://doi.org/10.1186/s12916-014-0241-z

Table A1: Performance of the best model for predicting 1-year survival for each of the 6
feature selection methods in cross-validation; SCC, ANOVA, MI, MRMR, ReliefF, and
DE. Abbreviations: LM = Learning Method, TN = True Negatives, FP = False Positives,
FN = False Negatives, TP = True Positives, Sens. = Sensitivity, Spec. = Specificity,
Prec. = Precision, Balanced = Balanced Accuracy and k = number of features selected.
For the Balanced Accuracy score, the minimum and maximum scores obtained during
cross-validation are indicated in brackets.

Methods LM TN FP FN TP Sens. Spec. Prec. Balanced k
w/selection LR 130 44 257 767 74.93  74.71  94.57  74.76 (63.85:84.64) 48
SCC LR 131 43 258 766 74.81  75.30 94.69  74.85 (63.85:84.64) 46
Anova RR 138 36 280 744 7265 79.31 95.38  75.98 (70.22:83.17) 41
MI RR 137 37 279 745 72.89 78.73 95.26  75.69 (67.82:87.42) 39
MRMR LR 130 44 257 767 74.93  74.71  94.57  74.76 (63.85:84.64) 48
ReliefF RR 138 36 282 742 7245 79.31 95.36  75.89 (67.48:84.15) 43
DE RR 146 28 274 750 73.24 83.91 96.39 78.57 (69.76:86.93) 29

Table A2: Performance of the model to predict the evolution of the ALSFRS-R by
keeping the selected features present in the section A1 on the validation and test data.
The best model was obtained with Ridge regression.

Dataset Scores T3 Te Tg T2
Validation RMSE  3.242 (2.68:3.50) 4.640 (4.35:4.91) 5.663 (5.43:5.98) 6.820 (6.19:7.16)
R? 0.751 0.619 0.552 0.456
R2, 0.743 0.608 0.539 0.440
PCC 0.866 0.787 0.743 0.676
Test RMSE  2.866 3.849 5.134 6.570
R? 0.814 0.725 0.608 0.499
R2., 0.783 0.680 0.544 0.417
PCC 0.902 0.853 0.784 0.708

=70.76%, Accuracy = 93.80%), which is far from the results obtained on the validation
data and could indicate a low generalisation capacity of the model. On the other hand,
the scores obtained (indicated in Table A2 and Figure A2) on the prediction of the
evolution of the disease are lower than or equivalent in the best case to the scores
obtained in the previous experiment (see Table 7 and Figure 4), both on the validation
data (RMSE of 6.820 vs 5.835) and test data (RMSE of 6.570 vs to 5.516). The
addition of more features and poorer scores could be explained by the small amount
of data available (1589 patients, meaning only 31.69% of the original data). Overall,
the inclusion of the ALSFRS-R score in addition to the ALSFRS does not appear to
make a significant positive difference in this study.
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Appendix B Differential Evolution

Each chromosome of an individual represented a feature and whether or not it would
be taken into account during the learning process. An individual was represented
by a Boolean vector (i.e. made up of 0s and 1s). So, depending on the value of a
chromosome, it was possible to know whether a feature was taken into account when
the value was 1 or ignored in the opposite case. A score was then assigned to an
individual by training with the feature subset that defined it. The individual with
the highest Balanced Accuracy score was then considered to be the best performing
individual, as shown in Figure B3.

At the start of each generation, new individuals called mutants were generated
from individuals in the population. As many mutants as individuals were created using
a mutation strategy. To form each mutant, 3 individuals (r1,72,73) different from
each other, but also different from the individual at position ¢, in the population were
chosen at random. Each new mutant was calculated using the following formula:

M’U,ti = Indrl —+ F x (Indrz — ITLdrg) (Bl)

With F' a parameter to be selected upstream of the algorithm between 0 and 2 which
controls the amplification of the differential variation (Ind,o — Ind,s). If the formula
B1 gave a number that was neither 0 nor 1, it was rounded to the nearest integer
value. Figure B4 is an example illustrating the generation of a mutant. Mut; is the
first mutant generated in the population, so ¢ = 1 and Ind; cannot be among the
random individuals selected.

The next step was to cross the individuals. Each mutant was associated with
an individual and then a cross was made between them to form a new individual
called a child. For each chromosome, a random draw determined whether the child’s
chromosome would be that of the individual or the mutant, depending on the crossover
rate C'R, a parameter in the algorithm. To avoid a child being strictly similar to
the base individual, a chromosome was selected at random (chr;qnq) which would
inevitably inherit the mutant. An example of crossover is illustrated in Figure B5.

Each child was then evaluated and matched with an individual. For each pair
(individual, child), only the one with the best score was retained for the next gen-
eration. In Figure B6, the child generated by the crossover operation has a better
score than the individual. It therefore replaces it for the next generation. These last
three stages (mutation, crossover, selection) were repeated for each generation until a
stopping criterion was reached. There are several stopping criteria, such as reaching a
certain maximum number of generations. Here, the choice was made in terms of exe-
cution time and diversity. When the diversity was too low or the algorithm reached
the maximum time limit of a single hour, it stopped.
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Fig. A1l: The features with the greatest impact on the model according to the test
data. The present data was calculated using the Shap (SHapley Additive exPlanation)
value proposed by Lundberg et al. [53]. The x-axis represents the impact of the feature
on the model output, while the y-axis represents the names of the most important
features for the model. Each point represents a Shap value and the thickness represents
the density. The colour represents whether a value is high (red) or low (blue) depending
on the value interval of a feature e.g. FVC is the feature that has the most impact in
calculating the model output.
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Fig. A2: The calibration curve of the model on the test data for each period. The
blue points are the ALSFRS-R scores of the patients placed according to their actual
value and that predicted by the model. The red line represents the identity function

(Prediction=Reality).
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Fig. B3: Example of a population P of 6 individuals Ind for an arbitrary dataset with
5 explanatory features. The individual Inds is composed of 4 explanatory features
{chrg, chry, chrs, chry} and the one with the highest score in P.

chrg chry  chry chrs chry  Scores
Indiy [ 0 [ 1 ]t [ 1] 0 |=9152%
Ind, [ 1 ] 1 ] 0] 0] 0 ]=898%
Indy [ 0 [ 1 ] o] 1] 0 |=9080%
r Indg [ 1 ] 1 [ 0] 1 ] 0 ]=80718%
Inds [ 1 [ 1 [ 0 ] 1 ] 1 |=091.98% (Best)
Inds [ 1 ] 1 [ 1] 0] 0 ]=808%

Fig. B4: Example of an individual obtained after mutation with F = 1.

chry chry chry chry chry chry chry chry chry chrg chry chry chry chry chry

Ind; 1 0 1 1 Ind, 1 0 1 0 | Indg
B [ o[ o[ ¢« s M ToT v To]

Fig. B5: Example of an individual obtained after crossover with CR = 0.5.

chry chro  chrs chry chry
Ind, [o [ 1]

[ 1] o]
rand(0,1) > CR 0.64 |0.88 \0.77

oy N1

rand(0,1) < CR 0.26

Muty

0.5 ‘ chrrand

Fig. B6: Example of how the selection stage operates.

chry chry chrs chry chrs
Indi[ 0 | 1 ] 1 [ 1] 0 |=915%

Chin| 0 [ 1t [ 1 ] 1t ] 1 ]=09203%=Ind
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