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ABSTRACT
Most evolutionary algorithms used in practice heavily employ
crossover. In contrast, the rigorous understanding of how crossover
is beneficial is largely lagging behind. In this work, we make a
considerable step forward by analyzing the population dynamics of
the (𝜇 +1) genetic algorithm when optimizing the Jump benchmark.
We observe (and prove via mathematical means) that once the pop-
ulation contains two different individuals on the local optimum, the
diversity in the population increases in expectation. From this drift
towards more diverse states, we show that a diversity suitable for
crossover to be effective is reached quickly and, more importantly,
then persists for a time that is at least exponential in the population
size 𝜇. This drastically improves over the previously best known
guarantee, which is only quadratic in 𝜇.

Our new understanding of the population dynamics easily gives
stronger performance guarantees. In particular, we derive that pop-
ulation sizes logarithmic in the problem size 𝑛 already suffice to
gain an Ω(𝑛)-factor runtime improvement from crossover (previ-
ous works achieved comparable bounds only with 𝜇 = Θ(𝑛) or via
a non-standard mutation rate).

This paper for the hot-off-the-press track at GECCO 2024 sum-
marizes the work Benjamin Doerr, Aymen Echarghaoui, Mohammed
Jamal, and Martin S. Krejca: Runtime analysis of the (𝜇 + 1) GA:
Provable speed-ups from strong drift towards diverse populations. Con-
ference on Artificial Intelligence, AAAI 2024. AAAI Press, 20683–20691.
DOI: 10.1609/aaai.v38i18.30055 [4].

CCS CONCEPTS
• Theory of computation → Theory of randomized search
heuristics; •Mathematics of computing→ Evolutionary al-
gorithms.
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1 INTRODUCTION
The vast majority of the applications of evolutionary algorithms
(EAs) uses crossover, that is, new offspring are generated from two
parents. Surprisingly, there is very little rigorous evidence for the
usefulness of crossover. This is not only a fundamental open ques-
tion, but more importantly also indicates that our understanding of
the working principles of crossover is very limited, which means
that there is very little trustworthy advice how to best employ
crossover in evolutionary algorithms.

In this work [4], we analyze crossover via theoretical means,
more specifically, via mathematical runtime analyses, which have
given many important insights and explanations in the past [1, 6, 8,
11, 13]. Unfortunately, when it comes to understanding crossover,
the mathematical runtime analysis area was not very successful (but
we note that other attempts to understand crossover, e.g., the build-
ing block hypothesis [7] also struggled to explain crossover [10]).

The main difficulty towards understanding crossover via mathe-
matical tools are the usually complicated population dynamics. We
note that even when only regarding mutation-based algorithms,
still the majority of runtime analyses regards algorithms with triv-
ial populations such as randomized local search or the (1 + 1) EA.
The particular difficulty when adding crossover is that we need to
understand the diversity of the population. Crossover can only be
effective when sufficiently different, good solutions are available.

This core problem is easily visible in the existing runtime analy-
ses of crossover-based algorithms. That diversity, more precisely,
arriving at a state with a diverse population, is the crucial ingredi-
ent for profiting from crossover was already discussed very clearly
in the first runtime analysis of a crossover-based algorithm [9],
which analyzes how the (𝜇 + 1) genetic algorithm (GA) optimizes
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the Jump benchmark. Unfortunately, the positive effect of crossover
could be shown here only for unrealistically small crossover rates.
Doerr et al. [5], without taking uncommon assumptions, showed
an advantage of crossover when solving the all-pairs-shortest-path
problem. This problem, asking for a short path between any two ver-
tices, already in the problem definition contains a strong diversity
mechanism that in particular prevents the population from con-
verging to a single genotype. Consequently, it is not clear how the
insights gained in that work extend to algorithms without diversity
mechanisms.

The maybe most convincing proof for an advantage from cross-
over was given by Dang et al. [2], who again regarded how the
(𝜇 + 1) GA optimizes Jump functions. Interestingly, without par-
ticular modifications of the algorithm or non-standard parameter
settings, the authors managed to show that the (𝜇 + 1) GA repeat-
edly arrives at diverse populations and keeps this diversity for a
moderate time. More precisely, once the population is concentrated
on the local optima of the Jump function, it takes an expected time
of 𝑂 (𝑛𝜇 + 𝜇2 log 𝜇) iterations to reach a population in which all
genotype classes contain at most 𝜇/2 individuals. A diversity of
this order of magnitude is kept for an expected number of 𝑂 (𝜇2)
iterations. Given these numbers, the best runtime results are ob-
tained for a relatively large population sizes of order Θ̃(𝑛), where
a runtime gain of roughly a factor of 𝑛/log𝑛 from crossover can be
proven.

The key argument of Dang et al. [2] is that the size of the largest
genotype class, once below 𝜇, is at least as likely to decrease as to
increase. This behavior resembles an unbiased random walk in the
interval [𝜇/2..𝜇] and is the reason why the diversity is shown to
persist for Ω(𝜇2) iterations.

Our results. We analyze the random process describing the largest
genotype class of the (𝜇 + 1) GA on Jump more carefully. We ob-
serve that there is not an unbiased random walk behavior, as pes-
simistically assumed in the previous work, but that instead it is more
likely that the dominant genotype class reduces than increases [4,
Lemma 5]. This advantage is strongest when the largest genotype
class covers only a constant fraction of the population. Conse-
quently, we show that once the largest genotype class contains at
most 𝜇/2 individuals, a diversity of this order of magnitude is kept
for an expected number of exp(Ω(𝜇)) iterations.

This result is interesting in its own right as it shows that di-
verse parent populations are much easier to obtain than what pre-
vious works suggest. For the particular problem of how fast the
(𝜇 + 1) GA optimizes Jump functions, we obtain a stronger advan-
tage from crossover [4, Theorem 8], namely a speed-up by a factor
of Ω(𝑛), and this already for population sizes of order Ω(ln𝑛). For
smaller values of 𝜇, we still obtain a significant speed-up from
crossover, namely by a factor of exp(Ω(𝜇)), again comparing fa-
vorably with the speed-up of Ω(𝜇) shown by Dang et al. [2]. In
addition, our results hold for any constant crossover and mutation
rate, further generalizing the results by Dang et al. [2].

We complement our theoretical upper bounds with an empir-
ical analysis. Our experiments support our finding that once the
population is not anymore dominated by a single genotype, this
diversity lasts for a long time. However, our experiments also show
that the diversity produced by the (𝜇 + 1) GA is even stronger than

what our proofs show. Not only does no genotype class dominate,
but also the typical Hamming distance between individuals grows.
If such an effect could be proven, this would immediately lead to
much stronger runtime guarantees.

Summary and conclusion. Our results show that also basic evolution-
ary algorithms without diversity mechanisms or other adjustments
are able to reach and then keep a diverse population for a long
time. This is clearly good news for the use of crossover, but this
lasting diversity might also lead to other advantages such as a more
effective exploration of the search space or a lower risk of getting
stuck in local optima.

From the viewpoint of designing effective genetic algorithms,
our work suggest to use crossover with constant crossover rate,
and without deviating from standard parameter suggestions such
as using a mutation rate of 1

𝑛 . In our results, the greatest speed-up
is achieved for population sizes 𝜇 that are logarithmic in 𝑛.

Subsequent work and outlook. Very recently Opris, Lengler, and
Sudholt [12] considered a variant of the (𝜇 + 1) GA on Jump, which
creates multiple offspringwhen performing crossover, choosing uni-
formly at random one of the best thus-generated individuals. They
build on top of recent work that analyzed the diversity of various
classes of EAs and GAs [3] and prove that the (𝜇 + 1) GA variant
optimizes Jump with gap size 𝑘 in expected time 𝑂 (𝜇𝑛 log𝑘 + 4𝑘 ),
choosing optimal parameters, i.e., a linear population size and a con-
stant crossover rate, bounded away from 1. This result is impressive
and showcases the potential of crossover. Combining the insights
of their result with ours might lead to a similar runtime bound of
the original (𝜇 + 1) GA on Jump, even for smaller population sizes.
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