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Curvature in chemotaxis:
A model for ant trail pattern formation

Charles Bertucci} Matthias Rakotomalala Milica Tomasevic¢*

Abstract

In this paper, we propose a new model of chemotaxis motivated by ant trail pattern
formation, formulated as a coupled parabolic-parabolic local PDE system, for the population
density and the chemical field. The main novelty lies in the transport term of the population
density, which depends on the second-order derivatives of the chemical field. This term is
derived as an anticipation-reaction steering mechanism of an infinitesimally small ant as its
size approaches zero. We establish global-in-time existence and uniqueness for the model,
and the propagation of regularity from the initial data. Then, we build a numerical scheme
and present various examples that provide hints of trail formation.
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1 Introduction

Chemotazis is the process of movement in response to chemical stimuli. This phenomenon
can be observed at the scale of bacteria, cells, or insects. When the chemical is produced by the
population sensing it, collective behavior emerges. In the celebrated paper of Keller and Segel [1],
the authors proposed a PDE system modeling both the evolution of a chemical and the density
at the macroscopic scale of cells, that are attracted by the concentration of the chemical they
produce. The minimal version of the proposed model has the following form:

Op = App — XV - (Vecp), in (0,T) x R?
Oic = Ayc —ye+p, in (0,T) x R?

where ¢ is the concentration of the chemo attractant, p the density of cells and y the force of
interaction, with initial data pg, co. The chemoattractant diffuses and evaporates, and its produc-
tion is proportional to the density of cells. The cells are diffusing in space and the transport term
V.c models the attraction of the cells towards the points of high concentrations. This parabolic-
parabolic version of the Keller-Segel model has now been extensively studied in the literature,
see e.g [2, 3, 4, 5]. Contrary to the elliptic version of the model, in this case, there is no sharp
threshold for global existence vs finite time blow-up for a reasonable class of initial data. However,
we do expect, when y is large and the support of py small, a finite-time blowup. Recently it has
been shown that this model can be derived as the mean-field limit of interacting particles under
a smallness condition on Y in R? and it has now been rigorously proven that the particle system
converges towards a Mckean-Vlasov process [6]. For a review of chemotaxis models, we refer to [7].

The Formicidae family, which includes all ant species, is known for its complex collective
behaviors. They can be observed forming trails connecting food sources to the nest. These trails
are formed using chemical markers (pheromones), emitted by individual ants and detected through
their antennae. This chemotaxis phenomenon has peculiar qualitative properties, differing from
the Keller-Segel framework, allowing the colony to coordinate and form complex trail structures.
This process is known as stigmergy [8], a concept that has been extensively studied in biological
literature, see e.g., [9, 10, 11, 12, 13, 14]. The complexity of ant stigmergy raises new modeling
challenges, and there is ongoing literature on the subject.

A discrete approach consists of modeling the movement of particles as a biased random walk
on a discrete lattice [15, 16]. In [17], the authors study a model where both the ants and the
pheromones they deposit are treated as discrete particles, with the ants adjusting their movement
orientation based on the surrounding pheromone particles.

For continuous models, Amorim [18] proposed a PDE system that shows hints of trail formation
in the presence of attractive food sources. Other studies, such as [19, 20, 21], focus on the role of
antennae in the sensing-reaction mechanism of ants to chemical stimuli. These studies emphasize
the types of scalar fields, derived from the chemical concentration, that are necessary for the
steering mechanism of a particle to follow a trail of chemoattractant. Fontelos and Friedman [22]
proposed a PDE model and proved the existence of trails if the interaction intensity with the field
is sufficiently large. In [23], the authors derived a model where each particle senses the gradient of
the concentration field ahead of its position. This anticipation term, which could be understood
as the length of an antenna, is essential for lane formation.

In this paper, we propose a new PDE model for ant trail pattern formation. The ants are seen
as particles that are modeled through a position x in space and an angle € of orientation. They
move at a constant speed in their direction 6 and diffuse in space. The main novelty resides in the
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Figure 1: Typical Monte-Carlo particle simulations of our McKean-Vlasov model. The orange dots
represent the particles and in blue the concentration field of pheromones.

dependence of the drift of the angle in the second-order derivative (curvature) of the chemotactic
field.

To illustrate the necessity of this term, imagine the chemo-attractant field ¢ as a mountain
range, where the altitude represents the concentration of the chemo-attractant. A trail is analogous
to a mountain ridge, a curve along which there is a high concentration—a local maximum. At
such a crest, the gradient is zero. To distinguish between a crest, a summit, and a valley, we need
second-order information, specifically the bi-dimensional curvature of the terrain at that point,
which the Hessian of the chemo-attractant provides: V2c. The Hessian allows us to understand
the local geometry of the field, enabling the ant to follow trails accurately.

To incorporate the Hessian, we suppose that the density of particles diffuses in # and that the
following scalar field transports the orientation:

B0,V c(z), Vie(r)) = v-(0)Vee(z) + vt () - Vic(x)v(),

where 7 > 0 represents the level of anticipation of the ant, and where v(6)(resp. v*(#)) are defined
as (cos(f),sin(f)) € R? (resp. (—sin(#),cos(6))). Given this scalar field, we couple the system in
a manner similar to the Keller—Segel model, incorporating a chemical field ¢, and obtain:

Oip = =M+ Vap — x0(B(Vaue, Vic)p) + 0glgp + 0. M.p on (0,T) x R* x Ty,
Oc = —yc+ o Ape + u/pd@ on (0,7) x R?

Pt=0 = Po, Ct=0 = Co,

where T, is the 2m-periodic Torus. This system is the main focus of this paper. In Section 2,
it is derived as the limit of an anticipation-reaction mechanism performed by an ant using its
two sensory antennae. The differential quantity is obtained by taking the limit as the size of
the antennae approaches zero. The dependence on the second-order derivatives of ¢ allows us to
derive a local PDE model while still achieving trail formation (see Figure 1 for a typical numerical
simulation of our model). Setting 7 = 0 would result in aggregation towards a center of mass,
similarly as in the Keller—Segel model (cf. [23]), rather than trail formation.
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Our model is a singular, attractive coupled PDE system. However, under a uniform ellipticity
condition, we can obtain uniform bounds on the average in 0 of the density due to the boundedness
of the spatial speed (see Lemma 4.4). This estimate prevents finite-time blow-up, allowing for a
global-in-time existence and uniqueness result (see Theorem 3.5). One could wonder about the
behavior of the model for o, = 0, since the operator —v -V, + Ay satisfies Hormander’s condition,
implying hypoelliptic regularity. Nevertheless, deriving estimates on the singularly coupled system
remains a nontrivial challenge, and we leave it for future works.

The PDE model is naturally associated with a system of interacting particles representing a
colony of N-particles (see Section 2 and Section 6 for a detailed presentation). The particle model
is written as the following stochastic differential equation system:

dX! = \o(O))dt + \20,dW,",

dO! = xB(O!, VN (¢, X1), V2N (¢, XI))dt + v/ 209d W2,
O = =y + o A + pm”,

Ci—o = Co, (X}, 0h) i.i.d. ~ po,

for 1 <4 < N, where (X}, ©!) represents the state of the particle i at time ¢, (JW 11 W24 J1/27)
is a 3-dimensional Brownian motion, and m® is the empirical measure of the spatial position,

1 N
mN = lel(;)(;

This raises the problem of convergence of the particle system (see Section 2) towards the well-
posed McKean-Vlasov equation (Theorem 3.8) and the propagation of chaos, that we plan on
addressing in future research.

Plan of the paper In Section 2, we derive our model, the McKean-Vlasov equation and the
particle system. In Section 3, we announce the results proved in this paper, namely, global in-time
existence and uniqueness result together with the propagation of regularity of the initial data. In
Section 4, we show some preliminary results on the linear Fokker-Planck equation. And in Section 5,
we prove the theorems stated in Section 3. Finally, in Section 6, we provide numerical results for
the model at both the particle and macroscopic scales, which show hints of trail formation—where
particles agglomerate along curves of high concentration of the chemical field and move tangentially
along these paths.

2 Derivation of the model

The derivation of the model is split into two parts. First, we focus on the microscopic derivation
observing the natural emergence of second derivatives of the pheromone concentration field. Then,
we formally take the mean-field limit of the microscopic model and obtain the PDE system, the
main focus of this work. In addition, we present an extension of the model with a two-state
population.

2.1 Owur microscopic model

We first derive the dynamic of an infinitesimal small ant at the micro-scale given a concentration
c: R? — R, of chemo-attractant. Secondly, having a finite number of ants, we model the dynamic
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of the chemical field they produce which introduces interactions between ants. This leads us to a
microscopic system of interacting particles.

Movement of one ant given a pheromone field We model an ant through a position X € R?
in the plane and an orientation © € [0,27). Let ((Q,(Fs)s, P), (WL, W2 W?)) be a filtered
probability space with the usual hypothesis, equipped with a 3-dimensional Brownian motion
(WL w2 Ww?2). We denote by Wt = (Wh1 Wh?) the first two components, forming a 2-
dimensional Brownian motion. In the whole paper, we will use the following notation: for 6 &
[07 27T)7

o(6) = (‘S:fjégg) ,%U(Q) — o) = (‘C(f:gg)) € R (1)

The ant moves in the plane according to the following stochastic differential equation,
dX, = M (0,)dt + /20,dW},

since O, is the azimuthal angle, v(©;) represents the unit direction in which the particle moves.
The parameter A > 0 represents the constant speed of an ant, and o, > 0 is the diffusion coefficient
interpreted as a perturbation of the motion by external random forces.

In order to derive the main modeling novelty of this paper, let us consider the following bio-
logical facts. The Formicidae family possesses two antennae at the front of their heads, serving
sensory purposes, including the detection of chemo-attractants left by their colony. These chemical
markers indicate trails towards areas of interest such as food sources or the nest. The extremal
part of each antenna consists of multiple flagellar segments, forming sensor groups along its length.
Let € denote the infinitesimal small length of an antenna, and let 7/2 > 5 > 0 represent half of the
angle between the two antennae. Thus, the midpoint of the left antenna is at X + ev(© 4 ), and
that of the right antenna is at X +ev(© — ). In Figure 2, we summarise the modeling quantities
in a schematic representation of an ant.

We suppose that each of the antennae is able, using its multiple flagellars, to sense the gradient
of the concentration field c at its respective position. We denote by A5, ,, (resp. Aj ;) the stimulus
perceived by the right (resp. left) antenna. The stimuli are expressed as the following Taylor
expansions of the concentration field:

Alerr = c(Xs +e0(0;s + 5)) + 70(6;) - Vae( X 4 £0(6s + 5)),
ALignt = c(Xs +ev(0s = B)) + 70(0;) - Voo X + ev(O5 — B)),

for some 7 > 0. These signals are interpreted as anticipations of the chemical field. They
approximate the concentration of chemo-attractant that the ants would encounter after a short
period 7/A if they continue moving in their current direction, starting from the corresponding
sensor. We call 7 the anticipation rate.

The ants try to stay along curves of high concentration, they react to the sensory inputs by
correcting their orientation ©. If the left-stimulus is stronger than the right one: Aj , > AJ 4
then the variation of © should be positive to move in the trigonometric direction. Similarly, if
Afepr < Aigne> then the variation of the angle should be negative. Rescaling by £, we obtain after
a small time 0t the following variation 6© of angle:

As . — AS,
Y left - mght(st—i-\/&ﬁ,

00 =



Figure 2: Diagram representing a schematic ant with the different quantities involved in the process of
anticipation-reaction at scale €.

where x > 0 is the force of reaction, and 7 is a Gaussian noise. Performing a Taylor expansions
w.r.t € of the terms A ,,, A7, ;, and taking the limit as € goes to zero, we obtain the following
limiting anticipation-reaction drift:

€ €
lim Aleft - Aright
e—0 £

From here, using trigonometric identities, one can check that:

= (V(© + B) +v(0 = B)) - [Vaec(Xy) + 7Vie(X)v(65)].

v(© + B) +v(0 — B) = sin(B)v=(0).
So that we then obtain the following drift:
sin(8) (v (0)Vae(X,) + 707(0) - Vie(X,)u(8,).
We thus define the drift function B : (0,27] x R? x Mys(R); — R as:
B(0,p, A) = v-(0) - p+ Tv(0) - Av(6), (Bp)

for 6 € (0,27], p € R? and A € My5(R). Absorbing sin(f3) in x, the dynamic for © then writes
as:

dO; = xB(0y, V.c(X;), Vie(Xy))dt + /200dW2,

where oy > 0 stands for the azimuthal diffusion coefficient. And the equation lies in the tangent
space of the 2m-Torus where © takes its values. The parameter oy models the exploration behavior.
In the absence of chemical stimuli, an ant will engage in random exploration of the domain.

Summing up, given a concentration field ¢ : [0, 7] x R? — R, that we now allow to depend on
time, the dynamic of an ant is given by

dX; = M(0,)dt + v Qdetha (2)
dO®; = xB(0y, Ve(t, Xy), Vie(t, Xy))dt + /200dWE,
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with B defined as in (By). This stochastic differential equation(SDE) is non-potential, which
challenges the analysis of its asymptotic behavior. Nevertheless, we can interpret it as the drift
associated with maximizing locally the second-order Taylor approximation of the chemotactic field.
Indeed, let us make the following remarks on the dynamics of the angle.

Autonomous azimuthal equation For fixed p € R? and A € M, 5(R), the law associated with
the autonomous dynamic:

d®, = xB(®y,p, A)dt + v/ 2dW2, (3)

is potential, and attracted by the following explicit stationary distribution:
tp4(d0) = Cy a exp (xH(6,p, A) ) db, (4)
H(8,p, A) = v(6) - p+ 50(6) - Av(9), (5)

where Cp, 4 > 0 is the normalization constant, and H(-,p,A) : (0,27] — R is the potential
associated with the drift B(-,p, A), since

aGH(Qapa A) = B(eapv A)
One can note that, the expression,
c(z) +7H(9,Ve(x), Vie(z)),

is the second-order Taylor expansion of the field around the point z, since, by definition,

H(9,Vc(x),Vic(z)) = %(c(a: + 7v(0)) — c(x)) + o(7?).

This second-order approximation of the terrain provides the information the ants rely on for their
decision steering process. Depending on the terrain profile (p, A) € R? x M;5(R), the stationary
distribution (4) is either uniform, unimodal, or bimodal. Hence it exhibits the desired asymptotic
behavior: the uniform case corresponds to the exploration behavior, where no direction is preferred.
When the distribution has a unique maximum, the unimodal case corresponds to going uphill
and the bi-modal case attains its two maxima at antipodal points, corresponding to the two
possible directions to walk along a crest or leave a saddle point. Since the parameter 7 represents
the anticipation rate in the steering mechanism, setting 7 = 0 would prevent the particles from
following trails, causing them to oscillate around instead (c¢f. [23]). This parameter should be
taken depending on the topology of the trails in the chemotactic field.

Interacting particles system Suppose that we have a system modeling a population of N-
ants. Let (W W?24))ISi=N 3 3N-dimensional Brownian motion, we denote by (X}, ©!) the state
of particle 7 at time ¢, for ¢ = 1,--- , N. Each is a solution to an SDE of type (2) for the same
pheromone field. We now introduce interaction between the particles, by coupling the chemotactic
movement with the evolution of the chemical field ¢V. We suppose that it is produced by the
ants at a constant rate u. Additionally, we assume that it diffuses uniformly in the domain with
diffusion coefficient o, > 0, and evaporates at a constant rate v > 0. If we denote by m}" the
empirical measure of the spatial position of the ants at time ¢:

1 N
=1
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The evolution equation for ¢V, similarly as in the Keller-Segel model, writes as:
0N = o AN — fycN + umiv.

Combining this together with the evolution equation (2), we obtain the following system of
interacting particles:

dX} = (0 dt + /20,dW;"",
dOi = xB(0}, VN (t, X7), V2N (t, X1))dt + /209d W,
OpcN = —veN + a AN + um®,

(Xéu @6) i.i.d. ~ po, Ct=0 = Co-

(F)

Remark. We can give sense to the stochastic parabolic equation satisfied by cV using the Duhamel
formula. This notion still results in singularities at the positions of the particles. However, in
this paper, we focus more on the analysis of the macroscopic model rather than the well-posedness
of the particle system. Nevertheless, we will explain in Section 6 how to avoid self-interaction
singularities when simulating the particle system.

We could also assume that in the finite population system, the ants have a size ey, and that
we rescale this size to zero as N grows to infinity. This would lead us to consider an area around
each particle where the chemo-attractant is released. Let o be a function of compact support
representing the spray area depending on the scaling ex. Therefore, & * mY is the production of

substance ¢V at time t, where we use x to denote the convolution:
| N

PN eml(r) =+ 36 (- X)),
i=1

Plugging this into the equation for ¢V would yield a well-possed system of moderately interact-
ing particles. And assuming the convergence ¥ — 8y would yield in the limit in N the same
macroscopic model as the singular interacting particle system (Fiv)

2.2 Our macroscopic model and a two-state extension

It is rather natural to consider, the Mckean-Vlasov stochastic differential equation associated
to (Fiv ), representing the non-linear mean-field limit dynamic of a typical ant in a population of
infinitely many ants. The system writes as follows:

(X, = \o(0,)dt + /20,dW},

dO; = xB(0, V™ (t, Xy), V2™ (t, Xy))dt + /20dWE,

my = L(Xy), (FY)
O™ = =™ + 0 A" + um,
\(Xo, ©) ~ po, Ci=o = Co.

where m; is the marginal law of the position of an ant, and ¢™ is the chemotactic field associated
with m. We will prove an existence and uniqueness result for the previous McKean-Vlasov equation
under an assumption on the regularity of the initial data (Theorem 3.8) thanks to our fine analysis
of the associated Fokker-Planck PDE.

The problem of convergence of the particle system toward the Mckean-Vlasov equation is a
subject of an ongoing work. Let us now focus on the associated macroscopic PDE system.



The partial differential equation system

From the stochastic differential equation (Fi” V), we can derive the associated Fokker-Planck
equation describing at the macro-scale the evolution of the joint distribution (X, ©), denoted by
p:[0,T] x R? x [0,27) — R, using Ito’s formula and formally integrating by parts. Since the
production of pheromone ¢ only depends on the density in the spatial x-variables, the production
term is written as: u [ pdf. And we obtain the following system:

Op == -Vp—x0(B(Vaic,V2e)p) + 06lgp + 0. A.p on (0,T) x R? x Ty,
e = —ye+ o Age+ p [ pdf on (0,T) x R?, (£x)

Pt=0 = Po, Ct=0 = Co,

where T, is the 27-periodic Torus. It could be of modeling interest, to consider the system
on a general domain for the position variable z, choosing some domain 2 C R? of the plane,
subject to Neumann or Dirichlet boundary conditions. We can also set the spatial domain with a
periodic boundary condition, changing R? to T? in the previous system (F'x), where T? is the two-
dimensional 1-periodic Torus. In Section 5, we will prove a global in time existence and uniqueness
result(see Theorem 3.5), both in the case of the whole space R? and the two-dimensional Torus
T%. Our analysis relies on the Green functions of the heat equation on these domains. We leave
the general domain case for future work.

Similar to the Keller-Segel model, one could consider the parabolic-elliptic case, which models
an infinitely fast-diffusing chemical. This would replace the parabolic equation for ¢ with an elliptic
equation at each time t,

0=—vyc; + 0. + /L/ptdﬁ on R

And one could adapt the existence and uniqueness proof given in Section 5.1 to this case.

Two-state model

We propose an extension to the model (F'y), by incorporating food sources in the space domain
for modeling foraging ants. Let a : R? — R, represents the concentration of food in the plane,
while 8 : R? — R, represent the nest. Essentially, () is the instantaneous probability for an
ant at x to deliver food to the nest. We assume that each ant can be in one of two following
states: either looking for food (state ), or bringing food back to the nest (state (). Let p* and
p? represent the density of ant in state o and f3, respectively. For a drift B, we denote by Lz the
divergence form operator associated with B, defined as:

EBg = O'xAxg + O'QAgg — 09(39) — )\dlvx(vg) (,CB)

Then the two-state population will evolve according to the following system,

o wp® — o Ie]
{@p Lpap® —ap® + Bp”, (6)

0ip” = Lpsp® — Bp” + ap”.

Each state is associated with an anticipation-reaction drift B* and B”, and a(resp. [3) repre-
sents the instantaneous probability for an ant in state o to switch to state S(resp. [ to switch to
state «v), depending on its spatial position. We could also suppose that changing state affects the



orientation. For example, the ant immediately makes a U-turn after changing state, this would
change the source term «a(x)p®(t,x, ) in the S-equation to,

aJp(z.0) = a(2)p(t, 0 + 7). (7)
Or for a random change of orientation, this would lead to,
adlpl(w,6) = a(o) [ p(t.2.0 - w)2(w)d 0

where 2 is some probability distribution in Ty,. Similarly, we can change the term 3p° for 8.J|[p”]
in the a-equation. For a general instantenaous orientation transition operator, let J : L'(Ty,) —
L*(T5,), and we suppose for modeling considerations that:

1. J is positive:

Vf € L'(Tyy), f > 0, then J[f] >0,

2. and mass preserving:
/ £(6)d0 = / J1F)(6)de.

Note that the transition operators defined in (7), (8), and the identity, are mass preserving and
positive. We also assume that, depending on their state, the ants have a preferred direction, that
we model through an additive term D® (resp. D?) in the drift,

B(t,0,x) = B(0,V,c*(t,x), Vic*(t,z)) + D*(0, ),
BA(t,0,1) = B(0,V,’(t,x), V2 (t,x)) + D?(0, ),

where B is defined as in (By), where ¢®(resp. ¢?) is the chemofield with which the ants in state
a follows(resp. ants in state ). This is motivated by the following, consider the ants in state «,
we suppose that the ants can smell the food source from a distance, let the field d* : R? — R,
represent this chemical information. For example, one can take it as the solution of the elliptic
equation:

—Yod® + 0, Ad* + a0 = 0,
corresponding to the food smell being at equilibrium in the domain. This would yield the following
D%
D*(0,x) = xav™(6) - Vd*(2),

for some model parameters x, > 0 representing the sensitivity of an ant to the substance,
Yo > 0 the evaporation rate of the substance smell and o, > 0 its diffusion coefficient. For
simplicity, we will assume that the food concentration remains constant over time, i.e D* and D?
are time-homogeneous. Hence, 3, o, D*, D? are considered as model data. The chemo-fields ¢* and
¢? are produced by the ants. To model their production, let G* : (LP)? — L? and G” : (LP)? — L
be two functional operators. We obtain the following system:

O™ = Lpep™ — ap® + BJ[p"],
O’ = Lpsp® — Bp° + aJ[p?],
Dyc® = 0 A — yec® + GOl [ pdd, [ pPdo),
O’ = 0. AP — .+ GP[ [ prdb, [ pPdb),
where G[ [ pdf, [ p}df](resp. G[[ p2db, [ p//df]) is the production of chemoattractant a(resp.

f) at time t. Consideration can be given to a model where the ants interact through identical
chemo-fields regardless of their states: ¢® = c”.

(F7)
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Normalized system

Finally, as a preliminary step of the analysis, we normalize the system (F'y), by introducing
the following transformations:

1 t z - t x
é(t,x) = —c<—, U—m), p(t,x,0) = p(—, A /U—m,9>.
) (o’ (o) o o

Then, one can check that ¢ and p are solutions to the system,

06 = — 2+ ZAG+ [ p(-0)d0,
{t e )

b = et Vo — A OU(BVE, \[EV07) + Bap+ A
We introduce o := 2=, and we make the following substitutions, abusing notation slightly:
replaces \/;(:Tx’ ~ replaces Ule, A replaces A, /7% in (9), and we change 7 to T, /¢ in the definition

of B, still denoting it by 7. We then obtain in broad generality the following normalized system:

e = —yc+ oAy + [ pdo,
Oip = —\v - Vup — x0p(B(Vae, Vic)p) + DNgup, (Fx)

Pt=0 = Po, Ct=0 = Co,

where Ay, denotes the Laplacian operator Ay + A,.

3 Main results

In this section, we present our main results. We obtain a global-in-time existence and unique-
ness result to the Cauchy problems (F'x) and (F27)(Theorem 3.5 and Theorem 5.1). We show the
propagation of the regularity of the initial data (Theorem 3.6), and the existence and uniqueness of
the Mckean-Vlasov SDE(Theorem 3.8). After presenting some notations and preliminaries, these
results are stated below.

3.1 Notation and preliminaries

In the following, we will study the system either on R? x Ty, or T? x Ty, where Ty, = R/LZ
is the L-periodic Torus. Let D be the position domain, namely either D = R? or D = T3,
For notation conciseness, we will denote by LP(Lj) for 1 < p,r < oo, the space LP(D, L"(Ts,)),
equipped with its norm,

1l = ( / ( / ) \f(x,enpde)fdx) N

changing for esssup if r = oo,

1 e = ( /D (eszsupu(x,en) dx)p

Similarly, for " > 0, we will note L{(L2(Lj})) the Bochner spaces L%([0,T], LP(L})) and
Cy(LP(Lj)) the Banach space of continuous function C([0, T, L?(Lj)) equipped with the sup-norm.

11



If ¥ is a Bochner space, ()); is the cone of non-negative functions in Y. W,* will denote the
anistropic Sobolev space W *([0, T], D), and W~ %/? the Besov space Wy~ 2/?(D). For k', k € N and
¢',¢ € (0,1), CF+¢#+¢ denotes the Holder space CK+<"*+¢([0, T], D x Ty,) or C¥+<"k+¢([0, T], D)
depending on the context. We will use *-symbol to represent the convolution operation, adapting
to the periodic convolution in the case of the Torus.

We will use multiple times the following Young convolution inequality.

Proposition 3.1. (Young inequality for mired norm) Let 1 < p;, q;, 1 < 00, for ¢ € LEV(LE?),
and v € LEY(LF?), with
1 1 1 .
4+ —=— 4= i=1,2
Ty Di 4i
Then, (¢ * ) € L} (Ly?) and

[ * w”mm < C(p, Q)|’¢||p1,p2||¢||q1,q2~

We will use the following estimates on the fundamental solution of the heat equation.

Proposition 3.2. Let (g;)i>0 be the fundamental solution of the heat equation on either R? x T,
or T? x Ty,. Then Vt > 0,1 < p < oo we have the following estimates,

1
120) = gl < Cp(14 ),

tr

N 1
50 = ma0nala < G 1+ ).

1
50(8) 2= laguloa < Cp(1+ =r7).

p

Furthermore, for 1 <r < -5, we have that fy e L'([0,T]) and

1 1_pt
ng)(T) = ||f;?||L’“([O,T]) < pr (T? + T - )7
Simalarly, for 1 <r < 35—32, we have that fZ, f¢ € L"([0,T)), introducing the following notations:

F2T) = | £\l eqosrnys Frp(T) = 1 £l e o.))-

We have the following estimates:
Fop(T), F2P<T) < Cpr (T? + TF—%+5>.

The proof is given in the Appendix.

Finally, we present the following Gronwall-type lemma with delay. Although we did not find
this exact form in the literature, the proof is an adaptation of classical arguments and is provided
in the Appendix.

Proposition 3.3 (Grénwall type inequality). Let 4 < p < oo, ¢ € L3°([0,T)) satisfies the inequal-
iy,

o(t) < colt) + /Ot ((; + 1) c1(s)p(s)ds, fora.e te€0,T],

t—s)%Jr

N

12



where ¢y € LP([0,T])+ and ¢y € L>([0,T])4 is non-decreasing. With the convention that, if p = oo,
then % =0.
Then,

o(t) < co(t)My(llellzroy, t), for a.e t € [0,T],

where M, : (R;)? — [1,00) is a positive non-decreasing continuous function only depending on
p, and of at most exponential polynomial growth.

3.2 Main results

Let us start with the notion of solution we consider here.

Definition 3.4. Let 4 < p < oo, and T > 0. A solution to the system (F), is a couple (c, p)
with ¢ € W}* and p € Cy(LE(Ly)1 N L} 4), such that ¢ is a solution of the first equation in Sobolev
space VVpl’2 and p is a mild solution to the Fokker-Planck equation, that is, it satisfies,

t t
Pr = po * G — x/ (Ogi—s * (Baps))ds — A/ (Vagi—s * (vps))ds, vt € [0,T7,
0 0
where B € L} (Lg°) is defined as,
B(t,0,7) = v-(0) - Ve(t,z) + v (0) - Vie(t, 2)v(d).

The above definition is well-possed under the given condition on p.
Indeed, since the product Bp € LY(L% / *(L})), Young convolution inequality implies that for
a.e t €0, T], (Opgs * Bsps) € L2(L}). And recalling the estimate on the fundamental solution,

_1_1
10gell .1 < Cp(1+¢7375).

Holder inequality in time ensures that (9pg;—. * Bp) € L}(LP(L})) and the integral equation
above is well defined for any p > 4.

As we shall see in Theorem 4.1, if such p exists then it is also a weak solution to the Fokker-
Planck equation in the distributional sense. Our main result is the following theorem:

Theorem 3.5. Let 4 < p < o0, suppose that v > 0,0 >0, >0 cmdx>0

Then, for any initial condition py € L2(Lg)+ N Lxm co € Wp -2 p there exists a unique global
solution (¢, p) € L}, (Ry, W}) x C(Ry, LE(Lg)+NLL ) of (Fx), such that p stays positive, its mass
18 preserved for all times, and it is a distributional solution to the Fokker-Planck equation.

There is no restriction on the parameter y to prevent the blow-up in finite time of the solution.
The singular attractive coupling is counterbalanced by the uniform bound on the spatial speed
and by the regularization effect of the average in 6, when coupling the Fokker-Planck equation in
the chemotatic field equation. This is synthesized in the Averaging Lemma 4.4, in the form of the

estimate:
||

where M, : (R;)? — R, is a positive non—decreasmg continuous function independent of B. This
relies on the uniform ellipticity in the z-variable. Formally, we can derive a priori this estimate

ptde C)\a )7

sup
t€[0,T
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thanks to the divergence form of the Fokker-Planck equation. Integrating with respect to # removes
the singular drift B, resulting in a parabolic equation for the average with a source term that can
bounded. Section 4 addresses the previous property along with other related estimates on the
linear Fokker-Planck equation for a given scalar field B.

From here, we obtain the following regularity results.

Theorem 3.6. Suppose that po € Wy 2" 0 L,y and that co € C*t*N WP for some o € (0,1).
For any T > 0, the unique solution to the system (Fx) is such that c € CY*¢/22+¢([0,T], D) and
p € W,2((0,71,D).

From this theorem, we can prove the propagation of any further Holder regularity of the initial
data. By successively iterating Schauder estimates [24, Theorem 8.11.1, p.130], using the regularity
of one equation in the other. Starting from the Holder regularity of 9y B and B, suppose that p
is regular, we obtain:

And we can iterate up to the maximal regularity of the initial data. We formulate this property
in the following Corollary.

Corollary 3.7. Under the same assumption as in Theorem 3.6, any further Holder reqularity on
the initial conditions cg, po 1s propagated in the space variable up to any T, with a norm depending
on the initial condition and T. That is, if co € C****+<AWE™/? and py € C*F+<AWE P, for
k € N\{0}.

Then for any T > 0,

c € CHOIEC([0,T), D), p € CHHS2E4¢([0,T],D x T).

From Theorem 3.5 and Corollary 3.7, we immediately obtain the existence and uniqueness of
the Mckean-Vlasov SDE, if the initial data are sufficiently smooth.

Theorem 3.8. Let (2, (Fs)s, P), WL, W2 W2)) be a filtered probability space with the standard
hypothesis, equipped with a 3-dimensional Brownian motion. Let ¢y € C*t¢(D) N WPQ_Q/p(D)
and let (Xo,©q) be Fo-measurable random variables with a finite second moment, with joint law
po € P(D x T), we suppose that py has a density w.r.t the Lebesque measure and that it is in the
space C2H< N W22,

Then, there exists a unique strong solution to the McKean-Viasov equation (Fé‘/[v), with initial

data (007 (X(), @0))
As the proof is short, we give it below.

Proof of Theorem 3.8. From Theorem 3.5, there exists a unique solution to the PDE system (F'y),
further more using Corollary 3.7 the solution has the following regularity:

c € CHF234¢((0, T, D).

Fixing this solution, we see that the drift B associated with c¢ is Lipschitz, thus there exists a unique
strong solution of the linearized version of our SDE. The time marginals solve also the linearized
version of our PDE. With the same arguments as before, this linear PDE admits uniqueness.
Hence the one dimensional time marginal of the law of the solution and our unique solution to the
PDE are the same (as the solution of the PDE also satisfies the linearized equation). This ensures

existence and uniqueness for the McKean Vlasov equation.
m
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Finally, we prove the global existence and uniqueness of the two-state model, under the following
assumptions:

Assumption H{P. 1. J : L'((0,2n]) — L'((0,2n]), we suppose that it is a positive, mass
preserving, and Lipschitz:

1716] = Ty < Callv — Iy, Vo, € Lg
for some constant C; > 0. And J[0] = 0.

2. Let G*,GP : (LP)?> — LP, and we suppose that there exists Cg > 0 such that for any
[ 1 9.9 € LE:

IG[f, 9] = G[f", ']l x

IG°[f. 9] = G°[f", g'lll.z

Ca(lf = fllez+llg—g'llez)

<
<Ca(lf = Fllez+1llg—9g'lle)-

and
G*[0,0] = G[0,0] = 0.
3. We suppose that a, f : D — R, are in the space C'(D,R,) N LS°.

These assumptions allow us to obtain similar estimates as in Theorem 3.5 and are quite nat-
ural from a modeling perspective. The first assumption imposes some regularity on the operator
that transfers the mass from one state to another, whereas the second assumption controls the
production terms of the two chemotactic fields by the density of ants. The third assumption is
more technical and is required to approximate o and [ by smooth functions.

Theorem 3.9. Under Assumptions (7—[3’5), for any initial data:
(pga IOIB> S (Lg(Lé)-‘r N L;t,9>27 (687 Cg) € (W;)Q_Q/p)27
there exists a unique global in-time solution of the system (F;‘ﬂ), in the space:

(e, ¢%, p*,p") € (L],

loc

(R, W5))? x (C(Ry, LE(Lg)+ N Ly p))*.

Before moving to our main proofs, the next section will focus on deriving estimates for the
linear Fokker-Planck equation for a given scalar field B.

4 Linear Fokker-Planck equation

We here study the linear Fokker-Planck equation. To treat the two-state model, we will consider
a general Fokker-Planck equation with a birth term 7 and a death rate . But as far as the system
(Fy) is concerned we only need to consider the case n =0, a = 0.

Theorem 4.1. Let 4 <p < oo, T >0, and q¢ > ;25. For any B € L} (L§), n € Cy(Li(Ly)+ N
Lyg), o € Co N LY and py € Li(Ly)y N Ly, there exists a unique p € Cy(LL(Ly)y N L} ,)
non-negative solution of,

t t t
pe= pok g — / (Ongi_s * (Bops))ds — / (Vage_s % (iops)) + / (G * (ns + aps))ds,  (10)
0 0 0

15



with the following growth estimate,

sup [|peflga < (llpollry + T sup [[nsllg.) My (| Bllppoo + Cx + el 1),
te[0,T) [0,T7]

for some M, : (Ry)*> = Ry is a positive non-decreasing continuous function, depending on p only.
Furthermore, the solution is a distributional solution of the Fokker-Planck equation, that is

t
/sotpt - /soopo = / / ((6%90 + Ay + BIgp + M - Vap + ap)p + sm) drdfds, (11)
0

Yo € C’;’z,Vt € [0,7T], where C’;’z denotes the space of functions that are differentiable in time,
twice differentiable in space, and bounded along with their derivatives.

Proof. Let 0 < u < T to be specified later, and introduce the Banach space
E = C([Ov u]’ Lg(Lé) N Li,@)v
equipped with the norm,

Iml[e = sup [|myllg + [[mell 2 1+ [[mef]ir.
te[0,u] P

The interpolation in LE(Lg) N L} 4, ensures that the norm || - | 2 1, is finite. Let V: B — E
be defined by, U(v) = p, where,

t t t
pr = po ¥ go — / (ogi_s * (Boy))ds — / (Vage_s % Oows))ds + / (gos * (1o + a,))ds.
0 0 0

This map V¥ is well-defined, due to Young’s inequality, as long as p > 4, since:

Bv e LY(LE(Lg) N Ly,) and (s — dpge—s) € L (LE (L) N Ly,),
vv € L (LL(Ly) N L;ﬂ) and (s +— V,gi_s) € L;mﬁ,
(n+av) € LF¥(LL(Ly) N Ly ) and (s — gi—s) € Ly, p-

Take any v',1v?> € E and note p' = ¥(v) for i = 1,2. For r = 2 or v = ¢, using Young
convolution inequality for the first with,

1+l :P;l+
T P
141 =1+1

and for the second and third terms with,

We obtain that,
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t t
16t = Ails < [ Nougios s BuE =) ads + [ Vo o h = 2) s
0 0

t
+/H%wa@—ﬁmﬂ&
0

t t
< [ 0ngieal B2 = 02 g ads [ IVagimalaall ol = 2 s
0 0

t
kufuwmmw—ﬁwma
0

t
S/fﬂ(%wW&MWWé—ﬁ
o P71

t
Hwhéﬁﬁ—wﬁ—@m%

< (Fl o (| Bllppoo + AFF1 () + ol PPy () sup 17! — 2],

Pt (0,u]

where we used that f%, € L#1([0,T]), due to Proposition 3.2, if

p—1

1 1
<—+—>L < 1,that is, if 4 < p.
p 2/p-1

Now for the L' norm consider similarly, the following Young exponents,

I+1 =1+ +5%) (), 1+1 =1+1 (2),
141 =141 (0).

1+1 =1+1 (0),
So that,

t t
ot — il < / 106g1—s * Bs(vy — v2)|l1,1ds + CA/ IVagi—s * Av(vy — v2)|11ds,
0 0

t
+/mth@—émwa
0

t
< / ”60.915—3
0

t
HMMAH%JNM—%MM&

t
0rr
SAﬁ@ 5)||B,

t
HMM/f%—WM—@MM&
0

< Fl% (W)|[Bllpposuplvs = 12| 2.y
Pt 0,u] i
+ (AFE 1 (u) + [|alloo FY 1 (w)) sup [lvg — 11

0,u]

t
T,ldsjm/ frt = s)llvg — vZllrads
0

t
[l Bs(vh — v2)|l1,1ds + /\/ IVagi—sllillv(vs — v2)|liads,
0

t
pooollvs — Vfllppl,lder)\/O fEt = s)|lvi — v2|liads,

(12)

(13)

Here, we note that f! € L%([O,T}), requires that p% < 2, and this is true since we already

1

imposed that 4 < p. Combining estimates (12) and (13), we obtain that for u sufficiently small, U is
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a contraction. From Banach-Picard thereom, there exists a local solution. Using the continuation
method we have a unique solution up to a critical time. Taking that solution, noting it p, applying
analogous computations, we obtain for r = q or r = p%l that,

t t
loulhs < lolls + | W0gioal e a Bllccllplloads +-A [ 192l lhads
0 0

t t
T ol / 19—l osleads + / 1=l 7l s
0 0

From the fundamental solution estimates Proposition 3.2, since we can bound,

=

_1_
maX{Hc‘?egtszL 15 IVegi—sl1,1, Hgtszl,l} <Cy(1+(t—s)772) Vt>5>0.

p—1’

We can apply the Gronwall type inequality of Proposition 3.3, so that,
1
lodles < (pollea + T sup )My (1Bllos + O+ )T, ) (14

where M, is the growth function given in Proposition 3.3.
And similarly for the L' norm, we obtain:

t
loelle < flpoll1a +/ Haegt_s||1,1||Bs||p,oo||ps||p%1,1d8
0

t
2 [ 120l lhads
0

t
T ol / lg5s
0

1,1

t
pulliads + / 1ol linell ads.
0

Using the bound,

1
max { || 0o g —s| 1,1, vagt—sHl,h ge—s 1,1} < Cp(l +(t—s)"2) Vt>s52>0,
and Proposition (3.3), we obtain for all ¢ € [0, 77,
ol < (lpolls + FE (D) Blpoo sup ol o1+ Tsup [l ) Moch + lolloont). (15)
[0,¢] ? (0,7]

»

Plugging the bound on the L7 ' (L})-norm from (14) in (15) we obtain a growth for the L'
norm. These estimates prohibit finite time blow-up, thus the solution exists up to 7". The proof
of positivity is given in Lemma 4.3. The fact that the mild solution is a distributional solution
results from the following stability Lemma 4.2, similarly as the positivity result(Lemma 4.3),
taking a sequence of approximated smooth solutions and controlling the convergence of the terms
in LL(Ly) (N L} 5 involved in the distributional formulation (11). O

We now prove the stability result.

Lemma 4.2 (Stability). Ford <p < oo, and -t < g, let pt, p* two mild solutions in C([0,T], LL(Ly)N
L, g) of equation (10), associated respectively to initial datum pg,p5 € Li(Lg) N Ly, O-drifts
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B',B* € L},(Lg), death-rate on,cs € LY and source terms n',n* € C([0,T], LL(Ly) N Ly ).
Then, we have the following stability estimates,

sup 1o} = p2llaa <C[llob = 3llan + Tsup In} = n2llg.+
t€[0,T (0,77

1B" B2HP7P,OOF§L’L(T) + Tl — Oéz"oo}’

—1’p—1

SE(J)I;] lor = p¢ll1a SC[HP% —pollia+T sup |nt =211+ | B" = B*||ppocF e
te|0,

r (T)+

s€[0,T p=17p—1

ﬂm%wﬂ@+Fi_L@HmW¢—éW%47
P [0,7] !

—1'p—1

for some positive constant C depending on T,p, || phll1.1, [1P5lla1 S| B llppoos 10Es ||l for
1=1,2, and \.

Proof. Letr =qorr = }%. Using Young convolution inequality, Holder inequality and Gronwall’s
Lemma, we obtain,

ok = s <l = il + [ I ¥atimallalle? = 72 lnds
O N S
[ el st = 0%l + It = o),
<= e+ | et = s)lh = lods
[ 70 6= ) (1L = Blellll + 1B lpoeloh = il s

t
+ / (o = @llaollp o + 0 llsllp = P2l + 17 — 72
0

7‘71)d8.
Since we have the bounds,
11
max { 12 (t=s), fi(t =)} <1+ (1 —5)772),

-

from Proposition 3.3 we obtain,
ot = Pl < [lloh = pRllra +T sup_ [0} =02,
s€[0,T7]
4 (1B = BlppocFle, o (T)+ Tl =) sup flpt]

s€[0,T]
1
% My (IBllppos + A+ 0 ) T2

We obtain the desired estimate from the bound on supy 7y ||} llg1 of Theorem 4.1,
Similarly, for the L!'-norm,
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t
Ik = Al <lh = Bl + A [ 19e0i-clhilod = p2lhads
0
t
b [ Wongical a1 B!~ B ads
0
t
4 [ Nodallale! = a2 + It = la)ds,
0

t
<lpt = ARl + A / FE(t = )|} — p2lads
0

t
b [ 10 6= (1B = B2llobl s+ Bl b = 6202 )
0

t
+/O (lla" = a®llsollpsllns + o llscllps = o2l + llme = nilla)ds.
Using again Proposition 3.3,
ot = pllia <C[lloh = 3llia + T sup lint =02l
s€[0,T]

+[IBY = B||ppoc P o (T) sup ||}z,
p—1’p-1 s€[0,T) P

£ 70t = ?laosup 9! i+ Fle o (T B2y o sup 10} — 2l 2.
(0,77 r (0,77 v

p—1

for some constant C', depending on p, T', || B?||, p.ccs [|0%]|cc and A. We obtain the desired estimate
from the bound on supjy 7y [|pi]|1.1 of Theorem 4.1. O
Lemma 4.3 (Positivity). Ford <p < oo, and ;55 < q, let p be a mald solution in C([0, T7, Li(L}HN
Ly ) of equation (10), associated with the initial non-negative datum py € (L%(Lg) N L} o)+, for a
scalar field B € L} (Lg), a death-rate o € LY and a positive birth term n € C([0,T1], (LL(Lg) N

Lyg)+)-
Then,
p € C([0,T], (LL(Lg) N Ly g)+),
that is p stays non-negative for all times.
Proof. Taking a sequence B* € Cp° N LY (Lg°) converging in Ly ,(Lg°) to B, similarly pj € C;° N
W21 W3 converging to po in L&(Ly), n° positive in Cp° N L{ ,(Ly)4 converging in L{ ,(Lj)+

to n, and o € C;° N LY converging in L:° to a. There exists a unique smooth solution p* €
Cy?NWy? MWL (e.g [25, Chp 4. Thm 8. p.109)) of,

Op® = Ap® — 0g(B®)p° — B°0gp° — v - V. p° + ap® + 1%,
Pi=0 = Po-

We use Stampacchia’s truncation method, by defining H € C?*(R) as,

0 if 0 <t,

t if —1<t<0,
2 1 .
E+i+d ift<-1



H and its derivatives possess the following properties:
Ht)<t, —[t|<H(t)<0, 0<H(t)t<6H(t), 0<H"(t)<1, H"{t)t* <6H(t), VteR.
We obtain:
d
T / H(p®)dzdf = /H’(ps)(A/f — 09(B*p°) — M - Vgp® + ap® +1°),
/H” Ve |? + /H' (ap® +n°) /H” (BF - 0gp° + M - Vzp°),
since 7)° is positive, and H' is non-positive, [ H'(p*)n® < 0, this leads to,
d (> (> £ 1> £ £ €
G [ @i < = [ AP+ VTG B 00 + 30+ o) el E
+lalws [ 1)
- /H"(/f)lvff|2 +3 / H"(p°)(B 0" + M - Vop©)?

+—/H” +6||oz||oo/H

—/H@Wmﬁ+@vwm@§/ﬁmmww

+ (5 +6lalle) [ H)
< (VBTG = 1) [ H GOV E + ( +lall) [ 1)

For p sufficiently small the first term is negative, we obtain,

Y

%/H(p;)dmeg (%+6lla||oo)/H(Pi)~

Since pf is non-negative, [ H(p§) =0, and from Gréwnwall Lemma the property is preserved.
We deduce that p is positive, from the stability Lemma 4.2 that gives the convergences of the
approximated solution to p. O

Finally, we state and prove the following lemma which is crucial for the analysis of the system.

Lemma 4.4 (Averaging Lemma). For4 < p < oo, and ;25 < q, let p be a solution in C([0, T, Li(L}))

associated with the initial data py € LL(L}), and with dmft B e L7, (Ly). Then, we have the fol-
lowing estimate, uniformly in B,
r

where My, : (Ry)? — R, is a positive non-decreasing continuous function independent of B.

sup
te[0,7]

pth N T, (16)

21



Proof. Integrating p; with respect to 6, one gets,

/ pedf = < / p0d9> - ( / gtd9> - /O t ( / 89gt_sd9> - ( / Bspsd9> ds
- / ( / ngt8d0> % (t / )\vpsd0> ds,
— < / pode) - ( / gtd9> - /0 ( / ngtsde) % ( / )\vpsd0> ds,

where *, indicates the convolution with respect to (x1, z3) only, and the second inequality holds
since ([ 9pgi—sdf) = 0. Since Theorem 4.1 implies that p stays positive, we also have that,

H/)\vpsdﬁ < )\H/|ps|d9 = )\H/psdé
p P P
We thus obtain,

t
H/,otdﬁ < H/pod(? —I-A/ /Vgt_sde /psdQ
p p 0 1

t
SH/podG +A/ Ji(t—s) ‘/psdﬁ
p 0

using the estimate on f{ and Proposition 3.3, we conclude that,

H/ptdﬁ < H/pod9
p

ds,

p

ds,
p

Mo(\t) Yt e [0,T).

p

5 Proof of the main results

In this section, we prove our main results announced in Section 3. In Subsection 5.1, we present
the proof of Theorem 3.5. Then further regularity on the solution (see Theorem 3.6) is obtained
in Subsection 5.2. Finally, the two-state model is tackled in Subsection 5.3.

5.1 Global existence
We now prove Theorem 3.5.
Proof of Theorem 3.5. Let T' > 0 a time to be fixed later. Introduce the Banach space
Y = (W) x G(LE(L)),

equipped with the norm
| - ||Wz}’2 + 1 - lzge ey

Define the mapping ® : Y — Y by: for (l,v) € Y, ®((l,v)) = (¢, p), where ¢ is the unique
solution in W, of

Ct=0 = Co,

{atc =o0Ac—vc+ [vdf on (0,T) x Q,
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and p is the unique solution of the Fokker-Planck equation (10), for « =7 = 0, and drift:

B(s,z,0) = v-(0) - Vi(s,z) + 70 (0) - V2I(s,2)v(0).

We note that we have the estimate,

sup |B(s,z,0)| < C.(|Vi(s,z)| + |[V3(s,z)|),
0€(0,27]
and thus,
1Bl < el

First, let (¢!, p') and (c?, p?) be the image of respectively (I*,v!) and (1%, %), lying in ). From
the maximal regularity result in Sobolev spaces [25, Chp 4. Thm 8. p.109], there exists N > 0
only depending on v, ¢ and p such that,

)
p;p

e = @l < V| [0 = 2y

< NT# sup v = Vtszl (17)
te[0,T) ’

Note B! (resp. B?) the drift associated with I' (resp. [?). Since B is linear w.r.t [, we have
that,

|B" ~ BQ”p,p,oo <Gt - 12||W;’2~

Using the stability Lemma 4.2, we obtain that, Vt € [0, T,
19} = lls < CI = Pl 2Fo o (T), (18)

for a C' depending on p, A\, T'||pollp1, [|Blpp.co and || B?||ppco- This estimate gives the local
Lipschitzness of ® and FY, , as in Proposition 3.2. We now prove that any iterated sequence

p—1'p—1
is Cauchy, to this purpose we show that the iterated sequence of B"™ are uniformly bounded, this

together with estimate (18) gives that the sequence is Cauchy for T sufficiently small. For some
(c*, p°) € Y, we define the sequence ((c*, p")), in Y as,

(" ") = ®(c", p") Wn > 0.
We can uniformly bound the sequence of associated drifts B™.
B" = B(0,Vc", V") Vn > 0.

Indeed let n > 2,

1B e < Calle e < N (nconwgz/p n H [ s

Y
p,p

where N is the same constant as in equation (17). Since for n > 2, p"~! is a solution to the

Fokker-Planck equation associated with B"~!, from the averaging Lemma 4.4, we obtain that,

15 e < AN (HCouwgwp | [

TiMOO(A,T)> Vn > 2. (19)
p
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We conclude, from estimates (17), (18) and (19), that there exists T sufficiently small so that
the sequence is Cauchy. From the continuity of ®, the limit of the sequence is a solution to the
non-linear system. Any solution will satisfy,

IBlpee < AN (HCOHW;M | [ T;MOO(A,T)> , 20
p

this together with (18), implies the uniqueness of the solution. By the continuation method, a
unique solution exists up to a critical time, that we denote (c, p). We already have that,

el < N (\ICoHW;% + H/pod9 TéMOO(A,T)) . (21)
p

Thus, the growth estimate of ||p;||,1 from Theorem 4.1 together with (20), and finally (21) prohibit
finite time blow-up, thus the solution exists for all times. n

5.2 Further regularity of the solution

In this section, we prove that the regularity of the initial condition propagates over time. This
relies on the regularizing effects of the averaging of the density with respect to the azimuthal
variable.

Proof of Theorem 3.6. Take a sequence of mollified drift B° in space and time in C3° N LY (Lg°)
converging to B in Ly, (Lg°), and consider the solution p° of the approximated Fokker-Planck
equation.

{&pE = Ap® — 0p(Bp°) — Av - V05, (22)

P(O; ) = pPo-

It is also a mild solution of the Fokker-Planck equation, so using the regularity we transfer the
derivative with respect to x to the solution,

t t
si=mra = [ Ohges (s = [ gix - Vapi)ds.
0 0

We denote by m® the density of ants averaged over 6,

me = / pedo.

Integrating equation (22), we obtain that m® is a solution of the parabolic equation,

{@mE = Am — [ M-V, pdb, (23)

m(0,-) = [ pdb.

We can estimate the integral term as follows,

t
/v - Vp;df = (/U - Vapodf) * g —/ (/ Oggt5d9> * </U . Vz(BZpi)dQ) ds
0
t
—/ /v - Vigi_sdb = (/ AU - pr§d9> ds.
0
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Similarly, as in the averaging lemma, we use the fact that, [ 9pg:—sdf = 0. We then take the
LP-norm, use Young convolution inequality and the Gronwall type inequality Proposition 3.3, and

obtain,
t
H/zwvxpfd@ < /U-prode —1—)\/ /U-ngt_sde /U-pricw ds,
P P 0 1 P
t
<\ [ v Vapade]) 47 [ 1190l | [0 Vapias] as
P 0 P
t
< /U-prode +)\/ fit—s) /U-pridQ ds,
P 0 P
< /U-prode My (N, T), (24)
p

where M, is the growth function of Proposition 3.3. Now, using an LP estimate [25] on the
parabolic equation (23), we obtain the following bound on the norm of m®.

" H/podeH ). (25)
p,p WZ?*Q/P

for some N > 0 independent of B® and p§. Combining estimates (24) and (25), we obtain that
the sequence is uniformly bounded independently of € in Wpl’2. This implies the existence of weak
derivatives converging weakly in LP up to a subsequence, since from the stability result Lemma 4.2
we have the convergence in Cy(LE(L})) of p° to the solution and thus of m® in Cy(LP), we conclude
that m € W%,

From Morrey’s embedding theorem, for ( =1 — %, then m € C¢. Plunging this in the equation

[y < N</\ H/U-pradH

for ¢, with initial regularity in C?*¢, we obtain that ¢ € C'*</22¥¢_ One can easily verify that from
the explicit form of B, we have that,

9B, B € C*([0,T], T x D).
Finally plugging this regularity in the Fokker-Planck equation, we obtain that

p € W,?([0,T],D x T).

5.3 Two-state model

In this section we prove existence and uniqueness for the two states model (F;j‘ﬁ ), using similar
estimates as in Theorem 3.5. Throughout this section, we assume that the hypothesis in 7—[;’6 are
satisfied.

We start the study with the two-states linear Fokker-Planck equation.

Theorem 5.1. Let 4 < p < oo, T' > 0, and ¢ = ;E5. Under assumption (HYP), for any
B* BP ¢ Lf’m(Lgo), and any initial condition p§, pg € Li(Ly)4 N Lijg, there exists a unique couple
(p*,p%) € (Ci(LL(Lg)+ N LL 5))* positive solutions to the two states Fokker-Planck equation, in a
mild and distributional sense, and the total mass is preserved.
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We also have the following stability estimate. If (p**, p%1) and (p®?2, p>2) are two solutions
with same initial data, associated respectively to (B**, B%') and (B2, B??):

2p (1 =2 107 =) < O [Pl e (D) (IB*! = B2l 187 = B2l p00)
€ )
(26)

ats [lloe; [1Blloe, A and Cy.

Proof. Denote by (E, || - ||g) the Banach space introduced in the proof of Theorem 4.1. We define
W : B2 — E73 using Theorem 4.1 as,

for some C depending on | B*|| fori=1,2, |p§/la1, |06

(v, vP) = (p, p%),

where (p®, p?) are the positive mild solutions of the Fokker-Planck equations:

(27)

Op™ = Lpap™ — ap® + aJ V7],
p” = Lpsp® = B’ + BI[v°],

where Lpga, Lgs are defined as in (Lp). From Lemma 4.2 we obtain that U is a contraction
map for T" sufficiently small. There exists a solution up to a critical time. Proceeding similarly as
in the one-state case, for r = q or r = p%l, we then have the following estimate,

t t
1%l < / 100t * B2 lnads + A / 19 # (00 |y adls
0 0

t
T / 1gims * (@ [p5]) s,
0
t t
< / Foa (= B pooll 2 s + A / F2(t — )2 lads

t
T flaflCy / £9(t = )19 loads.
0

Combining this with the same estimate on p°, we prevent finite time blow-up of the solution in L",
adapting the arguments of Theorem 4.1 we similarly obtain a growth estimate for the L'-norm. We
conclude that there exists a global-in-time solution of the two-state Fokker-Planck, the solution is
positive, it is a distributional solution, and its total mass is preserved:

/p? + pldxd = /pg + pldzdd Vit e [0,T).

Finally, we prove a stability estimate w.r.t the drifts. Let (p®!, p%1),(p*2, p%?) be associated
respectively with drift (B!, B%') and (B*?%, B%2).

t t
12— 2 < / 10pg1—s * (BE1p01 — BR2,02)||, ds + A / IV agis % 0(p™ — ) uds
0 0
t
4 / lg—s % (105 — T[pP2]) lpads,
0

t
< [0 = ) B ™ = 52+ 1857 = B2l

‘7«71 dS

t t
+ A/ ft =)o = p2?|rads + IIallooLJ/ St =)ol = plP|rads.
0 0
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The same estimate holds for p”!, p?2, so that using Génwall’s Lemma, we obtain the desired
estimate. n

Lemma 5.2 (Averaging Lemma). Let (p p°) € (Co(LL(Ly)+ N LY y))* be the unique solution to
the two states Fokker-Planck equation, the following estimate holds for all times,

sup (H/ptdet H/pfd& ) (H/pﬁ’d@ H/,o'gde
t€[0,T)

Proof.
o] ] < o 2
p p p p
t
+/\/ /Vzgt_sdg (H/vpsde
0
o[ (naan/ d
0
t
-/ (nanm | [ s
0 1

> CA+CJ7 )

o] )
18l |/ as )
RACN / J[p?]d9||p> ds,

gt— sdg

/ g1 b

< H/pgde " H/péd@
+A/Otfﬁ1(t—s) (H/pgde + H/pfde )ds
+CJ/ fia(t—s) (H/pade H/pﬂde >
< H/pgdé H/pgdé’ ] oA+ Cy,T).

O

Proof of Theorem 3.9. Applying the same strategy, we obtain local Lipschitz estimates from Schauder
estimates on ¢, ¢”, and the stability estimate (26) proved in Theorem 5.1. One then obtains the
1B [lp.p.00 < ||ca||W;,2,

following a priori uniform bound estimate on B®, B?:
<N <||CS||W§_2/,, + HG“ [/p“d@,/pﬁdé} > ,
P.p

<N <||CO||W2 2/p —f-CgT 1/p sup [H/pfd&t +
p

t€[0,T]

|/ o] ])

for a = a or a = . We conclude from the two states averaging Lemma 5.2. O]
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6 Numerical simulations

In this section, we provide numerical simulations illustrating trail pattern formation. The
Python source code is available on GitHub at:

https://github.com/MatthiasRakotomalala/CurvatureChemotaxis.

We propose a Monte-Carlo particle simulation on the Torus, and a Finite Difference scheme
for a simplified system.

Monte-Carlo particle simulation for the Mckean-Vlasov equation

First, we provide Monte-Carlo particle simulation results for the Mckean-Vlasov equation. We
refer to the thesis of M.T [26, Chapter 7] for the case of the whole plane R?, we here study the
case of the Torus, this allows us to observe reinforcing trails whereas in the case of the whole
space, small trails will go to infinity. As we shall see, the Torus also comes with the benefit of
fast Markovian numerical methods using spectral resolution. Let N > 2 denote the number of
particles. We start with the following weakly interacting particle system on the Torus:

(dX} = \v(©))dt 4 /20,dW,"",
dO! = xB(0!, VN (t, X1), V2N (t, Xi))dt 4 /209d W,
N

, , . 1
o = —yc N 4 g AN + N_1 (0x * goee), on (0,T) x T?,

=1,

[ for 0 < i < N

Recalling that the above system represents a population of N interacting particles, and is asso-
ciated with the Mckean-Vlasov equation (Fé” V). In order to remove self-interaction, each particle
interacts with its own chemical field ¢V, solution to a parabolic equation with the regularised
empirical measure of the other particles as a source term:

N

1
m Z (5Xj *gaca)a

=1,

where g¢,.. is the fundamental solution to the heat equation on the Torus at time o.c, for some
parameter € going to zero as N goes to infinity. In this paper, we do not address the problem of
convergence. Instead, in this section, we assume that this particle system converges to (Fi”v),
implying that the error with respect to the fully interacting system is of order 1/N and can be
considered negligible. That is, let ¢ be the full interaction field, solution of:

N
1
Oic = —ye+ o Ac+ NZ((SXJ' * Jooe), on (0,17 x TQ’

=1
then the error with the i-excluded field ¢V is:
HC — Ci’NHC1+a/2,2+a = 0(1/N).

For 1 <i < N, we define ¢ as:

, . . 1
O’ = =1 + 0 A + = (0x; * Gooe)- (29)
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So that,
N
3
J=1j#1
We will solve equation (29) in the frequency domain, since in the case of the Torus the solution
writes as a series. This motivates us to introduce the interacting system with Fourier truncated

chemotactic fields. For &,¢ € Z, we denote by c'(t)[, (] the Fourier coefficient in the spatial
variables of ¢’(t). For Np > 1, we denote by ¢}y the truncated series up to Np:

Ahp (o, ma) = Y R(ED)E C]) cos(2m(§wy + Cx2)) — S(F (B[S, ¢]) sin(2m(§az + (x2)),
—Np<{(<Np

where R and & are respectively the real and imaginary part operators. Similarly, we write cé{g,

the truncated series of the field ¢V

N

io\WN j
Ry = E c’NF.
J=1,j#i
Using properties of the Fourier series, the derivatives of the truncated Fourier series are written

as:

O, = Y. —2mE[S(d(B)[E,¢]) cos(2m(Exy + Cx2)) + R((1)[€, )¢ sin(2m(Eay + (x2))],
—Np<§{,(<Np

O, = Y. —2mC[S(C(B)[E ¢]) cos(2m(€mr + C2)) + R( (B[, ()€ sin(2m(Exy + (2))],
—Np<§,(<Np

O g = Y —ATE[R(C (B[, C]) cos(2m(Em + Ca2)) — S(c' (B[, ¢)) sin(2m(§ay + Cx2))],
—Np<§,(<Np

OnyasCip = Y —ATEC[R(C®)[E, ) cos(2m(Ear + (xa)) — S (1)[€, ¢]) sin(2m (€1 + (a))],
—Np<§,(<Np

OnparCivp = . —ATC[R(C (B[S, ¢]) cos(2m(§ay + Cx2)) — (' ()[E, ¢]) sin(2m(§ar + (2))].
—Np<§,(<Np

From the partial differential equation (29) we obtain the following ordinary differential equations
with random coefficients in the frequency domain. For 0 < ¢ < N, —Np < &,( < Ng:

SO =~ -+ 0+ ONEDIE D+ 5 (Ot * )6, (30)

with (dx; * go.e)[€, (] the Fourier coefficients of the regularised Dirac mass, they are explicitly
given by:

R e

with X7 = (X}, X}?).
Summing up, we obtain the following approximated system with truncated chemotactic fields.
dX} = \(0))dt + /20,dW,",
dO} = xB(O}, Ve (t, X)), V2 (t, X)))dt + v/ 209dW,
& ¢ =—(v+0.(€ + ) [& ¢+ 55 (0x: * goe) €, CJ.
1 §Z§N>_NF§€7C§NF7

(31)
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N=500,T=4.0,00=0.3,0,=0.001,A=1.0,x=2.0,7=0.1,0,=0.2,y= —5.0,u=5.0.
Ng=35,N;=400,e=1.0E-3
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Figure 3: Monte-Carlo particle simulation for the McKean-Vlasov equation at eight different time points.
The concentration of the chemotactic field is shown in blue, while the particles are represented as points
in orange, each with an arrowhead indicating the direction of v(©}).

where Vi) (t, X}) and V3¢ (¢, X)) are evaluated using the coefficients ¢'(t)[¢, ] as described
earlier. We obtain an autonomous system of (2 + (2Ng + 1)) N-equations. And we then use the
Euler-Maruyama forward scheme for the stochastic differential equations and the Euler implicit
scheme for the ordinary differential equations on the Fourier coefficients.

It is remarkable that this simulation is linear in the number of particles N. One should evaluate
the derivatives of ¢#V by first summing all the fields coefficients:

N

c(t)[e. ¢l =D 1) ¢,

=1

obtaining the coefficients of the total field ¢(t) = >, ¢'(¢), and then subtracting ¢*(¢)[¢, (], to
preserve a linear algorithm. The complexity of the simulation is:

O(N;NN}),

where N, is the number of time steps. The simulation parameters are £, N; and Ng. One should
take € small enough, N; should be sufficiently large for the convergence of the Euler-Maruyama
scheme, and Ny sufficiently large, depending on o. for the residual of the series to be negligeable.

Figures 3, 4, 5, and 6 represent the evolution of four simulations obtained from the procedure
described above. The concentration of the chemotactic field is shown in blue, while the particles
are represented as points in orange, each with an arrowhead indicating the direction of v(©%).

We call a trail a curve along which the concentration of pheromones is locally maximal. In
these simulations, we observe collective behavior, where groups of particles move along the same
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N=1200,T=4.0,09=0.3,0,=0.001,A=1.0,x=2.2,7=0.1,0.=0.1,y=-5.0,u=5.0.Ns = 35, N; = 600, = 1.0E — 3
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Figure 4: Monte-Carlo particle simulation for the McKean-Vlasov equation at eight different time points.

N=1200,T=4.0,09=0.3,0,=0.001,A=1.0,x=2.2,7=0.1,0,=0.1,y=-5.0,u =5.0.Np = 35, N; = 600, £ = 1.0E — 3.
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Figure 5: Monte-Carlo particle simulation for the McKean-Vlasov equation at eight different time points.
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N=1200,T=4.0,09=0.3,0,=0.001,A=1.0,x=2.2,7=0.1,0.=0.1,y=-5.0,u=5.0.Ns = 35, N = 600, = 1.0E — 3
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Figure 6: Monte-Carlo particle simulation for the McKean-Vlasov equation at eight different time points.

trail within the chemotactic field. Notice from the orientation of the arrowheads that the particles
follow the trail in both directions. In a neighborhood around these trails, particles are attracted to
follow these paths (see discussion in Section 2). The particles are producing the chemical at their
position, so if particles are aggregating on a ridge of the chemical field, they reinforce the trail.
These reinforcing trail patterns are the product of this non-linear attractive mechanism, where
trails attract particles, and the particles’ presence further strengthens the trails.

In Figure 3, the initial condition is close to a trail, leading to stabilization along a single lane
looping around the domain. The initial condition in Figure 4 is a Dirac mass, while Figures 5 and
6 are associated with uniform initial conditions. From these results, we suggest that for a certain
set of parameters: the uniform solution is unstable, non-trivial stationary solutions exist and that
these stationary solutions resemble trails. In the next subsection, we propose a PDE simulation of
a simplified system to provide further insights into the two previous conjectures.

Convergence towards stationary trails using finite difference method

As illustrated in the particle simulations, the colony is able to create trails. We then decide to
study numerical solutions that are constant in the second spatial variable. We will take T; x Ty, as
the domain with periodic boundary conditions. Supposing that ¢ and p are constant with respect
to their second xo-position variable, we obtain the following system:

Oip = 0903p + 002,p — X0 ((—ADypcsin —0,.cA sin cos)p) — cos Opp in Ty x Tay,
e = —yc+ 9%,c+ [ pdf in Ty. (32)

Pt=0 = Po, Ct=0 = Co-
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T=2.0,00=0.5,00=0.02,A=1.0,x=12,7=1.0,0,=0.1,y=1.0,u=1.0,N,=70,Ng =70, Ny = 200
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Figure 7: Finite difference for the system (32) in 1-dimension in position space. From left to right: the
f-integrated density over time, the log-density at the terminal time, and multiple time evaluation of the
chemotatic field in blue and the density in orange with initial data in dotted lines.

We then used a finite difference implicit scheme to solve system (32). The numerical results are
presented in Figures 7 and 8, from left to right the density integrated over 0(position density)
against the time variable, the log-density at the terminal time and in the last plot the position
density at different times together with the concentration field of the chemical.

Recalling that if a stationary solution to system (32) exists in dimension 2, we can extend it
to be constant in the second spatial variable, and this would yield a stationary solution for the
3-dimensional system (Fx). We thus can observe, in the first and third graphics of Figures 7, 8 a
convergence towards a distribution resembling a trail. Furthermore, looking at the middle plots,
that is the log-density at the terminal time, we can find two local maxima, at (z = 0,0 = 7), (z =
0,0 = 37”) They are at the same x variable, at the top of the ridge, and are associated with
the two antipodal orientations that allow to keep moving along the trail. We also note that in
Figure 8, the initial condition is a small perturbation of the constant solution. The solution still
convergences towards a trail, providing further evidence of instability of the constant solution for
the given parameters.

Complex pattern and o.-Viscosity

In this subsection, we present numerical evidence suggesting that, under certain conditions,
more complex patterns emerge. Specifically, when the diffusion parameter o. and the steering
parameter 7 are set to smaller values, localized pattern structures are observed. This effect is
analogous to the influence of the viscosity parameter on turbulence in the Navier-Stokes equations.
We begin by conducting finite difference simulations: Figures 11 and 10. Both simulations start
from the same initial data, with all parameters left unchanged except for o. and 7. In the case of
a large o, (Figure 10), the solution to the PDE converges to a single lane, whereas with a small
o. (Figure 9), it converges towards two parallel trails.

We then selected parameters similar to those used in the simulation of Figure 9 for the Monte-
Carlo simulation, adjusting the number of Fourier coefficients Ng,. We also vary the speed A to
enforce local behavior. These numerical results are given in Figure 11 and 12.
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T=2.0,00=0.5,0,=0.02,A=1.0,x=12,7=1.0,0,=0.1,y=1.0,u=1.0, N, =70, Ng = 70, N; = 200
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Figure 8: Instability result of the uniform distribution, for initial pg = 1/27 and ||col2 < 0.1 small L?
perturbation of the constant field, with the same parameters as in Figure 7.

T=2.0,0=0.5,0,=0.02,A=1.0,x=2.0,7=0.1,0,=0.01,y=5.0,u=5.0, N, =70, Ng =70, N; = 200
(t, x1) » [p(t, x1,0,6)d0 (2, 0) > log(p(t=2.0,x1,2=0,6) x1+ [p(t=2.0,x1, % =0,6)do
3 .

4.0 5.6
5 —— Jo(6)d0
. 15 —
3.5 4.8 y
3.0 0.0 N R IR co initial
4.0
-15
251
3.2 30 37
+ 2.0 @
2.4 -4.5 ,
151
-6.0
Lo 16
: -75 11
0.5 08 -9.0
04
0.0 11— - - - - 0.0 -105 - - - - -
-04 -02 00 02 04 -04 -02 00 02 04 -04 -02 00 02 04
X1 X1 X1

Figure 9: Finite Difference simulation in 1-dimension in space

T=2.0,00=0.5,0,=0.02,A=1.0,x=2.0,7=1.0,0.=0.5,y=5.0,u=5.0, N, =70, Ng = 70, N; = 200
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Figure 10: Finite Difference simulation in 1-dimension in space
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Figure 11: Monte-Carlo particle simulation for the McKean-Vlasov equation at small viscosity.

N=1200,T=2.0,09=0.3,0,=0.001,A=0.5,x=2.0,7=0.04,0.=0.02,y=-5.0,u=5.0.Np =50, Ny = 800, ¢ = 1.0E — 3.
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Figure 12: Monte-Carlo particle simulation for the McKean-Vlasov equation at small viscosity.
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Perspectives

We believe that this model raises potentially interesting questions for both mathematical and
numerical analysis, which we leave for future work.

For example, the problem of convergence and the propagation of chaos for the particle sys-
tem (F)) to the McKean-Vlasov equation (F)'") were not addressed in this paper.

It is also of great interest to prove the existence of non-trivial stationary solutions and to
obtain asymptotic behavior properties of the model. Our numerical investigation (Section 6)
suggests that the model possesses non-trivial complex attractive stationary solutions, whereas the
uniform solution is unstable under certain conditions. This finding relates to other open problems
regarding the behavior of non-gradient flows, as the system is not associated with a natural free
enerqy.

For the existence and uniqueness result, the case o, = 0 is still unproven. Since the Mumford
operator —v - V, + Ay satisfies Hormander’s condition, implying hypoelliptic regularity, one could
expect some conservation of regularity for the system. Nevertheless, deriving estimates on the
singularly coupled system in the case o, = 0 remains a non-trivial challenge.

In this paper, we provide a PDE scheme for a simplified system, assuming that the solution
is constant in its second position variable, with periodic boundary conditions in the first variable,
i.e., on Ty x Ty, in space. However, developing a numerical scheme for the full partial differential
system (Fx) on T? x Ty, presents significant challenges due to the singular coupling and is left for
future research.
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Appendix

Fondamental solution estimates

Proof of Proposition 3.2. Let us write respectively n* and n®, the fundamental solutions of the
heat equation on respectively the Torus and the whole space in dimension 1, given by,

Then, g is defined either, in the case R? x T as,

ge(x1, 22, 0) = ' (1), (z2)m; (6),
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or in the case T? as,
gt(xlal.% 6) = n?(xl)n;[(x2>n2r(9>
Thus since it is a product, we only need to estimate the norms in the one-dimensional case and

conclude using Fubini theorem. Furthermore, from the interpolation inequality in L® N L', for
any 1 < p < oo,

p—1
Inlly < Il Inllod ¥ € L A L.

It is classical that,
1

Il =1, linfllee = Vi
||8$ T ||1 C’0 ) ||aa3 Un ”oo = Cl%
Vi

We now prove the same bounds in the case of the Torus. From the positivity, and dominated
convergence Theorem,

Hm!ll—/m dx—Z/%nt :1:—27rk)d:v—/ R(z)dz = 1.

keZ R

Similarly, we can bound the L'-norm of the first derivative with the Gaussian from dominated
convergence. After the intermediate verification of the uniform convergence of the series of the
derivatives.

1
Hawnrt]rHLl(T) S ||8$7]£RHL1(R) = CO_

7
For the L*>-norm estimate, we will use the Fourier representation of ¥, that is,
=1+2 Z cos
n>1

It is straightforward to check that,
0<n(z)=1+2Y e™ < 1+2/ e dy — 1+ \/§
n>1 0

Finally, differentiating inside the sum, from uniform convergence, we obtain,

Dum; —ZZne t”2 —sin(nx) <22ne tn’

n>1 n>1

Noting that,

e e Wy Vn > 50 VY € (n—1,n].
So that,
1 o 2 e 1/2 s
Ot ()] < e i Wy dy = —.
|0z ()] < e 2t+/0 e Vydy = ——+4/ 1

We conclude, noting D either R or T, that for any ¢t > 0,

2(p—1) 1
1gell z2ry) < HnDHLlHnDIILw Il < < -)

P

2(p—1) 1
Ionalzap < P I oo < G, (14 oy )

P

1 p=1 1 p—1 1
ma 100,91l gy < 10 101 2 1P s P unTuLl <q, (1 - tml) .
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Gronwall type inequality

The case p = oo is a classical, for example, see Henry [27]. We will use the method introduced
by Pazy[28], with a finite number of iterations and conclude with the classical Gronwall’s Lemma.
Let us, first recall Gronwall’s inequality.

Proposition .1. (Gronwall inequality) Suppose that ¢ € L0, T satisfies the inequality,

o(t) < co(t) —I—/O c1(8)p(s)ds for a.et € [0,T],

where ¢; € L1[0,T], and ¢y € L[0,T] is non-deacreasing. Then,

t
o(t) < co(t) exp (/ cl(s)ds) for a.et € [0,T).
0
In the following, we will need the following identity, for any 5 > —1 and =z > 0,

’ _TA+8)? 1

where I' is the gamma function.

Proof of Proposition 3.3. Let 4 < p < oo, in the following, if p = oo, we use the convention % = 0.
First, we iterate the integral inequality,

t s 1 1
Jr/o /0 (1 N (t_s)}ﬁ;> (1 + W) c1(s)cr(u)p(u)duds,

where we used that ¢ is increasing. Using Hoélder inequality we obtain for 4 < p < oo,
1 p=1 p—4
PYt) = 1+ [leall ooy (t o Ot ) ,

and if p = oo,
1
PU(t) = 1+ lerllieqon (£+ Cot?)

Noting that, for any 5 € R,
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(1 n x5> (1 n yﬁ) < (1+ 2t18)) (1 + xﬁyﬁ) Vt >,y > 0.

Applyinng the above with § = —]la — %, and Fubini-Tonelli Theorem, we obtain,

9(t) < co(t)P1(D) + (1 +2ti+§)/0t /t < 1

1+ ,
(¢ —s)(s —w)]»"

gco(t)Pl(t)+(1+2ti+%)/ot /Ot_u <1+ - _1 ) ]1+;> ci(s)dsci(u)p(u)du.  (35)

Notice that in the case p = oo, we can already conclude the desired inequality, since using identity
(33),

) c1(s)dser (u)d(u)du,

N

B(t) < co(t)PH(t) + (1 + té)/o /O - (1 + M) c1(s)dscy(u)o(u)du,

< co(t)P(t) + (14 £2) ex = (¢ + 7r)/0 c1(u)¢(u)du. (36)
=Q1 (1)

And we obtain, for p = oo, using the classical Gronwall inequality,

o(t) < c(t)Moo(l[e1]| L0, ) VE €[0T,

where M, is a positive non-decreasing continuous function, defined as,

M (llerl| = (0,:t) = PH(t) exp (Q' ()tlleal = (0.) -
implying an implicit dependence of P! and Q' in ||¢1]| zo(04)-

We now continue the iteration procedure for a general 4 < p < co. Starting from (35), using
Holder inequality, inequality (34) and identity (33),

aws%aﬂww+u+aﬁ+%wmmmm%é<f?+u—ur%qumww

s%uﬁw+qwf+nu+%ﬁmmmmﬁﬂu+u—wﬁmmwmm. (37)
=Q1(t)

Note that we lost some singularity in the kernel, since —% > —217 = % for p > 4. We thus introduce
the following iteration procedure. At iteration n > 1, for r,, > —1, we have the following integral
inequality,

o(t) < colt)P" () + Q" (1) / (14 (= w)™)es (w)p(u)du. (38)

Iterating (38) using Hoélder inequality, inequality (34) with § = r,, Fubini-Tonelli, identity
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(33), and the fact that Q™ and P™ are positive nondecreasing, we obtain,
o(t) < co(t)P" (1)
t s
+Q"(t) /0 (L+(t—9))c1(s) (co(s)P"(s) +Q"(s) /0 (1+(s— u)T”)cl(u)qb(u)du) ds,
< eo®)P(t) (1+ Q" Wllerllun (7 +Cp 7 +™))
=Pt (1)

t s
1))? / / (L4 (= )™ )(1+ (5 — w)"™ ex (s)ea (u) b (u)duds,

< co()P™H(E) + (Q™ (1) 2t|T"|+1// (14 [(t = s)(s — w)]™)e1(s)er (u)p(u)duds,

< ()P0 + CQ (T + D)) et o / (14 = w)F ) er(w)o(w)du
=Qr (1)

for some positive constant C' depending on r, and p. This establishes recursive relations between
Q" Pt and Q", P", from which it is clear that the positivity and monotonicity of the (Q™)
and (P") are preserved. The important relationship is the following,

—1
Tni1 = 2, + — (39)
p

We thus obtained a similar integral inequality as in (38), with Q"*!, P"*! and r,,, ;. Those recursive
relations ensure that r, > —1, and that Q", P" stay positive non-decreasing, so that all the
computations above hold. From (39), we obtain,

4 —1
N S S Jt Y

p p

This implies that for any 4 < p < oo, there exists a finite integer n* > 2, such that r,» > 0.
Recalling (38) for this n*, using the classical Gronwall inequality, we obtain for any ¢ € [0, 7],

B(t) < colt) P (1) + Q" (1) / (L4 (t - u)™ )er(w)b(w)du,
< ()P (1) + Q" ()(1 + ) /0 1 (w)b(u)du,

< o) (1) exp (Q (A1 + 17 )T ealloon )

We conclude the proof, by defining M, as announced in the statement as follows,
. . p=1
My(llerllison, 1) i= P (1) exp (QV (1)1 + )% fleallzoon)

implying an implicit dependence of Q™ and P™ in ||¢1]|1r(0,)- ]
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