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DYNAMICAL LOCALIZATION FOR A RANDOM SCATTERING ZIPPER

HAKIM BOUMAZA AND AMINE KHOUILDI

Abstract. This article establishes a proof of dynamical localization for a random scattering
zipper model. The scattering zipper operator is the product of two unitary by blocks opera-
tors, multiplicatively perturbed on the left and right by random unitary phases. One of the
operator is shifted so that this configuration produces a random 5-diagonal unitary operator
per blocks. To prove the dynamical localization for this operator, we use the method of frac-
tional moments. We first prove the continuity and strict positivity of the Lyapunov exponents
in an annulus around the unit circle, which leads to the exponential decay of a power of the
norm of the products of transfer matrices. We then establish an explicit formula of the coeffi-
cients of the finite resolvent in terms of the coefficients of the transfer matrices using Schur’s
complement. From this we deduce, through two reduction results, the exponential decay of
the resolvent, from which we get the dynamical localization.

1 Introduction : model and main results

In this paper we aim at proving a result of dynamical localization for a random scattering
zipper of arbitray size. Let L ≥ 1 an integer. A scattering zipper is a system obtained by
concatenation of elementary unitary diffusion with a fixed number 2L of incoming and outgoing
channels each. The deterministic scattering zipper operator was introduced in [MSB13] and
a random version of this model was introduced in [BM15]. We now precise this latter random
version of the random scattering zipper adding some hypotheses on the randomness which
allow to prove a dynamical localization result for this new model.

Let U(L) be the unitary subgroup of GLL(C) of order L. Let

(1.1) Ω̃=
�

U(L)× {−1, 1}L × [0, 2π]L
�2

endowed with the probability measure

(1.2) P̃=
�

νL ⊗ (B(p))⊗L ⊗ (L eb[0,2π])
⊗L
�⊗2

,

defined on B̃ , the Borel σ-algebra on Ω̃ for the usual topology on the Lie group. Here
νL denotes the Haar measure on the compact Lie group U(L), B(p) denotes the Bernoulli
distribution of parameter p ∈ (0,1) andL eb[0,2π] denotes the Lebesgue measure on the interval
[0, 2π].

We then define the product probability space:

(1.3) (Ω,B ,P) = (Ω̃Z,⊗n∈ZB̃ ,⊗n∈ZP̃).

Let ω ∈ Ω and n ∈ Z. Then ωn ∈ Ω̃ and we set

(1.4) ωn = (eV
(n)
ω

, d(n)
ω

,θ (n)
ω

, eU (n)
ω

, D(n)
ω

,Θ(n)
ω
)

with :

(i) eU (n)
ω
∈ U(L) and eV (n)

ω
∈ U(L) ;
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2 1 INTRODUCTION : MODEL AND MAIN RESULTS

(ii) d(n)
ω
= (d(n)ω,1, . . . , d(n)ω,L) ∈ {−1, 1}L which will represent indifferently the L-uple or the

diagonal matrix whose diagonal elements are the d(n)ω,1, . . . , d(n)ω,L and the same for D(n)
ω
=

(D(n)ω,1, . . . , D(n)ω,L) ∈ {−1,1}L ;

(iii) θ (n)
ω
= (θ (n)ω,1, . . . ,θ (n)ω,L) ∈ [0,2π]L which will represent indifferently the L-uple or the

diagonal matrix whose diagonal elements are the θ (n)ω,1, . . . ,θ (n)ω,L and the same for Θ(n)
ω
=

(Θ(n)ω,1, . . . ,Θ(n)ω,L) ∈ [0,2π]L.
With these notations we define, for every ω ∈ Ω and every n ∈ Z, the following phases

(1.5) U (n)
ω
= eiΘ(n)ω eU (n)

ω
D(n)
ω
(eU (n)
ω
)∗ := eiΘ(n)ω bU (n)

ω
and V (n)

ω
= eV (n)

ω
d(n)
ω
(eV (n)
ω
)∗eiθ (n)ω := bV (n)

ω
eiθ (n)ω

where the reduced notations bU (n)
ω

and bV (n)
ω

will be used in the proofs of Theorem 1.3, Lemma
1.6 and Theorem 1.9.

Note that for every ω ∈ Ω and every n ∈ Z, bU (n)
ω

and bV (n)
ω

are elements of U(L) ∩ HL(C)
where HL(C) is the vector space of the Hermitian matrices of size L × L.

Remark 1.1. In view of the definition of the probability space (Ω,B ,P) one can see (eUωn )n∈Z
and (eVωn )n∈Z as sequences of independent and identically distributed (i.i.d. for short) random
variables in U(L) of uniform law according to the Haar measure on U(L). The sequences

(d(n)ω,i)n∈Z and (D
(n)
ω, j)n∈Z for i, j ∈ ⟦1, L⟧ can be considered as sequences of i.i.d. random variables

in {−1, 1} of common law the Bernoulli law B(p) of parameter p ∈ (0, 1) and the sequences

(θ (n)ω,i )n∈Z and (Θ
(n)
ω, j)n∈Z for i, j ∈ ⟦1, L⟧ can be considered as sequences of i.i.d. random variables

in [0,2π] of common law the uniform law on [0,2π].
Moreover, all these sequences of random variables are independent from each others.

With these notations, we can now introduce our model of random scattering zipper. Con-
sider the random family of unitary operators {Uω}ω∈Ω where, for every ω ∈ Ω, the operator
Uω acts on ℓ2(Z,CL) and is defined by:

(1.6) Uω = VωWω
where

(1.7) Vω =











. . .

S(0)
ω

S(2)
ω

. . .











◦ sL
g , Wω =











. . .

S(−1)
ω

S(1)
ω

. . .











and sg is the shift operator to the left (vn)n∈Z 7→ (vn+1)n∈Z. The 2L×2L blocks S(n)
ω

are unitary
matrices in the unitary group U(2L) of the particular form

(1.8) S(n)
ω
= S(α, U (n)

ω
, V (n)
ω
) =
�

α ρ(α)U (n)
ω

V (n)
ω
ρ̃(α) −V (n)

ω
α∗U (n)

ω

�

,

for a fixed α ∈ML(C) such that ∥α∥< 1, and with ρ(α) = (1−αα∗)
1
2 and ρ̃(α) = (1−α∗α)

1
2 .

Throughout this article, ∥ · ∥ denotes any subordinate norm on ML(C). We introduce the
set

(1.9) U(2L)inv =
��

α β
γ δ

�

∈ U(2L)
�

� α,γ,δ ∈ML(C) and β ∈ GLL(C)
	

.
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which also has the representation (see [MSB13]):

(1.10) U(2L)inv = {S(α, U , V ) ∈ U(2L) | ∥α∗α∥< 1 and U , V ∈ U(L)} ,
where for any U , V ∈ U(L) and any α ∈ML(C) with ∥α∗α∥< 1,

(1.11) S(α, U , V ) =
�

α ρ(α)U
V eρ(α) −Vα∗U

�

.

Note that the family {Uω}ω∈Ω has a very important property of 2Z-ergodicity which implies
the existence of an almost sure spectrum for this family. See [CL12] or [Kir08] for a definition
of this ergodicity property and for the existence of the almost-sure spectrum. Note that if
Σ denotes the almost-sure spectrum of {Uω}ω∈Ω , Σ ⊂ S1 since the operators Uω are unitary.
The 2Z-ergodicity also implies the existence of almost-sure pure point, absolutely continuous
and singular continuous spectra.

The block shifting between Vω andWω in the product defining Uω allows us to consider the
scattering zipper model as a matrix-valued version of the Blatter-Browne model introduced in
[BB88] to understand Zener tunneling effect in diodes. It can also be considered as a matrix-
valued version of the Chalker-Coddington model on a band studied in [ABJ10]. Indeed, Uω
has the same band structure as that found in the Blatter-Browne and quasi-one-dimensional
Chalker-Coddington models, but with an arbitrarily large diagonal bandwidth. Note that
since Uω is a unitary band operator, the general results of [BHJ03] apply to it. To avoid any
confusion, note that the zipper scattering model is very different from the Chalker-Coddington
model over the entire Z2 network, since it is one-dimensional rather than two-dimensional. The
scattering zipper model can also be seen as a version of CMV matrices with matrix coefficients.
CMV matrices are the unitary analog of Jacobi matrices and were originally introduced in the
study of orthogonal polynomials on the unit circle (see [Sim05] for a comprehensive review
of this vast subject). On the other hand, Schulz-Baldes studied in [SB07] a generalization of
Jacobi matrices with matrix coefficients. The scattering zipper was introduced by Marin and
Schulz-Baldes in [MSB13] with the aim of defining a unitary analog to Jacobi matrices with
matrix coefficients that shares with CMV matrices their spectral properties and a simple way
of representing their coefficients. In particular, the block factorization of CMV matrices into
two diagonal operators (see [CMV03]) is used to define the scattering zipper, without having
to resort to an interpretation in terms of orthogonal polynomials on the unit disk.

We can summarize this discussion in a diagram in which the horizontal arrows represent the
transition from a scalar-valued operator to a matrix-valued operator, and the vertical arrows
represent the transition from a self-adjoint model to its unitary analogue.

Jacobi matrices −→ Jacobi matrices with matrix coefficients
↓ ↓

CMV matrices −→ Scattering zipper

Let us now present the main results obtained in this paper. Let {ek}k∈Z be the canonical
basis of ℓ2(Z)⊗CL. For i, j ∈ Z, we set e{i, j} := ei L+ j, which corresponds to the j-th component
in the i-th L-block. We now state the main result of this article.

Theorem 1.2. There exists r0 > 0 such that for every α ∈ GLL(C) with ∥α∥ ≤ r0, there exists
Cr0
> 0 and b > 0 such that for all {k, p} and {l, q} in Z× ⟦1, L⟧,

(1.12) E
�

sup
n∈Z

�

�




e{k,p}, (Uω)ne{l,q}
��

�

�

≤ Cr0
e−b|k−l|.
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The estimate (1.12) means that the family {Uω}ω∈Ω satisfies the condition of dynamical
localization as defined for example in [HJS09]. This property is dynamic in nature and follows
the evolution of wave packets over discrete time n ∈ Z. It tells us that the solutions of the
Schrödinger equation are localized in space in the vicinity of their initial position and this,
uniformly over time. This reflects the absence of quantum transport.

The proof of Theorem 1.2 is based upon a number of intermediate results. First, following
the result of positivity of the Lyapunov exponents on the unit circle S1 obtained by Boumaza
and Marin in [BM15], we prove their strict positivity on an annulus

(1.13) Sε := {z ∈ C; 1− ε < |z|< 1+ ε}

for some ε ∈ (0,1]. The proof is done by combining the positivity of the Lyapunov exponents
on the unit circle and their continuity on C \ {0}.

For z ∈ C \ S1 let Gω(z) be the resolvent at z of the operator Uω and let Gω(z, ·, ·) be its
Green kernel. For a, b ∈ Z ∪ {±∞}, a < b, we also denote by G[a,b]

ω
(z) the resolvent of the

restriction of the operator Uω to the interval [a, b] and by G[a,b]
ω
(z, ·, ·) its Green kernel :

(1.14) G[a,b]
ω
(z) =
�

U[a,b]
ω
− z
�−1

,

and for k, l ∈ Z,

(1.15) G[a,b]
ω
(z, k, l) = 〈ek,
�

U[a,b]
ω
− z
�−1

el〉.

The precise definition of the restricted operator U[a,b]
ω

is given at Section 3.1.

We study the fractional moments of G[a,b]
ω
(z, ·, ·) for z ∈ C \ S1 and we first prove that they

are uniformly bounded.

Theorem 1.3. For every s ∈ (0, 1/4) there exists C(s)> O such that, for every z ∈ C\S1, every
a, b ∈ Z∪ {±∞}, a < b, and every k, l ∈ Z such that |k− l|> 4,

(1.16) E
�

∥G[a,b]
ω
(z, k, l)∥s
�

≤ C(s).

Once we have obtained this uniform bound, combining it with the positivity of the smallest
Lyapunov exponent and proving estimates on the blocks of the products of transfer matrices,
we prove the exponential decay of some blocks of the restricted Green kernel to suitable
intervals.

Theorem 1.4. There exists r0 > 0, ε0 > 0, s0 ∈ (0,1), p0 > 1, Cs0,r0
> 0 and γ > 0 such that,

for every α ∈ GLL(C) with ∥α∥ ≤ r0, every s ∈ (0, s0] and every ε ∈ (0,ε0],

(1.17) E
�

∥G[2n,2m+1]
ω

(z, 2n, 2m+ 1)∥s
�

≤ Ce−γ|m−n|

for every z ∈ Sε \ S1 and for every m and n in Z such that |m− n|> p0.

Theorem 1.4 is central in the proof of Theorem 1.2. Unlike traditional approaches, like
the one used by Hamza, Joye, and Stolz (see [HJS09]) which relies on expressing the Green’s
function in terms of eigenfunctions with particular boundary conditions to obtain exponential
decay through transfer matrices, we must adopt a different method. The block configuration
of our model does not allow us to directly apply this strategy since the expression for the Green
kernel obtained in this case is too complicated to estimate (see [DPS08] for such an expression
of the Green kernel). Therefore, we use the Schur complement as an alternative. This method
allows us to identify a term whose norm expectation must be bounded to demonstrate the
decay of the reduced case.
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In order to be able to reduce our analysis to the blocks for which we have the exponential
decaying (1.17), we prove two reduction results. We start by showing that it suffices to deal
with even-sized scattering zipper operators.

Proposition 1.5. Assume α ∈ GLL(C) is such that ∥α∥ < 1. Let s ∈ (0, 1
4), ε ∈ (0,1) and let

k, l ∈ Z such that |k− l|> 4. There exists C(s,ε)> 0 such that:

(1.18) E
�

∥G[a,b]
ω
(z, k, l)∥s
�2
≤ C(s,ε)

1
∑

i, j=0

E(∥G[a,b]
ω
(z, 2n+ 2i, 2m+ 1+ 2 j)∥4s)

1
2 ,

for all z ∈ Sε and n, m such that k ∈ {2n, 2n+ 1} and l ∈ {2m, 2m+ 1}.

The proof involves bounding the norm of the ”even”blocks ∥G[a,b]
ω
(z, 2n, 2m)∥ and ∥G[a,b]

ω
(z, 2n+

1,2m)∥ by the norms of the ”odd”blocks ∥G[a,b]
ω
(z, 2n, 2m+1)∥ and ∥G[a,b]

ω
(z, 2n+1,2m+1)∥. A

necessary condition for establishing this is the invertibility of α. This invertibility is necessary
to prove the following lemma.

Lemma 1.6. If α ∈ GLL(C), then for every ε > 0, for every n ∈ Z and for every z ∈ Sε, the
matrix α+zV (n)

ω
αU (n)

ω
is invertible almost surely, and for every s ∈ (0, 1), there exists C(s)> 0

such that

(1.19) ∀n ∈ Z, E
�

∥(α+ zV (n)
ω
αU (n)

ω
)−1∥s
�

≤ C(s).

Once we get Lemma 1.6, using Hölder inequality and Theorem 1.3, one gets Proposition
1.5.

The second reduction result show that it suffices to control the Green kernel of the restricted
operator to some finite interval in order to control the Green kernel of Uω.

Proposition 1.7. Let s ∈ (0, 1
2) and ε > 0. One has

(1.20) E (∥Gω(z, k, l)∥s)2 ≤ C(s)E
�

∥G[k,l]
ω
(z, k, l)2s∥
�

for every z ∈ Sε \ S1 and every k, l ∈ Z such that |k− l|> 4.

The proof of Lemma 1.7 relies on the geometric resolvent identity.
Combining Proposition 1.5 and Proposition 1.7, as well as Theorem 1.4 on the exponential

decay of the reduced case, we obtain the exponential decay of the fractional moments.

Theorem 1.8. There exists r0 > 0, s ∈ (0,1), ε0 > 0, Cs,r0
> 0 and γ > 0, such that for every

α ∈ GLL(C) with ∥α∥< r0,

(1.21) E (∥Gω(z, k, l)∥s)≤ Cs,r0
e−γ|k−l|

for every ε ∈ (0,ε0], every k, l ∈ Z and every z ∈ Sε \ S1.

The proof of Theorem 1.2 follows from Theorem 1.8 and from the following estimate on the
moments of order two of the coefficients of the resolvent.

Theorem 1.9. There exists ε0 > 0, r0 > 0, Cr0
> 0 and γ > 0 such that for every ε ∈ (0,ε0]

and every z ∈ Sε \ S1, for every α ∈ GLL(C) with ∥α∥ ≤ r0, and every {k, p} and {l, q} in
Z× ⟦1, L⟧:

E
�

(1− |z|2)
�

�〈e{k,p}| (Uω − z)−1 e{l,q}〉
�

�

2
�

≤ Cr0
e−γ(k−l)

Theorem 1.9 is a consequence of Theorem 1.8 using second order perturbation theory.
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Remark 1.10. The parameter ε0 is chosen to guarantee strictly positive Lyapunov exponents
over the annulus Sε0

and is introduced in Corollary 2.8.

Results of strict positivity of the positive Lyapunov exponent are already known for models
of unit-band operators (see [BHJ03, HJS06]). Bourget, Howland and Joye’s article [BHJ03]
was one of the first to present the study of unitary models with one diffusion channel, and
was followed by other articles by Alain Joye on the subject, such as [Joy04] and [Joy05]. For
a synthetic presentation of these results and the associated physical models, we refer to Alain
Joye’s text, [Joy11]. Note that the unitary models considered in these first articles are all with
scalar coefficients, and not with matrix coefficients as in the case of the scattering zipper.

One can see the random scattering zipper model as a unitary version of the quasi-one-
dimensional Anderson model. There is already a unitary version of the scalar-valued Anderson
model for which Hamza, Joye and Stolz have proven dynamical localization in [HJS09]. The
random scattering zipper can therefore also be seen as a quasi-one-dimensional version of the
unitary Anderson model. This is why, as we will see in the rest of the paper, it is possible to
follow the strategy of the proof of the dynamical localization result of [HJS09]. Based upon
the Fractional Moments Method (see [AW15] for an overview of this method), this strategy is
also the one used in the proof of localization in [ABJ10, ABJ12] for the Chalker-Coddington
model.

However, it would be possible to consider a multiscale analysis approach to study this
unitary model, as Cedzich and Werner did in [CW21] in the context of unitary quantum walks.
This would then make it possible to address the question of localization for a random scattering
zipper model in which the unitary phases would reveal a much more singular randomness than
a uniform Haar law. A last possible approach would be to adapt to the quasi-one-dimensional
case the proofs of localization results for CMV matrices in [Zhu24, BDF+19] which are based
on large deviations inequalities.

The rest of the paper is devoted to the proof of the results we have just staten in this
introductory section. In Section 2 we introduce the transfer matrices associated to the quasi-
one-dimensional model {Uω}ω∈Ω of unitary type (see [Bou23]). We also define the Lyapunov
exponents associated to the sequence of transfer matrices and we prove their continuity, hence
their positivity on some annulus Sε. Section 3.5 is the core of the article. In this section we
prove the exponential decay of the fractional moments of the Green kernel. First, we show
that it suffices to prove this exponential decay for some particular blocks of the resolvent by
proving Proposition 1.5 and Proposition 3.4. To prove the exponential decay of the fractional
moments of these particular blocks we look precisely at the behavior of the four L× L blocks of
the products of transfer matrices and prove boundedness of some ”Wronskian” involving these
blocks. Finally in Section 4, we prove the exponential decay of moments of order 2 and we
deduce from the spectral theorem for unitary operators the proof of the dynamical localization
for {Uω}ω∈Ω.

2 Transfer matrices and Lyapunov exponents

2.1 Transfer matrices. Using the transfer matrix formalism, we reduce the study of the
asymptotic behavior of a solution φ of

(2.1) Uωφ = zφ, for z ∈ C,

to the asymptotic behavior of a product of random matrices.



2.2 Lyapunov exponents. 7

In the unitary setting, the role played by the symplectic group for the quasi-one-dimensional
models of Schrödinger type will be played by the group U(L, L) of the matrices of size 2L×2L
which preserve the form L =

� IL 0
0 −IL

�

in the sense that T is in U(L, L) if and only if T ∗L T =L .
To compute the transfer matrices we proceed as follows. Instead of looking at the input-

output relations of the scattering matrix S(n)
ω
, we look for a new matrix which allows to express

�

φn+1
ψn+1

�

in terms of
�

φn
ψn

�

for φ a solution of (2.1) and ψ=Wωφ. This is done by transforming

the scattering matrices S(n)
ω

belonging to U(2L)inv into elements of U(L, L) via the bijection:

ϕ :
U(2L)inv → U(L, L)
�

α β
γ δ

�

7→
�

γ−δβ−1α δβ−1

−β−1α β−1

�

Let z ∈ C. We have the following relations, proven in [MSB13]:

(2.2) ∀n ∈ Z,
�

φ2n
ψ2n

�

= ϕ(z−1S(2n)
ω
)
�

ψ2n−1
φ2n−1

�

and
�

ψ2n+1
φ2n+1

�

= ϕ(S(2n+1)
ω

)
�

φ2n
ψ2n

�

.

These relations lead to introduce the application T (z, ·) : Ω→ GL2L(C),

(2.3) ∀ω ∈ Ω, T (z,ω) =
�

V (0)ω 0

0 (U (0)ω )
∗

�

T0(z)
�

V (1)ω 0

0 (U (1)ω )
∗

�

T1

with

T0(z) =
�

z−1(eρ(α))−1 (eρ(α))−1α∗

α(eρ(α))−1 z(ρ(α))−1

�

and T1 =
�

(eρ(α))−1 (eρ(α))−1α∗

α(eρ(α))−1 (ρ(α))−1

�

.

We define the 2-shift transformation τ2 : Ω 7→ Ω by:

∀ω ∈ Ω,∀n ∈ Z, (τ2(ω))n =ωn+2.

Then, τ2 is ergodic on (Ω,B ,P) and

(2.4) ∀ω ∈ Ω, ∀z ∈ C, ∀n ∈ Z, T (z,τn
2(ω)) = ϕ(z

−1S(2n)
ω
) ·ϕ(S(2n−1)

ω
).

The matrix T (z,τn(ω)) is the n-th transfer matrix associated to {Uω}ω∈Ω. Then (T (z,τn(ω)))n∈Z
is a sequence of i.i.d. random matrices in GL2L(C) because of the definition of the probability
P as a tensor product of probability measures.

Note that for z ∈ S1, T (z,τn(ω)) ∈ U(L, L).

2.2 Lyapunov exponents. The transfer matrices T (z, ·) generate a cocycle Φ(z, ·, ·) : Ω×Z→
GL2L(C) on the ergodic dynamical system (Ω,B ,P, (τn)n∈Z) defined by

∀ω ∈ Ω, ∀n ∈ Z, Φ(z,ω, n) =

(

T (z,τn−1
2 (ω)) . . . T (z,ω) if n> 0

I2L if n= 0
(T (z,τn

2(ω)))
−1 . . . (T (z,τ−1

2 (ω)))
−1 if n< 0.

From this cocycle we define the Lyapunov exponents associated to the ergodic family
{Uω}ω∈Ω. Let z ∈ C. For P-almost every ω ∈ Ω, the following limits exists and are equal:

(2.5) Ψ(z,ω) := lim
n→+∞

((Φ(z,ω, n))∗Φ(z,ω, n))1/2n = lim
n→−∞

((Φ(z,ω, n))∗Φ(z,ω, n))1/2|n|.

For every k ∈ ⟦1,2L⟧, let λk(z,ω) the k-th eigenvalue of Ψ(z,ω), the eigenvalues being ordered
in increasing order. There are then real numbers λk(z)≥ 0 such that, for P-almost everyω ∈ Ω,
λk(z,ω) = λk(z). We then define the Lyapunov exponents associated to the ergodic family
{Uω}ω∈Ω as being the real numbers γk(z) defined by :

∀z ∈ C, ∀ k ∈ ⟦1, 2L⟧, γk(z) := log(λk(z)).
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Note that when z ∈ S1, the fact that the transfer matrices belong to U(L, L) implies a
symmetry relation on the Lyapunov exponents which is the same as in the case where the
transfer matrices are in the symplectic group:

(2.6) ∀k ∈ ⟦1, L⟧, γ2L−k+1(z) = −γk(z).

In [BM15], we proved, for a random scattering zipper which can be seen as a particular case
of (1.6) that,

(2.7) ∀z ∈ S1, γ1(z)> γ2(z)> · · ·> γL(z)> 0.

Using Kotani’s theory (see [BM15] which adapts results of [KS88]), this implies the absence
of almost-sure absolutely continuous spectrum of {Uω}ω∈Ω.

The proof of (2.7) relies on the study of the so-called Furstenberg group associated to
{Uω}ω∈Ω. This is the group generated by the common law of the transfer matrices. Let z ∈ C.
If µz is the common law of all the transfer matrices T (z,τn(ω)), we set

(2.8) Gµz
= 〈suppµz〉 ⊂ GL2L(C).

The closure is taken for the topology on GL2L(C) which is induced by the usual topology on
M2L(C).

In [BM15] we proved that for every z ∈ S1, Gµz
= U(L, L). Actually, the algebraic construc-

tion made in the proof of [BM15, Proposition 2] is valid for any z ∈ C and we get

(2.9) ∀z ∈ C, U(L, L) ⊆ Gµz
.

Hence one gets, using a similar proof as the one of [BM15, Theorem 1], that

(2.10) ∀z ∈ C, γ1(z)> · · ·> γL(z)> γL+1(z)> · · ·> γ2L(z).

But for z ∈ C \ S1 the transfer matrices are no longer in U(L, L) and we no longer have the
symmetry relation (2.6). Hence there is no reason for γL(z) to be postive if z is not in S1.
Still, what remains true is following equality:

(2.11) ∀n ∈ Z, ∀ω ∈ Ω, ∀z ∈ C∗ : (T (n)
ω
(z))−1 =L
�

T (n)
ω
(z̄−1)
�∗
L .

The proof of (2.10) is based upon the Cayley transform, whose matrix in the canonical basis
of C2L is

C =
1
p

2

�

IL −iIL
IL iIL

�

∈M2L(C)(2.12)

and which maps the group U(L, L) onto the complex symplectic group Sp∗N(C). It also use
the following transformation which separates the real and imaginary parts of a matrix with
complex coefficients and place them in blocks:

(2.13) π :
M2L(C) → M4L(R)

A+ iB 7→ ( A −B
B A ) .

It allows to apply directly the results of [BL85] to get separability of the Lyapunov expo-
nents and their integral representation from the properties of p-contractivity and Lp-strong
irreducibility of the Furstenberg group as defined in [BL85].
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2.3 Continuity and strict positivity of the Lyapunov exponents. Among the key elements
for the development of the fractional moment method, the continuity and positivity of Lya-
punov exponents occupy a prominent place. As we have just explained, Theorem 1 of [BM15]
gives us the positivity of these exponents, but this assertion remains limited to the circle S1.

In order to manipulate the resolvent efficiently, it is necessary to choose a spectral parameter
z located outside of S1. The objective of this subsection is therefore twofold. Firstly, we
will demonstrate the continuity of Lyapunov exponents on C \ {0}. Secondly, using [BM15,
Theorem 1], we will highlight the positivity of these exponents in some annulus Sε.

Let ω ∈ Ω, n ∈ Z and z ∈ C. In order to simplify the further computations, from now, we
will denote by T (n)

ω
(z) := T (z,τn

2(ω)) the n-th transfer matrix.
We start by giving upper and lower bounds on the norm of ρ(α) which will be used through-

out the rest of the article.

Lemma 2.1. Let L ≥ 1. Let ∥.∥ be a subordinate norm on ML(C). For α ∈ML(C) such that

∥α∥< 1 and ρ(α) = (IL −αα∗)
1
2 , the following inequalities hold:

1. ∥ρ(α)∥ ≥
p

1− ∥α∥2.
2. ∥ρ(α)∥ ≤ 2−

p

1− ∥α∥2.
3. ∥ρ(α)−1∥ ≤ 1p

1−∥α∥2
.

4. ∥ρ(α)−1∥ ≥ 1

2−
p

1−∥α∥2
.

and the same for ρ̃(α) = (IL −α∗α)
1
2 .

Proof. Point (1) follows from the triangle inequality, points (2) and (3) are direct consequences
of the power series expansion of z 7→

p
1− z and z 7→ 1p

1−z
and the sub-multiplicativity of the

matrix norm. Finally, to prove (4) it suffices to note that for a subordinate norm, we have
1
∥A−1∥ ≤ ∥A∥. The proof is identical for ρ̃(α). □

We now prove several estimates on the transfer matrices which are ingredients of the proof
of the continuity of the Lyapunov exponents.

Lemma 2.2. For any ε ∈ (0, 1), there exists C1 = C1(α,ε)> 0 such that:

(2.14) ∀z ∈ Sε, ∀n ∈ Z, ∀ω ∈ Ω, ∥T (n)
ω
(z)∥ ≤ C1.

Proof. For simplicity, we denote ρ = ρ(α) and eρ = eρ(α).

T (n)
ω
(z) =
�

V (2n)
ω

0
0 (U (2n)

ω
)∗

��

z−1
eρ−1 −eρ−1α∗

−αeρ−1 zρ−1

��

V (2n−1)
ω

0
0 (U (2n−1)

ω
)∗

��

eρ−1 −eρ−1α∗

−αeρ−1 ρ−1

�

.

Thus, for z ∈ Sε,

∥T (n)
ω
(z)∥ ≤









�

z−1
eρ−1 −eρ−1α∗

−αeρ−1 zρ−1

�








 .









�

eρ−1 −eρ−1α∗

−αeρ−1 ρ−1

�










≤ (|z−1∥|eρ−1∥+ ∥eρ−1α∗∥+ ∥αeρ−1∥+ |z∥|ρ−1∥).(∥eρ−1∥+ ∥eρ−1α∗∥+ ∥αeρ−1∥+ ∥ρ−1∥)

≤
�

1
1− ε
∥ρ−1∥+ 2∥ρ−1∥.∥α∥+ (1+ ε)∥ρ−1∥

�

�

∥ρ−1∥+ 2∥ρ−1∥∥α∥+ ∥ρ−1∥
�

.
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We define cε :=max{ 1
1−ε ; 1+ ε}> 1. Then, since 1

cε
< 1,

∥T (n)
ω
(z)∥ ≤
�

cε∥ρ−1∥+ 2∥ρ−1∥.∥α∥+ cε∥ρ−1∥
�2

≤ c2
ε
∥ρ−1∥2 (2+ 2∥α∥)2

≤ 4c2
ε

1
1− ∥α∥2

(1+ ∥α∥)2 := C1(α,ε).

using Lemma 2.1 at the last inequality. □

Lemma 2.3. Let ε ∈ (0, 1). Let p ∈ ⟦1, L⟧. There exists C2 = C2(p,α,ε)> 0 such that:

(2.15) ∀z ∈ Sε,∀n ∈ Z,∀ω ∈ Ω,




∧pT (n)
ω
(z)




≤ C2.

Proof. The inequality (2.15) comes from (2.14) and the general fact: if M ∈ GL2L(C) then for
any p, ∥ ∧p M∥ ≤ ∥M∥p (see [BL85]). Note that here, ∧p denotes the pth exterior power. □

Lemma 2.4. Let ε ∈ (0, 1). There exists C3 = C3(α,ε)> 0 such that:

(2.16) ∀n ∈ Z,∀ω ∈ Ω,∀z1, z2 ∈ Sε, ∥T (n)ω (z1)− T (n)
ω
(z2)∥ ≤ C3 | z1 − z2 | .

Proof. Let n ∈ Z, ω ∈ Ω and z1, z2 ∈ Sε.

∥T (n)ω (z1)− T (n)ω (z2)∥=












�

V (2n)
ω 0
0 (U (2n)

ω )∗

���

z−1
1 eρ
−1 −eρ−1α∗

−αeρ−1 z1ρ
−1

�

−
�

z−1
2 eρ
−1 −eρ−1α∗

−αeρ−1 z2ρ
−1

���

V (2n−1)
ω 0

0 (U (2n−1)
ω )∗

��

eρ−1 −eρ−1α∗

−αeρ−1 ρ−1

�











≤












�

eρ−1 −eρ−1α∗

−αeρ−1 ρ−1

�











.













�

(z−1
1 − z−1

2 )eρ
−1 0

0 (z1 − z2)ρ−1

�











.

Since ∥α∥< 1 and using Lemma 2.1, there exists C ′3 = C ′3(α)> 0 such that:

∥T (n)
ω
(z1)− T (n)

ω
(z2)∥ ≤ C ′3










�

(z−1
1 −z−1

2 )eρ
−1 0

0 (z1−z2)ρ−1

�










≤ C ′3
�

∥(z−1
1 − z−1

2 )eρ
−1∥+ ∥(z1 − z2)ρ

−1∥
�

≤ C ′3∥ρ
−1∥
� |z1 − z2|
|z1.z2|

+ |z1 − z2|
�

.

Since z1 and z2 are in Sε, |zi|> 1− ε, 1
|z1.z2|

< 1
(1−ε)2 and using lemma 2.1 we find,

∥T (n)
ω
(z1)− T (n)

ω
(z2)∥ ≤ C ′3

1
p

1− ∥α∥2

�

1+
1

(1− ε)2

�

|z1 − z2| ≤ C3|z1 − z2|.

□

We now prove the last step before proving the continuity of the Lyapunov exponents.

Lemma 2.5. Let ε ∈ (0, 1). Let p ∈ ⟦1, L⟧. There exists C4 = C4(α,ε, p)> 0 such that:

(2.17) ∀n ∈ Z,∀ω ∈ Ω,∀z1, z2 ∈ Sε, ∥ ∧p T (n)
ω
(z1)−∧pT (n)

ω
(z2)∥ ≤ C4 | z1 − z2 | .

Proof. As the transfer matrices are invertible, we can reproduce the reasoning from the proof
of [Bou07, Lemma 6.2.6] and use the following inequality:

∥∧pM −∧pN∥ ≤ ∥N −M∥
�

∥N∥p−1 + ∥M∥ · ∥N∥p−2 + . . .+ ∥M∥p−1
�

Then it suffices to apply Lemma 2.3 and Lemma 2.4 to conclude. □
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Having these four lemmas, one can now deduce the continuity of the Lyapunov exponents.
For p ∈ ⟦1, L⟧, ε ∈ (0, 1), x̄ ∈ P(C2L) and z ∈ Sε, we define:

(2.18) Φ(z, x̄) = E
�

ln
∥ ∧p T (n)

ω
(z) x̄∥

∥ x̄∥

�

where P(C2L) is the projective space associated with C2L. Let Lp be the p-Lagrangian of

∧pC2L.

Lemma 2.6. The map (z, x̄) 7→ Φ(z, x̄) has the following properties:

(1) The map x̄ 7→ Φ(z, x̄) is continuous on P(Lp).
(2) There exists a constant C > 0 such that for all z1, z2 ∈ Sε:

sup
x̄∈P(Lp)

|Φ(z1, x̄)−Φ(z2, x̄)|< C |z1 − z2|.

(3) The function
Sε × P(Lp)→ R

Φ :(z, x̄) 7→ Φ(z, x̄)
is continuous.

Proof. We start by demonstrating the first point. According to Lemma 2.3, ∧pT (n)
ω
(z) is

uniformly bounded in z and ω and

∀z ∈ Sε, ∀ω ∈ Ω, ln
∥ ∧p T (n)

ω
(z) x̄∥

∥ x̄∥
≤ ln∥ ∧p T (n)

ω
(z)∥ ≤ ln(C2)

hence if x̄m → x̄ in P(Lp), it suffices to apply the dominated convergence theorem to show
that:

Φ(z, x̄m) = E
�

∥(∧pT (n)
ω
(z) x̄m∥

∥ x̄m∥

�

−−−−→
m→+∞

E
�

∥(∧pT (n)
ω
(z) x̄∥

∥ x̄∥

�

= Φ(z, x̄).

For the second assertion, we begin by taking z1 and z2 in Sε. We have:

Φ(z1, x̄)−Φ(z2, x̄) = E
�

ln
∥ ∧p T (n)

ω
(z1) x̄∥

∥ ∧p T (n)ω (z2) x̄∥

�

.

Writing

∥ ∧p T (n)
ω
(z1)) x̄∥= ∥ ∧p T (n)

ω
(z1) · ∧p(T (n)

ω
(z2))

−1 · ∧pT (n)
ω
(z2) x̄∥

≤ ∥∧p T (n)
ω
(z1) · ∧p(T (n)

ω
(z2)))

−1∥ · ∥ ∧p T (n)
ω
(z2) x̄∥

and the same exchanging z1 and z2, one gets:
�

�

�

�

�

ln

�

∥ ∧p T (n)
ω
(z1) x̄∥

∥∧pT (n)ω (z2) x̄∥

�

�

�

�

�

�

≤ ln (max{∥ ∧p T (n)
ω
(z1)(∧pT (n)

ω
(z2))

−1∥;∥ ∧p T (n)
ω
(z2)(∧pT (n)

ω
(z1))

−1∥})

Moreover,

∥T (n)
ω
(z1)(T

(n)
ω
(z2))

−1∥ ≤ ∥
�

∧pT (n)
ω
(z1)−∧pT (n)

ω
(z2)
�

· (∧pT (n)
ω
(z2))

−1 + I2L∥

≤ ∥(∧pT (n)
ω
(z2))

−1∥ · ∥
�

∧pT (n)
ω
(z1)−∧pT (n)

ω
(z2)
�

∥+ 1
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and the same exchanging z1 and z2. This gives the following inequality:
�

�

�

�

�

ln

�

∥ ∧p T (n)ω (z1) x̄∥

∥∧pT (n)ω (z2) x̄∥

�

�

�

�

�

�

≤ ln
�

max
i=1,2

�

∥(∧pT (n)ω (zi))
−1∥
	

· ∥ ∧p T (n)ω (z1)−∧pT (n)ω (z2)∥+ 1
�

.

Since for every x > 0, ln(x)≤ x−1, using (2.11) to be able to apply Lemma 2.3 to the inverse
of the transfer matrices, we get:

�

�

�

�

�

E
�

ln
∥ ∧p T (n)

ω
(z1) x̄∥

∥ ∧p T (n)ω (z2) x̄∥

�

�

�

�

�

�

≤ C2∥ ∧p T (n)
ω
(z1)−∧pT (n)

ω
(z2)∥.

Lemma 2.5 ensures the existence of a constant C4 > 0 such that:

∥ ∧p T (n)
ω
(z1)−∧pT (n)

ω
(z2)∥ ≤ C4 | z1 − z2 | .

Since C2 and C4 do not depend on x̄ , we get the second point.
For the third point, it suffices to combine the two previous points. Let ε ∈ (0, 1) and take

(z1, x̄1) and (z2, x̄2) close enough to have:

| Φ(z1, x̄1)−Φ(z2, x̄2) | ≤| Φ(z1, x̄1)−Φ(z2, x̄1) | + | Φ(z2, x̄1)−Φ(z2, x̄2) |
≤ C2C4 | z1 − z2 | +ε
≤ Cε.

This completes the proof. □

Using the inclusion (2.9) and the applications defined at (2.12) and (2.13) one gets, following
the strategy of [ABJ10], that the group π(C∗Gµz

C) is p-contracting and Lp-strongly irreducible
for every p ∈ ⟦1, L⟧ and every z ∈ C \ {0} since π(C∗U(L, L)C) is. This implies, for each
p ∈ ⟦1, L⟧, the existence of a unique measure νp,z on P(π−1(C LpC∗)) ⊂ P(C2L) which is µz-
invariant and such that :

(2.19) ∀z ∈ C \ {0}, γ1(z) + . . .+ γp(z) =

∫

Gµz×P(C2L)

ln
∥ ∧p M x̄∥
∥ x̄∥

dµz(M)dνp,z( x̄).

Following the proof of [Ham07] or [Bou07], one deduce from the integral representation
(2.19), from Lemma 2.6 and the use of Banach-Alaoglu’s theorem the continuity of the sums
of the Lyapunov exponents hence of the Lyapunov exponents themselves, as functions of the
parameter z.

Proposition 2.7. Let ε ∈ (0, 1) and p ∈ ⟦1, L⟧. The function z 7→ γp(z) is continuous on
C \ {0}.

We deduce from this continuity results a result of positivity of the Lyapunov exponents on
some annulus.

Corollary 2.8. There exists ε0 ∈ (0,1) such that for every ε ∈ (0,ε0], the L first Lyapunov
exponents are positive on Sε.

Proof. Let ε ∈ (0, 1) and p ∈ ⟦1, L⟧. It was shown in [BM15] that for every z ∈ S1, γp(z)> 0.
Hence, by continuity of z 7→ γp(z) on C\{0}, this function remains positive in a neighborhood

of S1 hence on some Sε0
for an ε0 ∈ (0, 1). □
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2.4 Exponential decay of transfer matrices. The positivity of the Lyapunov exponents does
not imply directly the exponential decaying of the eigenfunctions of the operators Uω, as
discussed for example in [Bou23], but it already implies the exponential decaying of some
power of the inverse of products of transfer matrices.

Lemma 2.9. Let K ⊂ C a compact set. There exist constants C > O, c > 0 and s ∈ (0, 1), such
that:

(2.20) E
�

∥
�

T (m)
ω
(z) . . . T (n)

ω
(z)
�−1

v∥s
�

≤ Ce−c|n−m|

for all z ∈ K, for all unit vector v , and for n, m ∈ Z such that |n−m| is sufficiently large.

Proof. One can follow the proof of [HJS09, Lemma 7.1] or [Bou09, Lemma 3]. It suffices to
use (2.11) and the fact that

lim
|n−m|→∞

1
|n−m|

E
�

ln∥
�

T (m)
ω
(z) . . . T (n)

ω
(z)
�−1

v∥
�

= −γL(z)< 0

since for any A∈ GLL(C), the Hilbert-Schmidt norm of its inverse satisfies ∥A−1∥HS = (σL(A))−1

where σL(A) is the smallest singular value of A. □

3 Exponential decay of the fractional moments of the Green’s function

In this Section we provide a proof of the exponential decay of fractional moments of the
Green’s matrix, which is the result of Theorem 1.8. We will begin our analysis by reducing
the problem to the proof of the exponential decay of some particular coefficients of the Green
kernel, following the approaches described in previous works such as [HJS09, ABJ10]. Then,
we will adopt a new strategy to establish exponential decay in the reduced case.

The usual scheme to establish exponential decay of fractional moments is to find an explicit
expression of the Green’s function in terms of the solutions of the equation (Uω − z)φ = 0 as
in [HJS09]. In our case, it is difficult to use this approach due to the matrix structure of the
model which implies a formula (see [DPS08]) whose terms are difficult to control. Therefore,
we proceed differently, in two steps: first, we bound the norm of the Green’s function by
multiplying it by a non-constant quantity and the norm of the inverses of the transfer matrices
which, as we have already established, decay exponentially. Then, we demonstrate that the
first quantity is bounded, under a condition on the norm of the matrix α.

3.1 Finite scattering zippers. In this section, we start by explicitly compute the even-odd
truncation for the scattering zipper operator. The importance of this step lies in the fact that
truncating a unitary operator can lead to a non-unitary operator if the truncation is not done
well. Let us first denote explicitly the coefficients of the scattering matrices where we omit
the random paramter ω in order to symplify the latter computations.

Let ω ∈ Ω. Denote S(n)
ω
=
�

αn βn
γn δn

�

∈ U(2L)inv and take U , V ∈ U(L). We define the restriction

U[2n,2m+1]
ω

of Uω to an interval [2n, 2m+ 1] with n≤ m two elements of Z.
We construct V[2n,2m+1]

ω
and W[2n,2m+1]

ω
as follows:

(3.1) V[2n,2m+1]
ω

:=
⊕

k∈⟦n,m⟧

S(2k)
ω

(3.2) W[2n,2m+1]
ω

:= U ⊕
⊕

k∈⟦n,m−1⟧

S(2k+1)
ω
⊕ V
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The boundary conditions U and V are placed in Wω in such a way that we obtain exactly
2m+ 1− 2n+ 1 L-rows and L-columns starting from 2n. Thus, U[2n,2m+1]

ω
is given by:

2n
2n+ 1

...

...

...

...
2m

2m+ 1





























S(2n)
ω

0 0
0 0 · · · · · · 0 0

0 0
0 0
0 0 S(2n+2)

ω · · · · · · 0 0
0 0

...
...

. . .
. . .

...
...

...
...

... S(2m−2)
ω

0 0
0 0

0 0
0 0 · · · · · · 0 0

0 0 S(2m)
ω





























·































U 0 0 · · · · · · 0
0
0 S(2n+1)

ω · · · · · · 0
0

0
...

· · ·
. . . · · ·

...

...
...

. . . · · ·
...

0
0 · · · · · · S(2m−1)

ω

0
0

0 · · · · · · 0 0 V































Since we will mostly deal with the resolvent of U[2n,2m+1]
ω

, we also give the expression of

U[2n,2m+1]
ω

− zId for z ∈ C.

U[2n,2m+1]
ω

−zId=










































α2nU − z β2nα2n+1 β2nβ2n+1 0 · · · · · · · · · 0
γ2nU δ2nα2n+1 − z δ2nβ2n+1 0 · · · · · · · · · 0

0 α2n+2γ2n+1 α2n+2δ2n+1 − z β2n+2α2n+3 β2n+2β2n+3 0 · · · 0
0 γ2n+2γ2n+1 γ2n+2δ2n+1 δ2n+2α2n+3 − z δ2n+2β2n+3 0 · · · 0
0 0 0 α2n+4γ2n+3 α2n+4δ2n+3 − z ∗∗ · · · 0
0 0 0 γ2n+4γ2n+3 γ2n+4δ2n+3 ∗∗ · · · 0
...

. . .
. . .

. . .
. . .

. . .
. . .

...
...

. . .
. . .

. . .
. . .

. . .
. . .

...
0 · · · 0 α2m−2γ2m−3 α2m−2δ2m−3 − z β2m−2α2m−1 β2m−2β2m−1 0
0 · · · 0 γ2m−2γ2m−3 γ2m−2δ2m−3 δ2m−2α2m−1 − z δ2β2n+3 0
0 · · · 0 0 0 α2mγ2m−1 α2mδ2m−1 − z β2mV
0 · · · 0 0 0 γ2mγ2m−1 γ2mδ2m−1 δ2mV − z











































Let z ∈ C and Φ ∈ ℓ2([2n, 2m+ 1],CL) satisfying U[2n,2m+1]
ω

Φ= zΦ.
If we define Ψ =W[2n,2m+1]

ω
Φ, then V[2n,2m+1]

ω
Ψ = zΦ, which leads to Φ= z−1V[2n,2m+1]

ω
Ψ.

In other words, in the formalism of scattering matrices (or S-matrices), we have:

Ψ2n = UΦ2n,
�

Φ2n
Φ2n+1

�

= z−1S(2n)
ω

�

Ψ2n
Ψ2n+1

�

,
�

Ψ2n+1
Ψ2n+2

�

= S(2n+1)
ω

�

Φ2n+1
Φ2n+2

�

, . . . . . .

. . . . . . ,
�

Φ2m−2
Φ2m−1

�

= z−1S(2m−2)
ω

�

Ψ2m−2
Ψ2m−1

�

,
�

Ψ2m−1
Ψ2m

�

= S(2m−1)
ω

�

Φ2m−1
Φ2m

�

, VΦ2m+1 = Ψ2m+1.

This yields the following diagram:

Other cases of intervals ([2n, 2m], [2n + 1,2m] and [2n + 1,2m + 1]) are defined in the
same manner. The cases where a = −∞ or b = +∞ are similar since we have only to put
boundary conditions on one side of the interval.
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3.2 Proof of Theorem 1.3. The estimate of the fractional moments of the Green’s function
has played a prominent role in the proofs of localization for the self-adjoint Anderson model,
notably illustrated in the works [Gra94, AM93, AG98]. Our approach to evaluate these mo-
ments begins by establishing an upper bound for their expectations. We will draw inspiration
from the method presented by Hamza in [Ham07], while adjusting the proofs to adapt the
argument with the quasi-one-dimensional character of {Uω}ω∈Ω. This upper bound will sub-
sequently serve as a key tool to prove the exponential decay of the fractional moments of the
resolvent.

Proof. Of Theorem 1.3. Let s ∈ (0, 1
4), ω ∈ Ω and z ∈ C \ S1. Let ε ∈ (0,1). For |z| ≤ ε, the

bound (1.16) is clear. Hence one may assume that |z| ≥ ε, |z| ̸= 1. Then, since (Uω − z)−1 =
1
2z

�

(Uω + z) (Uω − z)−1 − Id
�

, there exists eC(s)> 0 such that

E [∥Gω(z, k, l)∥s]≤ eC(s)
�

E
�





�

(Uω + z) (Uω − z)−1
�

(k, l)






s�
+ IL

�

Therefore, it suffices to prove the existence of bC(s)> 0 such that

E
�





�

(Uω + z) (Uω − z)−1
�

(k, l)






s�
≤ bC(s)

for all z ∈ C \ S1 and for all k, l ∈ Z to prove (1.16). We use the finite-rank perturbation
method to establish such a bound on the modified resolvent. Let k ∈ Z. We use the notations
introduced in (1.5) and (1.11) which allows us to write:

S(2k)
ω
=

�

IL 0
0 bV (2k)

ω
eiθ (2k)

ω

�

�

α ρ(α)U (2k)
ω

eρ(α) −α∗U (2k)
ω

�

.

This implies a factorization of Uω:

(3.3) Uω = VωWω =
�

⊕

k∈Z

�

IL 0
0 bV (2k)

ω
eiθ (2k)

ω

�

�

α ρ(α)U (2k)
ω

eρ(α) −α∗U (2k)
ω

�

�

◦ sLWω := YωDωV′ωWω.

with the unitaries Yω =
⊕

k∈Z

�

IL 0
0 bV (2k)

ω

�

, Dω =
⊕

k∈Z

� IL 0

0 eiθ (2k)
ω

�

and V′
ω
=
⊕

k∈Z

�

α ρ(α)U (2k)
ω

eρ(α) −α∗U (2k)
ω

�

◦sL.

For k ̸= l even, A= {k+ 1, l + 1} ⊂ Z and a = 1
2(θ

(k)
ω
+ θ (l)

ω
), b = 1

2(θ
(k)
ω
− θ (l)

ω
), let

η( j)
ω
=

�

a j ∈ A
0 j /∈ A

and ξ( j)
ω
=







b j = k+ 1
−b j = l + 1,
0 j /∈ A.

If one of the k, l is odd, we set a = b = 1
2θ
(k)
ω

. Let E j = (0,0, . . . , 0, IL, 0, . . . , 0) where IL is in

the jth position, and define the diagonal matrices by L-blocks, Da, Db, and bD by:

(3.4) DaE j = bV
( j)
ω

eiη( j)ω E j, DbE j = bV
( j)
ω

eiξ( j)ω E j, and bDE j =

¨

E j j even
bV ( j)
ω

eiθ ( j)ω j odd
.

Using these definitions, we factorize Dω as Dω = DaDb
bD and we have:

(3.5) Uω = YωDωV′ωWω = YωDaDb
bDV′

ω
Wω := YωDaXω.

with the unitary operator Xω = Db
bDV′

ω
Wω independent of a. Note that Da = Y−1

ω
UωX−1

ω
and

that in view of the definitions of Xω and Yω, Uω −YωXω is a finite-rank operator.
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Let PA be the orthogonal projection onto the subspace generated by {X−1
ω

e j : j ∈ A}. Note

that {X−1
ω

e j : j ∈ Z} is an orthonormal basis of l2(Z). One has

(3.6) PAX−1
ω
Y−1
ω
UωPA = e−iaI2.

Indeed, for u ∈
�

X−1
ω

e j : j ∈ A
	

, there exist real numbers a and b such that u = aX−1
ω

ek+1 +
bX−1

ω
el+1. Thus, X−1

ω
Y−1
ω
Uωu = aX−1

ω
Daek+1 + bX−1

ω
Dael+1 = e−ia(aX−1

ω
ek+1 + bX−1

ω
el+1) = e−iau.

Moreover, Uω−YωXω = Yω(Da− Id)Xω = 0 on Ran(Id− PA) (the vector subspace generated by
�

X−1
ω

e j : j ∈ Z \ A
	

), since Da − Id= 0 on Ran(Id− PA). As (YωXω)
−1Uω = e−iaI2 on Ran(PA),

Uω = YωXω(Id−PA)+UωPA = YωXω(Id−PA)+YωXω (YωXω)
−1UωPA = YωXω(Id−PA)+ e−iaYωXωPA.

For z ∈ C \ (S1 ∪ {0}), define

(3.7) Fz = PA(Uω + z)(Uω − z)−1PA, and bFz = PA(YωXω + z)(YωXω − z)−1PA.

One has:

bFz + bF
∗
z = PA

�

(YωXω + z)(YωXω − z)−1 +
�

(YωXω + z)(YωXω − z)−1
�∗�

PA.

= PA((YωXω − z)−1)∗ [(YωXω − z)∗(YωXω + z) + (YωXω + z)∗(YωXω − z)] (YωXω − z)−1PA.

= PA(2Id− 2|z|2)
�

(YωXω − z)−1
�∗
(YωXω − z)−1PA.

On the image of PA, this implies that bFz+ bF ∗z < 0 for |z|> 1. Consequently, −ibFz is a dissipative

operator. Similarly, −ibF−1
z is also a dissipative operator. In the case where |z| < 1, we have

ibFz and ibF−1
z that are dissipative operators.

Next, we use the fact that (x + z)(x − z)−1 = 1+ 2z(x − z)−1, to obtain:

Fz − bFz = PA

�

(Uω + z) (Uω − z)−1 − (YωXω + z)(YωXω − z)−1
�

PA.

= PA

�

Id+ 2z(Uω − z)−1 − (Id+ 2z(YωXω − z)−1)
�

PA.

= −2zPA

�

(YωXω − z)−1 − (Uω − z)−1
�

PA.

Applying the resolvent identity, we get:

Fz − bFz = −2zPA

�

(YωXω − z)−1(Uω −YωXω)(Uω − z)−1
�

PA.

As Uω −YωXω is zero on Ran(Id− PA) and equals YωXω(e−ia − 1)I2 on Ran(PA), we have:

Uω −YωXω = YωXω(Id− PA) + e−iaYωXωPA−YωXω = YωXω −YωXωPA+ e−iaYωXωPA−YωXω
= YωXω
�

e−iaPA− PA

�

= YωXω
�

e−iaPAPA− PAPA

�

= YωXωPA(e
−ia − 1)PA,

hence Fz − bFz = −2zPA

�

(YωXω − z)−1(YωXω)PA(e−ia − 1)PA(Uω − z)−1
�

PA.
Thus, Fz− bFz = −PA(YωXω−z)−1YωXωPA(e−ia−1)PA(2z(Uω−z)−1)PA. Then, using the equality
2z(Uω − z)−1 = (Uω + z)(Uω − z)−1 − Id, it follows that

Fz − bFz = PA(YωXω − z)−1YωXωPA(e
−ia − 1)[Fz − Id]PA

= −PA [Id+ z(YωXω)] (YωXω − z)−1YωXωPA(e
−ia − 1)[Fz − Id]PA

= PA

�

1
2
(Id+ (YωXω + z)(YωXω − z)−1)PA(e

−ia − 1)[Id− Fz]
�

PA

= PA

�

1
2
(Id+ F̂z)(e

−ia − 1)[Id− Fz]
�

PA.
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Therefore, PA(Fz − F̂)PA = PA

�

1
2(Id+ F̂z)(e−ia − 1)(Id− Fz)

�

PA, and we can write:

(3.8) Fz − bFz =
1
2
(Id+ F̂z)(e

−ia − 1)(Id− Fz),

which is equivalent to Fz

�

I + 1
2(Id+ F̂z)(e−ia − 1)

�

= Fz +
1
2(Id+ F̂z)(e−ia − 1).

Hence Fz
1
2(e
−ia − 1)
�

e−ia+1
e−ia−1 Id+ F̂z)
�

= 1
2(e
−ia − 1)
�

Id+ F̂z
e−ia+1
e−ia−1

�

.

Let us define ma := −i
�

e−ia+1
e−ia−1

�

. Then we have:

(3.9) Fz(i.ma + F̂z) = Id+ i.ma F̂z.

Hence, Fz and F̂z satisfy the same relation as the one found in the proof of [HJS09, Theorem
3.1] and they have the same dissipative properties. Then, one can follow the proof of [HJS09,
Theorem 3.1] for τ≡ 1

2π to finish the proof of (1.16).
Note that if at the beginning of the proof we choose both k and l odd instead of even, we

have to write the same proof as in the even case but by writing the factorization (3.3) on the

factor Wω and replacing bV (2k)
ω

by bU (2k)
ω

and θ (2k)
ω

by Θ(2k)
ω

. □

3.3 Reduction results. In this section, we aim to focus our study on structures of odd lengths,
and then on those of finite lengths. Thess reductions imply the need to ensure the invertibility
of α. In what follows, we fix a, b ∈ Z, |a− b|> 4.

3.3.1 Reduction to appropriate elements. The goal of this part is to estimate, in expectation,
elements of the type





G[a,b]
ω
(z, 2n, 2m)






s
and




G[a,b]
ω
(z, 2n+ 1,2m)






s
by elements of the type





G[a,b]
ω
(z, 2n, 2m+ 1)






s
and




G[a,b]
ω
(z, 2n+ 1,2m+ 1)







s
, for which we know explicit expressions.

Challenge in proving the reduction to even elements consists of being able to bound the even
columns (and rows) of the Green’s matrix by the odd columns (and rows), or more easily, by
a sum. We use the notations introduced in Section 3.1. We start with a lemma that will allow
us to have a useful recurrence relation for the rest of the proof.

Lemma 3.1. Let l ∈ ⟦a, b⟧. For every k ∈ ⟦a+ 1, b− 1⟧, k ̸= l and every z ∈ C \ S1,

(3.10)
�

γ−1
k
∗
γk−1

�

G[a,b]
ω
(z, k− 1, l) + γ−1

k
∗[δk + zα∗k]G

[a,b]
ω
(z, k, l) + zG[a,b]

ω
(z, k+ 1, l) = 0.

(3.11) zG[a,b]
ω
(z, k, l) + β−1

k
∗ �
αk+1 + zδ∗k
�

G[a,b]
ω
(z, k+ 1, l) + β−1

k
∗
βk+1G[a,b]

ω
(z, k+ 2, l) = 0.

Similar inequalities are applicable for the columns.

Proof. By the definition of the resolvent:

�

(U[a,b]
ω
− zId)G[a,b]

ω
(z)
�

(k, l) =
§

IL if k = l
0 if k ̸= l

Thus, for k even and l ̸= k, k+ 1, we find:
�

(U[a,b]
ω
− zId)G[a,b]

ω
(z)
�

(k, l) = (U[a,b]
ω
− zId)(k, ·) · G[a,b]

ω
(z, ·, l) = 0

This, given the 5-diagonal by blocks structure of the operator, results in:

(3.12) αkγk−1G[a,b]
ω (z, k−1, l)+(αkδk−1−zIL)G

[a,b]
ω (z, k, l)+βkαk+1G[a,b]

ω (z, k+1, l)+βkβk+1G[a,b]
ω (z, k+2, l) = 0,

and similarly for k+ 1:
�

(U[a,b]
ω
− zId) · G[a,b]

ω
(z)
�

(k+ 1, l) = (U[a,b]
ω
− zId)(k+ 1, ·) · G[a,b]

ω
(z, ·, l) = 0.
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This results in:

(3.13) γkγk−1G[a,b]
ω (z, k−1, l)+γkδk−1G[a,b]

ω (z, k, l)+(δkαk+1−zIL)G
[a,b]
ω (z, k+1, l)+δkβk+1G[a,b]

ω (z, k+2, l) = 0

Multiplying (3.12) by δkβ
−1
k on the left and taking the difference one gets

�

δkβ
−1
k αkγk−1 − γkγk−1

�

G[a,b]
ω
(z, k− 1, l) + [δkβ

−1
k (αkδ− zIL)− γkδk−1]G

[a,b]
ω
(z, k, l)

+ [δkβ
−1
k βkαk+1 − (δkαk − zIL)]G

[a,b]
ω
(z, k+ 1, l) + [δkβ

−1
k βkβk+1 −δkβk+1)]G

[a,b]
ω
(z, k+ 2, l) = 0.

After simplification, this yields:
�

(δkβ
−1
k αk − γk)γk−1

�

G[a,b]
ω (z, k−1, l)+[δkβ

−1
k (αkδk−1−zIL)−γkδk−1]G

[a,b]
ω (z, k, l)+zG[a,b]

ω (z, k+1, l) = 0.

We have:

(αkγ
−1
k δk − βk) = (γ

−1
k )
∗ and β∗kαk = −δ∗kγk⇔ αkγ

−1
k = −(β

−1
k )
∗δ∗k.

This allows us to write:

(3.14)
�

(γ−1
k )
∗γk−1

�

G[a,b]
ω
(z, k− 1, l) + (γ−1

k )
∗[δk + zα∗k]G

[a,b]
ω
(z, k, l) + zG[a,b]

ω
(z, k+ 1, l) = 0.

A similar equality can be found by multiplying (3.13) by αkγ
−1
k and taking the difference:

�

αkγ
−1
k γkγk−1 −αkγk

�

G[a,b]
ω
(z, k− 1, l) + [(αkγ

−1
k γkδk−1)− (αkδk−1 − zIL)]G

[a,b]
ω
(z, k, l)

+ [αkγ
−1
k (δkαk+1 − zIL)− βkαk+1]G

[a,b]
ω
(z, k+ 1, l) + [δkγ

−1
k δkβk+1 − βkβk+1]G

[a,b]
ω
(z, k+ 2, l) = 0.

Hence,

zG[a,b]
ω (z, k, l)+
�

(αkγ
−1
k δk − βk)αk+1 − zαkγ

−1
k

�

G[a,b]
ω (z, k+1, l)+[(αkγ

−1
k δk−βk)βk+1]G

[a,b]
ω (z, k+2, l) = 0.

For any k, we have:

αkγ
−1
k δk − βk = (β

−1
k )
∗ and β∗kαk = −δ∗kγk⇔ αkγ

−1
k = −(β

−1
k )
∗δ∗k.

This allows us to write:

(3.15) zG[a,b]
ω
(z, k, l) + (β−1

k )
∗
�

αk+1 + zδ∗k
�

G[a,b]
ω
(z, k+ 1, l) + (β−1

k )
∗βk+1G[a,b]

ω
(z, k+ 2, l) = 0.

To find the equalities for the columns l (while fixing k), it suffices to repeat the same process
but start with the multiplication in the reverse direction:

�

G[a,b]
ω
(z)(U[a,b]

ω
− zId)
�

(k, l) =
§

IL if k = l
0 if k ̸= l .

□

To exploit these relations, we need to be able to invert δk + zα∗k. This is the subject of the
following lemma.

Lemma 3.2. If α ∈ GLL(C), then for any ε > 0, k ∈ Z, and z ∈ Sε, δk + zα∗k is P-almost surely
invertible.

Proof. Let z ∈ Sε and k ∈ Z. We define:

Ωinv = {ω ∈ Ω; δk + zα∗k ∈ GLL(C)}

= {ω ∈ Ω; eρ−1[zV (k)
ω
α∗ −α∗U (k)

ω
] ∈ GLL(C)}

= {ω ∈ Ω; det(zV (k)
ω
α∗ −α∗U (k)

ω
) ̸= 0}(3.16)

To show that P(Ωinv) = 1, it suffices to demonstrate that:

∃(U0; V0) ∈ Ω; det(zV0α
∗ −α∗U0) ̸= 0
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since we are working with the Haar measure νL of the phases and since α is invertible.
If z ̸= 1, we set (U0, V0) = (IL, IL). In this case:

det(zV0α
∗ −α∗U0) = det(zα∗ −α∗) = (1− z)L(−1)L detα∗ ̸= 0.

If z = 1, it suffices to take (U0, V0) = (iIL, IL). In this case:

det(zV0α
∗ −α∗U0) = det(α∗ − iα∗) = det((1− i)α∗) = (1− i)L detα∗ ̸= 0.

□

With Lemma 3.2 one can isolate the term G[a,b]
ω
(z, k, l) in (3.10).

We define Ωinv as in (3.16).For ω ∈ Ωinv, the equality (3.10) becomes:

G[a,b]
ω
(z, k, l) =
�

γ−1
k
∗[δk + zα∗k]
�−1 �

γ−1
k
∗
γk−1G[a,b]

ω
(z, k− 1, l) + zG[a,b]

ω
(z, k+ 1, l)
�

.

= [δk + zα∗k]
−1
�

γk−1G[a,b]
ω
(z, k− 1, l) + zγ−1

k
∗
G[a,b]
ω
(z, k+ 1, l)
�

.(3.17)

Hence, to estimate the expectancy ∥G[a,b]
ω
(z, k, l)∥s in terms of G[a,b]

ω
(z, k−1, l) and G[a,b]

ω
(z, k+

1, l), one needs to estimate the expectancy of ∥(δk + zα∗k)
−1∥s. This is exactly Lemma 1.6.

Proof. of Lemma 1.6. One has:

E
�

∥(δk + zα∗k)
−1∥s
�

=

∫

Ω

∥(−zV (k)
ω
αU (k)

ω
+α)−1∥sdω=
∫

Ω

1

(σL(α− zV (k)ω αU (k)ω ))s
dω

Here, σL represents the Lth singular value, which is the smallest singular value. Then,

∀k ∈ Z, σL

�

α− zV (k)
ω
αU (k)

ω

�

= σL

�

α− zeiθ (k)ω bV (k)
ω
αbU (k)

ω
eiΘ(k)ω
�

.

We can simplify some expressions. Indeed, we know that θ (k)
ω

, Θ(k)
ω
, bU (k)

ω
, and bV (k)

ω
are mutually

independent. Furthermore, θ (k)
ω
= diag(θ (k)ω,1, . . . ,θ (k)ω,L), and the (θ (k)ω, j) j∈⟦1,L⟧ are i.i.d.. The same

goes for (Θ(k)ω, j) j∈⟦1,L⟧. Consequently, we can replace θ (k)
ω

with θ (k)ω,1IL and Θ
(k)
ω

with Θ(k)ω,1IL in the

expectancy (and not deterministically!), which gives:

E
�

σL

�

α− zeiΘ(k)ω bV (k)
ω
αbU (k)

ω
eiθ (k)ω
�−s�

= E
�

σL

�

α− zeiΘ(k)ω,1 bV (k)
ω
αbU (k)

ω
eiθ (k)ω,1

�−s�

= E
�

σL

�

α− zei(Θ(k)ω,1+θ
(k)
ω,1)bV (k)

ω
αbU (k)

ω

�−s�

.

Since bU (k)
ω

and bU (k)
ω

are in U(L)∩ HL(C), they have a square root which is also an element of

U(L)∩HL(C), hence one writes bU (k)
ω
= (bU (k)

ω
)

1
2 (bU (k)

ω
)

1
2 and bV (k)

ω
= (bV (k)

ω
)

1
2 (bV (k)

ω
)

1
2 to obtain:

E
�

σL

�

α− zei(Θ(k)ω,1+θ
(k)
ω,1)bV (k)

ω
αbU (k)

ω

�−s�

= E
�

σL

�

α− zei(Θ(k)ω,1+θ
(k)
ω,1)(bV (k)

ω
)

1
2 (bV (k)

ω
)

1
2α(bU (k)

ω
)

1
2 (bU (k)

ω
)

1
2

�−s�

= E
�

σL

��

(bV (k)
ω
)

1
2

�∗
α
�

(bU (k)
ω
)

1
2

�∗
− zei(Θ(k)ω,1+θ

(k)
ω,1)(bV (k)

ω
)

1
2α(bU (k)

ω
)

1
2

�−s�

.

Since (bU (k)
ω
)

1
2 and (bV (k)

ω
)

1
2 belong in particular to HL(C), we find that

E
�

σL

�

α− zei(Θ(k)ω,1+θ
(k)
ω,1)bV (k)ω αbU (k)ω

�−s�

= E
�

σL

�

�

(bV (k)ω )
1
2α(bU (k)ω )

1
2 − zei(Θ(k)ω,1+θ

(k)
ω,1)(bV (k)ω )

1
2α(bU (k)ω )

1
2

�−s��

= E
�

σL

�

(bV (k)ω )
1
2

�

α− zei(Θ(k)ω,1+θ
(k)
ω,1)α
�

(bU (k)ω )
1
2

�−s�

= E
�

σL

�

(1− zei(Θ(k)ω,1+θ
(k)
ω,1))α
�−s�

.
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Furthermore, for every ω ∈ Ω, every z ∈ C \ S1 and every k ∈ Z,

σL

�

(1− zei(Θ(k)ω,1+θ
(k)
ω,1))α
�

= |1− zei(Θ(k)ω,1+θ
(k)
ω,1)|σL(α).

Therefore, we obtain the inequality for the partial expectation:

Eθ ,Θ[∥(δk + zα∗k)
−1∥s]≤
∫

[0,2π]×[0,2π]

1

|1− zei(Θ(k)ω,1+θ
(k)
ω,1)|s.(σL(α))s

d(θ ,Θ)

=
1

(σL(α))s

∫ 2π

0

1

|1− zeiθ̃ |s
dθ̃ ,

since ei(Θ(k)ω,1+θ
(k)
ω,1) follows the uniform law on S1. According to [Ham07, Lemma A.2], for any

z ∈ C\S1,
∫ 2π

0
1

|1−zeiθ |s dθ = C(s)<∞. Hence, by taking the expectation over U(L)×{−1, 1}L×
U(L)× {−1, 1}L of this partial expectation, we obtain the desired result. □

By combining the results of Lemma 3.1 and Lemma 1.6, we can establish the lemma of
reduction to the even case.

Lemma 3.3. For α ∈ GLL(C) and s ∈
�

0, 1
2

�

, there exist C1(s), C2(s)> 0 such that,

(3.18) E
�

∥G[a,b]
ω
(z, k+ 1, l)∥s
�2
≤ C1(s)E
�

∥G[a,b]
ω
(z, k, l)∥2s
�

+ C2(s)E
�

∥G[a,b]
ω
(z, k+ 2, l)∥2s
�

.

Similarly, for the columns, there exist C̃1(s), C̃2(s)> 0 such that

(3.19) E
�

∥G[a,b]
ω
(z, k, l + 1)∥s
�2
≤ eC1(s)E
�

∥G[a,b]
ω
(z, k, l)∥2s
�

+ eC2(s)E
�

∥G[a,b]
ω
(z, k, l + 2)∥2s
�

.

Proof. For ω ∈ Ωinv, equality (3.10) becomes:

G[a,b]
ω
(z, k, l) =
�

(γ−1
k )
∗[δk + zα∗k]
�−1 �

(γ−1
k )
∗γk−1G[a,b]

ω
(z, k− 1, l) + zG[a,b]

ω
(z, k+ 1, l)
�

.

= [δk + zα∗k]
−1
�

γk−1G[a,b]
ω
(z, k− 1, l) + z(γ−1

k )
∗G[a,b]
ω
(z, k+ 1, l)
�

.

This gives:

∥G[a,b]
ω
(z, k, l)∥ ≤ ∥(δk + zα∗k)

−1∥
�

∥γk−1.G[a,b]
ω
(z, k− 1, l)∥+ | z | ∥γ∗kG[a,b]

ω
(z, k+ 1, l)∥
�

.

Now, we just need to use Hölder’s inequality, Lemma 1.6 and Jensen’s inequality as in [Ham07,
Lemma 7.1] to conclude. □

Lemma 3.3 implies the first reduction result.

Proof. (of Proposition 1.5). The statement of Proposition 1.5 is just a combination of (3.18)
and (3.19). □

3.3.2 Reduction to a suitable finite interval. We will now prove that it suffices to bound the
norm of the finite Green’s function moments for a restriction to a suitable finite interval to
bound the Green’s function on the infinite volume. This reduction is based on comparing the
blocks of the infinite matrix with those of the finite matrix. Let a, b ∈ Z∪ {±∞}, a < b.

Proposition 3.4. For s ∈ (0, 1
2) and ε ∈ (0,1), there exists C(s,ε)> 0 such that

(3.20) E
�

∥G[a,b]
ω
(z, k, l)∥s
�2
≤ C(s,ε)E
�

∥G[k,l]
ω
(z, k, l)2s∥
�

for every z ∈ Sε and all k, l ∈ [a+ 1, b− 1], |k− l|> 4.
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Proof. We only deal with the case k = 2n, l = 2m where |k − l| ≥ 4 and m, n ∈ Z, the other
cases being treated the same way.
Using the definition of U[a,b]

ω
, we have

(3.21) U[a,b]
ω
= U[a,2n−1]

ω
⊕U[2n,b]

ω
+ Γ e

n

where Γ e
n is given by

Γ e
n(k, l) =



























































−β2n−2α+ β2n−2V, k = 2n− 2, l = 2n− 1
−β2n−2β2n−1, k = 2n− 2, l = 2n
−δ2n−2α+δ2n−2V, k = 2n− 1, l = 2n− 1
−δ2n−2β2n−1, k = 2n− 1, l = 2n
−α2n+2γ2n+1, k = 2n, l = 2n− 1
−α2n+2δ2n+1 +α2n+2U , k = 2n, l = 2n
−γ2n+2γ2n+1, k = 2n+ 1, l = 2n− 1
−γ2n+2δ2n+1 + γ2n+2U , k = 2n+ 1, l = 2n
0, otherwise.

Let Gn
ω
(z) = G[a,2n−1]

ω
(z)⊕ G[2n,b]

ω
(z). By the first resolvent identity, we have

G[a,b]
ω
(z)− Gn

ω
(z) = −G[a,b]

ω
(z)Γ e

n Gn
ω
(z).

Consequently, for every m≥ n+ 2,

G[a,b]
ω (z, 2n, 2m) =

�

1+ (β2n−2β2n−1)G
[a,b]
ω (z, 2n, 2n− 2) + (α2n+2γ2n+1)G

[a,b]
ω (z, 2n, 2n− 1)(3.22)

+ (α2n+2δ2n+1 +α2n+2U) e−iθ2n G[a,b]
ω (z, 2n, 2n)

+(γ2n+2δ2n+1 + γ2n+2U)G[a,b]
ω (z, 2n, 2n+ 1)

�

· G[2n,b]
ω (z, 2n, 2m).

Similarly, we have U[2n,b]
ω

= U[2n,2m]
ω

⊕U[2m+1,b]
ω

+ Γ o
m where Γ o

m is given by

Γ o
n (k, l) =



























































−α2m−2γ2m−1 + Vγ2m−1, k = 2m, l = 2m− 1
−α2m−2δ2m−1 + Vδ2m−1, k = 2m, l = 2m
−β2mα2m+1, k = 2m, l = 2m+ 1
−β2mβ2m+2, k = 2m, l = 2m+ 2
−γ2m+1γ2m−1, k = 2m+ 1, l = 2m− 1
−γ2m+1δ2m + Uα2m+1, k = 2m+ 1, l = 2m
−δ2m+1α2m+1 + Uα2m+1, k = 2m+ 1, l = 2m+ 1
−δ2m+1β2m+2 + Uβ2m+2, k = 2m+ 1, l = 2m+ 2
0, otherwise.

Now, if we define Gm
ω
(z) = G[2n,2m]

ω
(z)⊕ G[2m+1,b]

ω
(z), once again, we observe that

G[2n,b]
ω

(z)− Gm
ω
(z) = −Gm

ω
(z)Γ o

mG[2n,b]
ω

(z).

Thus, for any m≥ n+ 2

G[2n,b]
ω (z, 2n, 2m) =

�

1− [−(α2m−2γ2m−1 + Vγ2m−1)G
[2n,b]
ω (z, 2m− 1,2m)(3.23)

− (α2m−2δ2m−1 + Vδ2m−1)G
[2n,b]
ω (z, 2m, 2m)

− (γ2m+1δ2m +α2n+2U)G[2n,b]
ω (z, 2m+ 1, 2m)

−(β2mβ2m+2)G
[2n,b]
ω (z, 2m+ 2,2m)]

�

G[2n,2m]
ω (z, 2n, 2m)
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Inserting (3.23) into equation (3.22), then applying Hölder’s inequality and Theorem 1.3, we
obtain for all s ∈ (0, 1

2) and ε ∈ (0, 1),
�

E
�



G[a,b]
ω
(z, 2n, 2m)






s��2 ≤ C(s,ε)E
�




G[2n,2m]
z (z, 2n, 2m+ 1)







2s
�

.

This yields the required result for all n, m such that m≥ n+ 2. The proof is analogous in the
case where n≥ m+ 2. □

Lemma 1.7 is now a direct application of Proposition 3.4 with a = −∞ and b = +∞.
Note that one can take for example ε = 1

2 to obtain in (3.20) a constant C(s) independent in
ε as it is done in [HJS09].

3.4 Exponential decay of the reduced case. Now that we have simplified our study to the
fractional moments of elements of the form G[2n,2m+1]

ω
(z, 2n, 2m+1), we are ready to show that

their expectations decrease exponentially, which is the statement of Theorem 1.4.

3.4.1 An explicit expression of the Green’s function in terms of transfer matrices. Given
the matching between the block dimensions in the Green’s matrix and those in the transfer
matrices, we formulate an expression of the Green’s function. This expression relies directly
on the dimensions of the blocks involved in the product of transfer matrices.

Inspired by the notations in [MSB13], for m, n ∈ Z, n≤ m, we define:

(3.24) T 2m+1
2n (z) := T (2m+1)

ω
(z) · · · T (2n)

ω
(z) =
�

A2m+1
2n (z) B2m+1

2n (z)U
C2m+1

2n (z) D2m+1
2n (z)U

�

where A2m+1
2n (z) denote the left upper L × L block of the product of transfer matrices and the

same for the three other blocks.
Note that we remove the ω dependency from the various quantities since the random char-

acter plays no role in the following discussion.

Lemma 3.5. For any ε ∈ (0,1) and any z ∈ Sε, any U , V ∈ U(L) and any m, n ∈ Z such that
|m− n|> 2:

(1) the following quantities are invertible:

(a) C2m+1
2n (z)± VA2m+1

2n (z), (b) B2m+1
2n (z)U ± A2m+1

2n (z), (c) D2m+1
2n (z)U ± C2m+1

2n (z).

(2) The following quantities are inside the Siegel disk DL = {Z ∈ML(C) | Z Z∗ < 1} :
(a) (C2m+1

2n (z)− VA2m+1
2n (z))−1(V B2m+1

2n (z)− D2m+1
2n (z)),

(b) (D2m+1
2n (z)U − C2m+1

2n (z))(B2m+1
2n (z)U − A2m+1

2n (z))−1,
(c) (D2m+1

2n (z)U + C2m+1
2n (z))(B2m+1

2n (z)U + A2m+1
2n (z))−1.

Proof. 1(a) and 2(a) follow directly from Theorem 1 in [MSB13].
To prove 1(b) and 2(b), we apply Theorem 1 of [MSB13] to

(T 2m+1
2n (z))−1 =L (T 2m+1

2n (1
z̄ ))
∗L =
�

(A2m+1
2n (1

z̄ ))
∗ −(C2m+1

2n (1
z̄ ))
∗

−(B2m+1
2n (1

z̄ )U)
∗ (D2m+1

2n (1
z̄ )U)

∗

�

.

Dropping the 2n and 2m+1 indices, we find that −V (A(1
z̄ ))
∗−(B(1

z̄ )U)
∗ is invertible. Therefore,

A(1
z̄ )V
∗ + B(1

z̄ )U is invertible. Since the mapping z 7→ 1
z̄ is an involution of C \ {0}, we can

deduce that B(z′)U + A(z′)V ∗ is invertible for all z′ ∈ C \ {0}. Since this result holds for any
initial conditions U and unitary V , we take V ∗ = IL or V ∗ = −IL to prove 1(b). Similarly, 2(b)
and 2(c) can be shown.
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To prove 1(c) we follow the proof of [MSB13, Theorem 1] but with changing the vector
�

1
0

�

into the vector
�

0
1

�

in the defintion of Φ. Then we apply [MSB13, Lemma 3] with Φ∗LΦ < 0
instead of Φ∗LΦ > 0 which still implies the invertibility of DU ± C . But since we are in the
negative case, we have that (BU ± A)(DU ± C)−1 is not in DL.

□

Lemma 3.6. Let ε ∈ (0, 1). For all z ∈ Sε and all m, n ∈ Z, |m− n|> 2,

(3.25) G[2n,2m+1]
ω (z, 2n, 2m+ 1) =

�

(C2m+1
2n − VA2m+1

2n ) + (D2m+1
2n − V B2m+1

2n )U
�−1
(L2m+1

2m − V K2m+1
2m )

(3.26)

G[2n+1,2m+1]
ω (z, 2n+ 1, 2m+ 1) =

�

(C2m+1
2n+1 − VA2m+1

2n+1 ) + z(D2m+1
2n+1 − V B2m+1

2n+1 )U
∗�−1

(L2m+1
2m − V K2m+1

2m )

with

(3.27) K2m+1
2m =

1
z

V (2m+1)
ω
eρ−1V (2m)

ω
eρ−1 + V (2m+1)

ω
eρ−1α∗(U (2m)

ω
)∗αeρ−1

(3.28) L2m+1
2m = (U (2m+1)

ω
)∗αeρ−1V (2m)

ω
eρ−1 + z(U (2m+1)

ω
)∗ eρ−1(U (2m)

ω
)∗αeρ−1

with U, V ∈ U(L), the two boundary conditions at 2n and 2m+ 1 as defined in (3.2).

Proof. For (3.25), we know that the quantity G[2n,2m+1]
ω

(z, 2n, 2m+ 1) corresponds to the φ2n

component of the solution Φ of the equation (U[2n,2m+1]
ω

− z)Φ= ξ for ξk = δ2m+1,kIL. We apply
Lemma 4 of [MSB13]:

(3.29)

�

φ2m+1
ψ2m+1

�

=
�

φ2m+1
Vφ2m+1

�

= T 2m+1
2n (z)
�

IL 0
0 U

��

φ2n
φ2n

�

+ T 2m+1
2m (z)
�

−z−1IL
0

�

.

We compute T 2m+1
2m (z)
�

−z−1IL
0

�

to retrieve the vector
�

K2m+1
2m

L2m+1
2m

�

given by (3.27) and (3.28) and

using the notations introduced at (3.24), (3.29) one gets

(3.30)

�

φ2m+1
Vφ2m+1

�

=
�

A2m+1
2n B2m+1

2n
C2m+1

2n D2m+1
2n

��

IL 0
0 U

��

φ2n
φ2n

�

+
�

K2m+1
2m

L2m+1
2m

�

.

We multiply the first row by V and calculate the difference of the two lines to find:

(3.31) φ2n =
�

(C2m+1
2n − VA2m+1

2n ) + (D2m+1
2n − V B2m+1

2n )U
�−1
(L2m+1

2m − V K2m+1
2m ).

For (3.26), we follow the same steps. Note that Uψ2n+1 = zφ2n+1+ξ2n+1 = zφ2n+1 implies that
ψ2n+1 = zU∗φ2n+1. This yields:

�

φ2m+1
Vφ2m+1

�

=
�

A2m+1
2n+1 B2m+1

2n+1
C2m+1

2n+1 D2m+1
2n+1

��

I 0
0 zU∗

��

φ2n+1
φ2n+1

�

+
�

K2m+1
2m

L2m+1
2m

�

.

We multiply by V and then take the difference of the two lines to find the expression given in
the statement. □

Remark 3.7. For the other cases, G[2n+1,2m]
ω

(z, 2n+1, 2m) and G[2n,2m]
ω

(z, 2n, 2m), the equations
VωΨ = zΦ+ ξ and WωΦ = Ψ, yield Vψ2m+1 = zφ2m+1 + IL or ψ2m+1 = zV ∗φ2m+1 + V ∗. So, we
need to multiply the first row by zV ∗, add V ∗, and take the difference to obtain:

G[2n,2m]
ω

(z, 2n, 2m) = [C2m
2n − zV ∗A2m

2n − V ∗ + (D2m
2n − zV ∗B2m

2n − V ∗)U]−1(L2m
2m − V ∗K2m

2m − V ∗)

with
�

K2m
2m

L2m
2m

�

= T (2m)
ω
(z)
�

−z−1IL
0

�

. As we will see later, the presence of the three extra terms −V ∗

will prevent to prove directly the exponential decay for these terms which is why we prove
before the Lemma 3.3 so that we don’t have to estimate directly these terms.
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Lemma 3.8. Let ε ∈ (0, 1). There exists κε > 0 such that for every z ∈ Sε:

(3.32) ∥G[2n,2m+1]
ω

(z, 2n, 2m+ 1)∥ ≤ κε∥
�

(C2m+1
2n − VA2m+1

2n ) + (D2m+1
2n − V B2m+1

2n )U
�−1
∥.

Proof. It suffices to prove that ∥L2m+1
2m − V K2m+1

2m ∥ is uniformly bounded in m. One has

∥L2m+1
2m − V K2m+1

2m ∥=




(U (2m+1)
ω

)∗αeρ−1V (2m)
ω
eρ−1 + z(U (2m+1)

ω
)∗ eρ−1(U (2m)

ω
)∗αeρ−1

−V
�

1
z

V (2m+1)
ω
eρ−1V (2m)

ω
eρ−1 + V (2m+1)

ω
eρ−1α∗(U (2m)

ω
)∗αeρ−1
�













≤ ∥eρ−1∥2
�

∥α∥.∥ρ−1∥+
1
| z |
+ ∥α∥∥eρ−1∥2(| z | +∥α∥)

�

For ∥α∥< 1 and ε ∈ (0, 1), by Lemma 2.1 and since z ∈ Sε:

∥L2m+1
2m − V K2m+1

2m ∥ ≤
1

1− ∥α∥2

�

∥α∥
p

1− ∥α∥2
+

1
1− ε

+ (1− ε)∥α∥+ ∥α∥2
�

:= κε.

□

Remark 3.9. Note that since in Theorem 1.4 ε ∈ (0,ε0] and ε0 ∈ (0,1) is fixed by Corollary
2.8, the term 1

1−ε in κε is in the interval (1, 1
1−ε0
) and thus is bounded.

To estimate the Green matrix using transfer matrices presents notable complexity: in the
scalar context, this process is made possible through the property | a · b |=| a | · | b |. How-
ever, in the matrix context, this direct relationship does not hold, as we only have sub-
multiplicativity of norms. Thus, we opt for a different method.

3.4.2 Estimate of the Green kernel by products of transfer matrices. Our first step is to
establish a lower bound on the norms of the inverses of transfer matrices, which corresponds
to the norms of the transfer matrices themselves. Hence we have to prove that the norm of a
new term needs to be uniformly bounded by a constant.

Lemma 3.10. Let ε ∈ (0, 1). There exists κε > 0 such that for all z ∈ Sε \ S1 and all m, n ∈ Z
such that |m− n|> 2 :

(3.33) ∥(T 2m+1
2n (z))−1∥ ≥ κε

∥G[2n,2m+1]
ω

(z, 2n, 2m+ 1)∥
∥H2m+1

2n (F2m+1
2n )−1 − G2m+1

2n (E2m+1
2n )−1∥

where

E2m+1
2n =(C2m+1

2n − VA2m+1
2n ) + (D2m+1

2n − V B2m+1
2n )U .(3.34)

F2m+1
2n =(D2m+1

2n − V B2m+1
2n )U − (C2m+1

2n − VA2m+1
2n ).(3.35)

G2m+1
2n =A2m+1

2n + V ∗C2m+1
2n + (B2m+1

2n + V ∗D2m+1
2n )U .(3.36)

H2m+1
2n =(B2m+1

2n + V ∗D2m+1
2n )U − (A2m+1

2n + V ∗C2m+1
2n ).(3.37)

Remark 3.11. Since in Theorem 1.4 ε ∈ (0,ε0], once ε0 ∈ (0,1) is fixed, κε can be taken
uniform in ε. Thus κ can be taken such that it only depends on the norm of the matrix α.
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Proof. Throughout this proof, we will omit the indices 2n and 2m + 1 for brevity. With a
direct computation, we get with the expressions given in (3.34), (3.35), (3.36) and (3.37),

(T 2m+1
2n (z))−1 =
�

A BU
C DU

�−1
=
�

1p
2

�−V IL
IL V ∗
�

�−1 � (C−VA)+(D−V B)U (D−V B)U−(C−VA)
A+V ∗C+(B+V ∗D)U (B+V ∗D)U−(A+V ∗C)

�−1 � 1p
2

� IL −IL
IL IL

�

�−1

=
�

1p
2

�−V IL
IL V ∗
�

�−1
�

E F
G H

�−1
�

1p
2

� IL −IL
IL IL

�

�−1
.

Using Lemma 3.5 1(a) and 2(a) and the Neumann power serie lemma, E = (C−VA)+(D−V B)U
is invertible, so we can compute the inverse of ( E F

G H ) using the Schur complement :
�

E F
G H

�−1

=

�

E−1 + E−1F
�

M
E

�−1
GE−1 E−1F
�

M
E

�−1

�

M
E

�−1
GE−1

�

M
E

�−1

�

,

where
�

M
E

�

= H − GE−1F is the Schur complement of E. Thus, we obtain:

(T 2m+1
2n (z))−1 =
�

1p
2

�

−V IL
IL V ∗

��−1�E−1 + E−1F(M
E )
−1GE−1 E−1F(M

E )
−1

(M
E )
−1GE−1 (M

E )
−1

��

1p
2

�

IL −IL
IL IL

��−1

.

By taking the Frobenius norm, we obtain:

(3.38) ∥(T 2m+1
2n (z))−1∥=
















�

E−1 + E−1F
�

M
E

�−1
GE−1 E−1F
�

M
E

�−1

�

M
E

�−1
GE−1

�

M
E

�−1

�
















since the matrices 1p
2

�−V IL
IL V ∗
�

and 1p
2

� IL −IL
IL IL

�

are unitary. We know that the Frobenius norm
of a square matrix is always greater than or equal to the sum of the norms of its blocks.
Therefore :













�

E−1 + E−1F(M
E )
−1GE−1 E−1F(M

E )
−1

(M
E )
−1GE−1 (M

E )
−1

�













≥ ∥E−1F(M
E )
−1∥.

Furthermore, by the sub-multiplicativity of the Frobenius norm,

(3.39) ∥E−1F
�

M
E

�−1
∥ ≥
∥E−1F
�

M
E

�−1 �

F
�

M
E

�−1�−1
∥










�

F
�

M
E

�−1�−1









=
∥E−1∥






�

M
E

�

F−1






.

Combining (3.38) and (3.39), we have the following inequality:

∥(T 2m+1
2n (z))−1∥ ≥

∥E−1∥






�

M
E

�

F−1






.

To conclude, it suffices to observe that
�

M
E

�

F−1 = HF−1− GE−1 and, using (3.34) and Lemma

3.8, κ∥G[2n,2m+1]
ω

(z, 2n, 2m+ 1)∥ ≤ ∥E−1∥, where κ is the constant obtained in Lemma 3.8 for
ε= ε2. □

With Lemma 3.10, to control the norm of the Green kernel by the norm of (T 2m+1
2n (z))−1, it

suffices to prove that there exists a constant Cα > 0 such that:

(3.40) ∀m, n ∈ Z, |m− n| ≥ 2, ∥H2m+1
2n (F2m+1

2n )−1 − G2m+1
2n (E2m+1

2n )−1∥ ≤ Cα.

To achieve this, we propose a strategy which consists in constructing a sequence of matrices
which will follow a sub-arithmetico-geometric progression. This particular progression eventu-
ally reaches a maximum threshold, meaning it does not exceed a certain limit, provided that
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the value of the norm of α meet a specific condition. We set ∥.∥ as the Frobenius norm on
ML(C).

Proposition 3.12. There exists r0 ∈ (0,1), p0 > 2 and Cr0,p0
> 0 such that for every ∥α∥ ≤ r0,

every ε ∈ (0,1), every z ∈ Sε, and every m, n ∈ Z, |m− n|> p0,

(3.41) ∥H2m+1
2n (F2m+1

2n )−1 − G2m+1
2n (E2m+1

2n )−1∥ ≤ Cr0,p0
.

Proof. Step 1 During the next computations, we drop the indices 2n, 2m+ 1. Using (3.34),
(3.35), (3.36) and (3.37),

HF−1 − GE−1 = ((B + V ∗D)U − (A+ V ∗C)) ((D− V B)U − (C − VA))−1

− (A+ V ∗C + (B + V ∗D)U) ((D− V B)U + (C − VA))−1

= (BU − A+ V ∗(DU − C)) (DU − C − V (BU − A))−1

− (BU + A+ V ∗(DU + C)) (DU + C − V (A+ BU))−1 .

According to Lemma 3.5, BU − A, BU + A, DU − C and DU + C are invertible and we find:

HF−1 − GE−1 = −V ∗
�

IL − (DU − C)(BU − A)−1V ∗
�−1
+ V ∗
�

IL − V (BU − A)(DU − C)−1
�−1

+ V ∗
�

IL − (DU + C)(BU + A)−1V ∗
�−1
− V ∗
�

IL − V (BU + A)(DU + C)−1
�−1

.(3.42)

If one sets M = (DU − C)(BU − A)−1V ∗ and N = (DU + C)(BU + A)−1V ∗, by Lemma 3.5 they
are both invertible and they both lie in DL. Therefore IL − M and IL − N are invertible and
the same for IL − M−1 and IL − N−1. Moreover, one has (IL − M−1)−1 = −M(IL − M)−1 and
(IL − N−1)−1 = −N(IL − N)−1. Rewriting (3.42), one gets

(3.43) HF−1 − GE−1 = V ∗
�

−(IL +M)(IL −M)−1 + (IL + N)(IL − N)−1
�

.

Applying the Frobenius norm and since V ∗ is unitary and M , N ∈ DL,

(3.44) ∥HF−1 − GE−1∥ ≤ 2
�

∥(IL −M)−1∥+ ∥(IL − N)−1∥
�

.

Step 2 We will begin by bounding ∥(IL −M2m+1
2n )−1∥. Since by Lemma 3.5, M2m+1

2n ∈ DL,

∥(IL −M2m+1
2n )−1∥ ≤

1
1− ∥M2m+1

2n ∥
.

To show that the upper bound 1
1−∥M2m+1

2n ∥ is bounded, it suffices to prove the existence of a

constant C ∈ (0,1) independent of n and m, such that for every m, n ∈ Z, |m−n| large enough,

(3.45) ∥M2m+1
2n ∥= ∥(D

2m+1
2n U − C2m+1

2n )(B2m+1
2n U − A2m+1

2n )−1V ∗∥ ≤ C .

We start by finding a reccurence relationship between the ranks 2m and 2m+ 1 for n fixed.
Writing
�

A2m+1
2n (z) B2m+1

2n (z)U
C2m+1

2n (z) D2m+1
2n (z)U

�

= T 2m+1
2n (z) = T 2m+1

2m (z)T 2m−1
2n (z)

=
�

W 2m+1
2m (z) X 2m+1

2m (z)
Y 2m+1

2m (z) Z2m+1
2m (z)

�

.
�

A2m−1
2n (z) B2m−1

2n (z)U
C2m−1

2n (z) D2m−1
2n (z)U

�
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with

W 2m+1
2m (z) =

1
z

V (2m+1)
ω

(eρ(α))−1V (2m)
ω
(eρ(α))−1 + V (2m+1)

ω
(eρ(α))−1α∗(U (2m)

ω
)∗(ρ(α))−1,

X 2m+1
2m (z) =−

1
z

V (2m+1)
ω

(eρ(α))−1V (2m)
ω
(eρ(α))−1α∗ − V (2m+1)

ω
(eρ(α))−1α∗(U (2m)

ω
)∗(ρ(α))−1,

Y 2m+1
2m (z) =− (U (2m+1)

ω
)∗α(eρ(α))−1V (2m)

ω
(eρ(α))−1 − z(U (2m+1)

ω
)∗(eρ(α))−1(U (2m)

ω
)∗α(eρ(α))−1,

Z2m+1
2m (z) =(U (2m+1)

ω
)∗α(eρ(α))−1V (2m)

ω
(eρ(α))−1α∗ + z(U (2m+1)

ω
)∗(eρ(α))−1(U (2m)

ω
)∗α(ρ(α))−1,

yields the following relationships (dropping the z dependence):

A2m+1
2n =W 2m+1

2m A2m−1
2n + X 2m+1

2m C2m−1
2n , B2m+1

2n U =W 2m+1
2m B2m−1

2n U + X 2m+1
2m D2m−1

2n U

C2m+1
2n = Y 2m+1

2m A2m−1
2n + Z2m+1

2m C2m−1
2n , D2m+1

2n U = Y 2m+1
2m B2m−1

2n U + Z2m+1
2m D2m−1

2n U .

Summing and subtracting these, we find:

A2m+1
2n ± B2m+1

2n U =W 2m+1
2m (A2m−1

2n ± B2m−1
2n U) + X 2m+1

2m (C2m−1
2n ± D2m−1

2n U).

C2m+1
2n ± D2m+1

2n U =Y 2m+1
2m (A2m−1

2n ± B2m−1
2n U) + Z2m+1

2m (C2m−1
2n ± D2m−1

2n U).

This establishes the relationship:

(D2m+1
2n U − C2m+1

2n )(B2m+1
2n U − A2m+1

2n )−1 =
�

Y 2m+1
2m (A2m−1

2n − B2m−1
2n U) + Z2m+1

2m (C2m−1
2n − D2m−1

2n U)
�

×
�

W 2m+1
2m (A2m−1

2n − B2m−1
2n U) + X 2m+1

2m (C2m−1
2n − D2m−1

2n U)
�−1

Under the condition of the invertibility of W 2m+1
2m , we factorize W 2m+1

2m (A2m−1
2n − B2m−1

2n U) on the
right in the inverse to get:

(D2m+1
2n U − C2m+1

2n )(B2m+1
2n U − A2m+1

2n )−1 =
�

Y 2m+1
2m + Z2m+1

2m (C2m−1
2n − D2m−1

2n U)(A2m−1
2n − B2m−1

2n U)−1
�

(W 2m+1
2m )−1

×
�

IL + X 2m+1
2m (C2m−1

2n − D2m−1
2n U)(A2m−1

2n − B2m−1
2n U)−1(W 2m+1

2m )−1
�−1

Under the condition of the invertibility of W 2m+1
2m and assuming that

(3.46) ∥X 2m+1
2m ∥ · ∥(W

2m+1
2m )−1∥< 1,

using Neumann power serie, we can write:
(3.47)

∥(D2m+1
2n U−C2m+1

2n )(B2m+1
2n U−A2m+1

2n )−1∥ ≤
(∥Y 2m+1

2m ∥+ ∥Z2m+1
2m ∥ · ∥(C2m−1

2n − D2m−1
2n U)(A2m−1

2n − B2m−1
2n U)−1∥) · ∥(W 2m+1

2m )−1∥
1− ∥X 2m+1

2m ∥.∥(C
2m−1
2n − D2m−1

2n U)(A2m−1
2n − B2m−1

2n U)−1∥ · ∥(W 2m+1
2m )−1∥

.

Therefore, we find:

∥
�

IL −M2m+1
2n

�−1
∥ ≤

1
1− ∥(D2m+1

2n U − C2m+1
2n )(B2m+1

2n U − A2m+1
2n )−1∥

≤
1

1− (∥Y 2m+1
2m ∥+∥Z2m+1

2m ∥).∥(W 2m+1
2m )−1∥

1−∥X 2m+1
2m ∥.∥(W 2m+1

2m )−1∥.∥(C2m
2n −D2m

2n U)(A2m
2n−B2m

2n U)−1∥

under the condition

(3.48)
(∥Y 2m+1

2m ∥+ ∥Z2m+1
2m ∥ · ∥(C

2m−1
2n − D2m−1

2n U)(A2m−1
2n − B2m−1

2n U)−1∥) · ∥(W 2m+1
2m )−1∥

1− ∥X 2m+1
2m ∥ · ∥(C

2m−1
2n − D2m−1

2n U)(A2m−1
2n − B2m−1

2n U)−1∥ · ∥(W 2m+1
2m )−1∥

< 1.

which is implied by the condition

(3.49) (∥Y 2m+1
2m ∥+ ∥Z2m+1

2m ∥+ ∥X
2m+1
2m ∥) · ∥(W

2m+1
2m )−1∥ ≤ 1.
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since ∥(C2m−1
2n − D2m−1

2n U)(A2m−1
2n − B2m−1

2n U)−1∥< 1. We set, with n still fixed,

(3.50) xm := ∥X 2m+1
2m ∥ , ym := ∥Y 2m+1

2m ∥ , zm := ∥Z2m+1
2m ∥ , wm := ∥(W 2m+1

2m )−1∥

and for all m≥ n+ 1,

(3.51) f (n)m = ∥(D2m+1
2n U − C2m+1

2n )(B2m+1
2n U − A2m+1

2n )−1∥.

With these notations, we write:

∥
�

IL −M2m+1
2n

�−1
∥ ≤

1

1− f (n)m

≤
1

1− ymwm+zmwm

1−xmwm f (n)m−1

≤
1− xmwm f (n)m−1

1− ymwm − zmwm − xmwm f (n)m−1

≤
1

1− ymwm − zmwm − xmwm f (n)m−1

Thus, we obtain a recurrence relationship for all m≥ n+ 1:

(3.52) f (n)m ≤ ymwm + zmwm + xmwm f (n)m−1.

Step 3 Our goal now is to show that the sequence ( f (n)m )m≥n+1 is uniformly bounded in both
m and n, by a constant strictly smaller than 1, at least for |m− n| large enough. Iterating the
sub-arithmetico-geometric relationship (3.52) and still under the assumption xmwm < 1, one
finds

∀m≥ n+ 1, f (n)m ≤ (ymwm + zmwm)(1+ xmwm + · · ·+ (xmwm)
m−n−1) + (xmwm)

m−n f (n)m−n(3.53)

=
ymwm + zmwm

1− xmwm
+
�

f (n)m−n −
ymwm + zmwm

1− xmwm

�

(xmwm)
m−n(3.54)

≤
ymwm + zmwm

1− xmwm
+
�

1−
ymwm + zmwm

1− xmwm

�

(xmwm)
m−n(3.55)

since we know that for every m, n, f (n)m < 1, using Lemma 3.5. It remains to estimate the term
ymwm+zmwm

1−xmwm
. Using Lemma 2.1, one gets

(3.56) ∀m ∈ Z, ym ≤ (1+ |z|)
∥α∥

1− ∥α∥2
, xm ≤
�

1+
1
|z|

�

∥α∥
1− ∥α∥2

and zm ≤ ∥α∥
|z|+ ∥α∥
1− ∥α∥2

.

Then, to estimate wm, we write :

(W 2m+1
2m (z))−1 =
�

1
z

V (2m+1)
ω

(eρ(α))−1V (2m)
ω
(eρ(α))−1 + V (2m+1)

ω
(eρ(α))−1α∗(U (2m)

ω
)∗(ρ(α))−1
�−1

,

= z
�

V (2m+1)
ω

(eρ(α))−1V (2m)
ω
(eρ(α))−1
�−1 �

IL + zV (2m+1)
ω

(eρ(α))−1α∗(U (2m)
ω
)∗(ρ(α))−1
�

V (2m+1)
ω

(eρ(α))−1V (2m)
ω
(eρ(α))−1
�−1�−1

.

Using Lemma 2.1,

(3.57) ∥V (2m+1)
ω (eρ(α))−1α∗(U (2m)

ω )∗(ρ(α))−1
�

V (2m+1)
ω (eρ(α))−1V (2m)

ω (eρ(α))−1
�−1 ∥ ≤ |z|∥α∥

(2−
p

1− ∥α∥2)2

1− ∥α∥2
.

For any ε > 0 and any z ∈ Sε, the upper bound in (3.57) tends to 0 when ∥α∥ tends to 0.
Hence there exists r1 ∈ (0,1) independent of ε such that for any α such that ∥α∥ ≤ r1 and any

z ∈ Sε, |z|∥α∥
(2−
p

1−∥α∥2)2

1−∥α∥2 < 1. For such α, W 2m+1
2m (z) is invertible and using again Lemma 2.1,

(3.58)

∀m ∈ Z, wm = ∥(W 2m+1
2m (z))−1∥ ≤

|z|(2−
p

1− ∥α∥2)2

1− |z|∥α∥ (2−
p

1−∥α∥2)2
1−∥α∥2

=
|z|(1− ∥α∥2)(2−

p

1− ∥α∥2)2

1− ∥α∥2 − |z|∥α∥(2−
p

1− ∥α∥2)2
.
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Combining (3.56) and (3.58), for any α such that ∥α∥ ≤ r1, any ε > 0 and any z ∈ Sε,

(3.59) ∀m ∈ Z, xmwm ≤
(1+ |z|)∥α∥(2−

p

1− ∥α∥2)2

1− ∥α∥2 − |z|∥α∥(2−
p

1− ∥α∥2)2
:= µz,α.

and

∀m ∈ Z,
ymwm + zmwm

1− xmwm
≤

�

(1+ |z|) ∥α∥1−∥α∥2 + ∥α∥
|z|+∥α∥
1−∥α∥2

�

|z|(1−∥α∥2)(2−
p

1−∥α∥2)2

1−∥α∥2−|z|∥α∥(2−
p

1−∥α∥2)2

1−
�

1+ 1
|z|

�

∥α∥
1−∥α∥2

|z|(1−∥α∥2)(2−
p

1−∥α∥2)2

1−∥α∥2−|z|∥α∥(2−
p

1−∥α∥2)2

=
∥α∥ (1+ 2|z|+ ∥α∥) |z|(2−

p

1− ∥α∥2)2

1− ∥α∥2 − (2|z|+ 1)∥α∥(2−
p

1− ∥α∥2)2
:= λz,α(3.60)

For any ε > 0 and any z ∈ Sε, both λz,α and µz,α tends to 0 when ∥α∥ tends to 0. Hence one
can find r2 ∈ (0, 1) independent of ε such that for any α such that ∥α∥ ≤ r2 and any z ∈ Sε,
µz,α ∈ (0,1). Then, for such α, µ|m−n|

z,α tends to 0 when |m − n| tends to infinity. Moreover,

one can also find r3 ∈ (0,1) independent of ε such that for any α such that ∥α∥ ≤ r3 and any
z ∈ Sε, λz,α ∈ (0, 1

2].
From these two facts and inequality (3.55), one deduces that for every ε ∈ (0, 1), for any α

such that ∥α∥ ≤ r0 := min(r1, r2, r3), there exists p0 > 2, and C̃r0,p0
∈ (0,1) such that for any

m, n ∈ Z, |m− n| ≥ p0 and any z ∈ Sε,

(3.61) 0< f (n)m ≤ λz,α + (1−λz,α)µ
|m−n|
z,α ≤ C̃r0,p0

.

Following the exact same procedure, we obtain the same bound C̃r0,p0
for the second term

∥(IL−N)−1∥, since the change of sign in front of A and C does not change all the estimates in
norm. We finally deduce (3.41) with Cr0,p0

= 2
1−C̃r0,p0

.

Step 4 To finish the proof it remains to discuss the assumptions made during the previous
steps. In particular we have to give conditions on α to satisfy the conditions of invertibility
of W 2m+1

2m and to satisfy conditions (3.46) and (3.49). Actually, invertibility of W 2m+1
2m was

discussed at (3.57) and is implied by the condition ∥α∥ ≤ r1. Condition (3.46) is implied by
λz,α < 1 and in particular is satisfied for ∥α∥ ≤ r2. Condition (3.49) is also implied by λz,α < 1
and leads to the same condition on α. □

Proof. (of Theorem 1.4). Using Proposition 3.12, Lemma 3.10 implies that

∥G[2n,2m+1]
ω

(z, 2n, 2m+ 1)∥ ≤
1
κ

Cr0,p0
∥(T 2m+1

2n (z))−1∥

with κ uniform in ε ∈ (0,ε0]. Taking the power s and the expectancy and applying Lemma
2.9, one gets the statement of Theorem 1.4. □

3.5 Exponential decay in the general case. To prove the decay estimate for the general
Green’s function, it suffices to combine all the previous results.

Proof. (of Theorem 1.8). For |k − l| > 4, it is clear that there exist m, n ∈ Z such that
k ∈ {2n, 2n+1}, l ∈ {2m, 2m+1}, and |m−n|> 1. Thus, using Proposition 1.5 and Proposition
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3.4, we obtain that there exists 0< κ(α, s)<∞ such that

(E [∥Gω(z, k, l)∥s])2 ≤ κ(α, s)
1
∑

i, j=0

�

E
�

∥Gω(z, 2n+ 2i, 2m− 2 j + 1)∥4s
��1/2

≤ κ(α, s)
1
∑

i, j=0

�

E
�




G[2n+2i,2m−2 j+1]
z (2n+ 2i, 2m− 2 j + 1)







4s
��1/2

,

Then, Theorem 1.4 gives that there exists s0 ∈ (0, 1), C1 > 0 and γ > 0 such that

(E [∥Gω(z, k, l)∥s0])2 ≤ C1κ(α, s0)
1
∑

i, j=0

e−γ|2n−2m+2i+2 j|.

By the triangle inequality we have

|2n− 2m− 1+ 2i + 2 j| ≥ ∥k− l| − |(2n− k)− (2m+ 1− l) + 2i + 2 j∥ ≥ |k− l| − 6.

Thus, by taking C2 = 4C1κ(α, s)e5γ, we conclude that E [∥Gω(z, k, l)∥s0] ≤ C2e−γ|k−l|. For
|k− l| ≤ 4, we use Theorem 1.3 to show that there exists C3 > 0 such that

E [∥Gω(z, k, l)∥s0]≤ C3e4γe−γ|k−l|.

By choosing C =max
�

C2, C3e4γ
	

, we obtain the desired result. □

4 Dynamical Localization

In this Section we prove dynamical localization for {Uω}ω∈Ω and thus demonstrate the main
result of the article, Theorem 1.2. To do this, we will rely on two important aspects: firstly,
the use of the exponential decay of the moments of the resolvent, already demonstrated in
Section 3.5, to obtain an estimate of the seond order moments of the resolvent; secondly, we
connect the powers of the operator to its resolvent through a general lemma about unitary
operators.

4.1 Proof of Theorem 1.9.

Proof. Let ω ∈ Ω. We use here the factorization (3.3) of Uω = YωDωV′ωWω, with the unitaries

Yω =
⊕

k∈Z

�

IL 0
0 bV (2k)

ω

�

, Dω =
⊕

k∈Z

� IL 0

0 eiθ (2k)
ω

�

and V′
ω
=
⊕

k∈Z

�

α ρ(α)U (2k)
ω

eρ(α) −α∗U (2k)
ω

�

◦ sL.

We set Xω = V′ωWω and define, for δ = (δ1, . . . ,δL) ∈ CL,

(4.1) Yδ
ω

:=
⊕

k∈Z

�

IL 0
0 bV (2k)

ω
ei(θ (2k)

ω −δ)

�

and Uδ
ω

:= Yδ
ω
Xω.

Recall that we denote by (e{n,l})n∈Z,l∈{1,...,L} the canonical basis of ℓ2(Z) ⊗ CL and let P2n+1
be the projection onto Span(e{2n+1,1}, .., e{2n+1,L}). Identifying P2n+1 with its matrix in the

canonical basis, one has P2n+1 = diag(0, . . . , 0, IL, 0, . . . , 0) with IL in the (2n + 1)th position.
The projection P2n+1 corresponds to the projection on the (2n+1)th block. We define η2n+1 =
ei(θ (2n+1)

ω −δ) − eiθ (2n+1)
ω to get:

(4.2) Uδ
ω
= Yω(Dω +η2n+1P2n+1)Xω = Uω +Yωη2n+1P2n+1Xω.

By the geometric resolvent:

∀z ∈ C \ S1, (Uδ
ω
− z)− (Uω − z)−1 = −(Uδ

ω
− z)−1 [Yωη2n+1P2n+1Xω] (Uω − z)−1.
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We multiply on the left by Xω and on the right by Yω to get:

Xω(Uδω − z)Yω −Xω(Uω − z)−1Yω = −Xω(Uδω − z)−1Yω[η2n+1P2n+1]Xω(Uω − z)−1Yω.

We define Fδ(z) := Xω(Uδω − z)−1Yω and F(z) = Xω(Uω − z)−1Yω. Then,

Fδ(z)− F(z) = −Fδ(z)(η2n+1P2n+1)F(z).

For δ = (0, . . . ,δk, 0, . . . , 0), η2n+1 = diag(0, . . . , ei(θ (2n+1)
ω,k −δk)− eiθ (2n+1)

ω,k , . . . , 0) and we set η2n+1,k =

ei(θ (2n+1)
ω,k −δk) − eiθ (2n+1)

ω,k . Furthermore,

〈e{2n+1,l}|(Fδ(z)− F(z))e{2n+1,k}〉= 〈e{2n+1,l}|(−Fδ(z)(η2n+1P2n+1)F(z))e{2n+1,k}〉.

Noting that, when focusing on block 2n+1, we define Fδ(z, l, k) := Fδ(z, {2n+1, l}, {2n+1, k}).
Thus, for all δ:

|Fδ(z, k, k)|=
�

�〈e{2n+1,k}|Fδ(z)e{2n+1,k}〉
�

�=
�

�〈e{2n+1,k}|Xω(Uδω − z)−1Yωe{2n+1,k}〉
�

�

≤ ∥e{2n+1,k}∥∥Xω(Uδω − z)−1Yω∥∥e{2n+1,k}∥= ∥(Uδω − z)−1∥ ≤
1

1− |z|
.

Then :

Fδ(z, l, k) =
F(z, l, k)

1+η2n+1,kF(z, k, k)
=

1
η2n+1,k + (F(z, k, k))−1

.
F(z, l, k)
F(z, k, k)

.(4.3)

But: F(z, k, k) = 1
η2n+1,k+(F(z,k,k))−1 × 1 and 1− |z| ≤ |η2n+1,k + (F(z, k, k))−1|. Thus, we also have

1− |η2n+1,k + (F(z, k, k))−1| ≤ |z|.
Recall that η2n+1,k = ei(θ (2n+1)

ω,k −δk) − eiθ (2n+1)
ω,k and introduce δk ∈ [0,2π] such that:

e−iδk =
1− e−iθ (2n+1)

ω,k (F(z, k, k))−1

|1− eiθ (2n+1)
ω,k (F(z, k, k))−1|

.

Thus,

1−

�

�

�

�

�

e−iθ (2n+1)
ω,k

1− e−iθ (2n+1)
ω,k (F(z, k, k))−1

|1− eiθ (2n+1)
ω,k (F(z, k, k))−1|

− e−iθ (2n+1)
ω,k + (F(z, k, k))−1

�

�

�

�

�

≤ |z|

⇔ 1−

�

�

�

�

�

1− e−iθ (2n+1)
ω,k (F(z, k, k))−1

|1− eiθ (2n+1)
ω,k (F(z, k, k))−1|

− (1− e−iθ (2n+1)
ω,k (F(z, k, k))−1)

�

�

�

�

�

≤ |z|

⇔ 1−
�

�

�1− |1− eiθ (2n+1)
ω,k (F(z, k, k))−1|

�

�

�≤ |z|.

Since |1− eiθ (2n+1)
ω,k (F(z, k, k))−1| ≤ 1, we get:

1−
�

�

�1− |1− e−iθ (2n+1)
ω,k (F(z, k, k))−1|

�

�

�= 1− (1− |e−iθ (2n+1)
ω,k (F(z, k, k))−1|) = |e−iθ (2n+1)

ω,k (F(z, k, k))−1|

and as 1− |z|2 ≤ 1− |1− e−iθ (2n+1)
ω,k F(z, k, k)|2 and by (4.3) :

(4.4) (1− |z|2)|Fδ(l, k, z)|2 ≤
1−
�

�

�1− e−iθ (2n+1)
ω,k (F(z, k, k))−1

�

�

�

2

|η2n+1,k + (F(z, k, k))−1|2
|F(z, l, k)|2

|F(z, k, k)|2
.
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By (4.4) and since for every x ∈ R and every s ∈ (0,1), min(1, |x |s)≤ |x |s,

(1− |z|2)|Fδ(l, k, z)|2 ≤
1−
�

�

�1− e−iθ (2n+1)
ω,k (F(z, k, k))−1

�

�

�

2

|η2n+1,k + (F(z, k, k))−1|2
|F(z, l, k)|s

|F(z, k, k)|s
.

Given the definition of η2n+1,k:

(1− |z|2)|Fδ(l, k, z)|2 ≤
1−
�

�

�1− e−iθ (2n+1)
ω,k (F(z, k, k))−1

�

�

�

2

|e−iδ − (1− e−iθ (2n+1)
ω,k (F(z, k, k))−1)|2

|F(z, l, k)|s

|F(z, k, k)|s

Let y = 1− e−iθ (2n+1)
ω,k (F(z, k, k))−1. Then |y|< 1, and we can write:

(1− |z|2)|Fδ(z, l, k)|s = |eiθ (2n+1)
ω,k (1− y)|s = |1− y|s.

We obtain:

(1− |z|2)|Fδ(z, l, k)|2 ≤
(1− |y|2)|1− y|s

|e−iδk − y|2
|F(z, l, k)|s.

By taking the expectation:

E
�

(1− |z|2)|F(z, l, k)|2
�

=
1

2π

∫ 2π

0

E
�

(1− |z|2)|F(z, l, k)|2
�

dδ.

Moreover, since the Haar measure on the unit circle is invariant by rotations, the random

variables eiθ (2n+1)
ω,k −δk and eiθ (2n+1)

ω,k have the same distribution. Hence:

1
2π

∫ 2π

0

E
�

(1− |z|2)|F(z, l, k)|2
�

dδ =
1

2π

∫ 2π

0

E
�

(1− |z|2)|Fδ(z, l, k)|2
�

dδ.

By Fubini’s theorem, we have:

1
2π

∫ 2π

0

E
�

(1− |z|2)|Fδ(z, l, k)|2
�

dδ = E

�

(1− |z|2)
1

2π

∫ 2π

0

|Fδ(z, l, k)|2dδ

�

≤ E

�

1
2π

sup
|y|<1

∫ 2π

0

(1− |y|2)|1− y|s

|e−iδ − y|2
|F(z, l, k)|sdδ

�

≤ 2sE

�

|F(z, l, k)|s × sup
|y|<1

1
2π

∫ 2π

0

(1− |y|2)
|e−iδ − y|2

dδ

�

since |1− y|s ≤ 2s for y ∈ C such that |y|< 1. Using [HJS09, Eq. (5.24)],

E
�

(1− |z|2)|F(z, k, l)|2
�

≤ 2sE (|F(z, k, l)|s) for all s ∈ (0,1).

Using the band structure of X∗
ω
, we have:

E (|F(z, l, k)|s) = E
��

�〈e{m,l} | Xω(Uω − z)−1Yωe{2n+1,k}〉
�

�

s�

= E
��

�〈X∗
ω

e{m,l} | (Uω − z)−1Yωe{2n+1,k}〉
�

�

s�
.

We then replace e{m, j} with its original expression in the canonical basis (i.e. em+L j), apply
Minkowski’s inequality and use the fact that the coefficients of Xω are bounded to write:

E (|F(z, l, k)|s)≤ C1(s)
∑

| j−l|≤4L

E
��

�〈X∗
ω

em+L j|(Uω − z)−1Yωe{2n+1,k}〉
�

�

s�
.

Since Yω is block diagonal with unitary blocks in U(L),

∀m, n ∈ Z,∀ j, k ∈ {1, . . . , L},
�

�〈e{mL+ j} | (Uω − z)−1Yωe{2n+1,k}〉
�

�≤ ∥Gω(z, m̃, 2m+ 1)∥s
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where m̃ is the index of the block containing mL + j and equals
�mL+ j

L

�

. Thus

E (|F(z, l, k)|s)≤ C1(s)
∑

| j−l|≤4L

E
�

∥Gω(z,
�mL+ j

L

�

, 2m+ 1)∥s
�

.

Now, we need to connect E (|F(z, l, k)|s) and E
�

(1− |z|2)
�

�〈e{m,l}| (Uω − z)−1 e{2n+1,k}〉
�

�

2
�

.

Since Yω is a direct sum of matrices of the form
�

IL 0

0 bV (2k)
ω eiθ (2k)

ω

�

, we consider two cases. The

first case is when k is an even block. Then Yωek = ek and since Xω is unitary, we find:

E
�

(1− |z|2)
�

�〈el | (Uω − z)−1 ek〉
�

�

2
�

= E
�

(1− |z|2)
�

�〈el | (Uω − z)−1Yωek〉
�

�

2
�

=E
�

(1− |z|2)
�

�〈Xωel |Xω (Uω − z)−1Yωek〉
�

�

2
�

= E
�

(1− |z|2) |〈Xωel |F(z)ek〉|
2
�

.

In the case where k is an odd block, Yωek = bV (2k)
ω

eiθ (2k)
ω ek, and we have:

�

�〈el | (Uω − z)−1 ek〉
�

�

2
=
�

�〈Xωel |Xω (Uω − z)−1YωY∗ωe{m,k}〉
�

�

2
=
�

�〈Xωel |F(z)Y∗ωe{m,k}〉
�

�

2

=

�

�

�

�

�

L
∑

j=1

〈Xωel |F(z)((bV (m)ω
eiθ (m)ω )∗) j,ke{m, j}〉

�

�

�

�

�

2

=

�

�

�

�

�

L
∑

j=1

((bV (m)
ω

eiθ (m)ω )∗) j,k〈Xωel |F(z)e{m, j}〉

�

�

�

�

�

2

By the Cauchy-Schwarz inequality, we obtain:

�

�〈el | (Uω − z)−1 ek〉
�

�

2 ≤

�

L
∑

j=1

�

�((bV (m)
ω
)∗) j,k

�

�

2

��

L
∑

j=1

�

�〈Xωel |F(z)e{m, j}〉
�

�

2

�

Since bV (m)
ω

is a unitary matrix, its kth column is of norm 1 and
∑L

j=1

�

�((bV (m)
ω
)∗) j,k

�

�

2
= 1. Hence,

�

�〈el | (Uω − z)−1 ek〉
�

�

2 ≤
L
∑

j=1

�

�〈Xωel |F(z)e{m, j}〉
�

�

2
.

Therefore, for k = mL + j,

E
�

(1− |z|2)
�

�〈el | (Uω − z)−1 ek〉
�

�

2
�

≤
L
∑

j=1

E
�

(1− |z|2)
�

�〈Xωel |F(z)e{m, j}〉
�

�

2
�

Due to the band structure of the operator Xω, there exists a constant C2(s) such that:

E
�

(1− |z|2)
�

�〈el | (Uω − z)−1 ek〉
�

�

2
�

≤ C2(s)
∑

|p−q|≤4L

L
∑

j=1

E
�

(1− |z|2) |F(z, p, j)|2
�

≤ C2(s) 2s
∑

|p−q|≤4L

L
∑

j=1

E (|F(z, p, j)|s)

≤ C1(s)C2(s) 2s
∑

|p−l|≤4L

L
∑

j=1

∑

|q−p|≤4L

E
�











Gω

�

z,
hq

L

i

,
�

mL + j
L

��













s�

.

We conclude the proof with the exponential decay of E(∥Gω(z, q, mL+ j)∥s) given by Theorem
1.8 and the fact that each of the three sums has a finite number of terms. □



34 4 DYNAMICAL LOCALIZATION

4.2 Proof of Theorem 1.2. First of all, recall that for U a unitary operator,

(4.5) ∀n ∈ Z, Un = lim
r→1−

1− r2

2π

∫ 2π

0

�

U − reiθ
�−1 �

U−1 − re−iθ
�−1

einθdθ .

Using this formula, of which we find an elementary proof in [Ham07], we can prove Theorem
1.2 following exactly the proof of [Ham07, Theorem 8.2], since we already have obtained the
main input of this proof, estimate (1.21).
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