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A B S T R A C T

Wave-driven currents have a substantial impact on local circulation patterns in and across the surf zone, and
are responsible for cross-shore and longshore exchange of mass and momentum over a broad range of spatial
and temporal scales. Nearshore currents may drive sediment transport, lead to beach erosion, and also affect
the spread of bacteria and other marine microorganisms, as well as the distribution of pollutants such as
chemicals and microplastics. In addition, surf zone currents can cause hazardous conditions for beach-goers
in the form of rip currents.

It is known from previous work (Chen et al., 2003; Feddersen et al., 2011; Hally-Rosendahl and Feddersen,
2016) that Boussinesq-type models in combination with appropriate boundary conditions and wave breaking
capabilities can function as powerful tools for the analysis of circulation patterns in the surf zone. In the
present work, data from a recent field campaign reported on in Bjørnestad et al. (2021) are used to further
validate the capability of Boussinesq systems to simulate nearshore dynamics.

The numerical model is then used to study the influence of tidal elevation, peak direction and directional
spread of the incoming wavefield on the quantity, extent, and circulatory magnitude of the nearshore
circulation. In addition, fundamental features such as horizontal eddies are investigated, and comparisons
are made to solid-body rotation and irrotational vortices.

Overall, it is observed that local variations in the bathymetry across the surf zone are the controlling factor
regarding the size of these circulations, and an increasing tidal level, which can be seen as a uniform offset to
the bathymetry, favors the generation of larger vortex patterns. For a given tidal stage, the directional spread
of the incoming wavefield has the most pronounced influence on the size and strength of the nearshore eddies

while the peak direction has the strongest effect on the total number of circulations.
1. Introduction

The nearshore zone is a dynamic environment where waves in-
teract with the sea bed and coastal structures to create complex and
diverse hydrodynamics. One prominent wave-induced effect is the
nearshore circulation, which may consist of longshore currents, rip
currents and circulation cells (Putrevu and Svendsen, 1999; Svendsen,
2006; Castelle et al., 2016). Understanding the physical processes that
govern nearshore circulation is important for a variety of applications,
such as coastal engineering, beach management, and wave energy
extraction (Inman and Brush, 1973; Roberts et al., 2014; Nader et al.,

∗ Corresponding author.
E-mail address: henrik.kalisch@uib.no (H. Kalisch).

2017; Davidson-Arnott et al., 2019). Nearshore currents transport sed-
iment, nutrients and pathogens along the coast and between the surf
zone and the inner shelf, and have a major effect on the local ecology,
beach erosion and general coastal morphology (Rilov et al., 2008;
Shanks et al., 2010; Feddersen, 2014; Brown et al., 2015), as well as
issues of recent interest, such as distribution of microplastics (Larsen
et al., 2023).

In recent years, numerical models have become an essential tool for
studying nearshore hydrodynamics, and have also been used to study
longshore currents, rip currents and more general surfzone dynamics
vailable online 3 August 2024
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(Chen et al., 2003; Long and Özkan-Haller, 2005; Feddersen et al.,
2011; Clark et al., 2011). In particular phase-resolving (Boussinesq-
type) wave models have been shown to accurately reproduce complex
wave behavior in the nearshore (see Lynett et al. (2017) and references
therein for an overview).

Several works have investigated the ability of Boussinesq-type sys-
tems to model various features of wave-induced nearshore currents.
Feddersen et al. (2011) and Clark et al. (2011) used the Boussinesq
model funwaveC based on the original Nwogu system with and with-
ut coupling to an advection model to simulate tracer concentration
bserved in a dye release experiment at Huntington Beach in Cali-
ornia, and obtained found good agreement when considering low-
requency eddy motion, cross-shore diffusivity, and longshore vari-
bility of the tracer plume. In Feddersen (2014), it was shown that
oussinesq models are able to simulate salient features of the surfzone
irculation, and the creation of surfzone eddies was investigated. In
ally-Rosendahl and Feddersen (2016), it was shown that the fun-

waveC model is able to generate surfzone eddies and transient rip
currents which were exhibited by dye release experiments detailed in
Hally-Rosendahl et al. (2015). Addressing the issue with traditional
Boussinesq models which are not able to resolve the vertical structure
of the flow (Hally-Rosendahl and Feddersen, 2016), more recent work
by Baker et al. (2021) focussed on the influence of the bathymetry on
the nature of eddy motion and three-dimensional effects.

In the present work, we use the phase-resolving nearshore Boussi-
nesq Ocean and Surf Zone model (BOSZ) introduced in Roeber et al.
(2010) and Roeber and Cheung (2012b), to investigate the properties of
surf zone circulation patterns. Intensive benchmarking was conducted
in Roeber and Cheung (2012a) and Lynett et al. (2017). Other studies
using BOSZ include tsunamis, long and storm waves (Horrillo et al.,
2015; Morichon et al., 2021; Li et al., 2014), nearshore wave transfor-
mations (Li et al., 2014; Filipot et al., 2019; Varing et al., 2020, 2021;
David et al., 2021), wave run-up (Roeber and Bricker, 2015; Pinault
et al., 2020; Kalisch et al., 2024), and transport processes (Watanabe
et al., 2021).

In the present work, particular attention is paid to the influence of
tidal elevation, peak direction, and directional spread of the incoming
wavefield on the nature, extent, and circulatory magnitude of the
nearshore circulation. Our study complements previous works focusing
on the importance of the directional spread of the incoming wave
field on the nature of the developing nearshore currents such as the
observational study (Spydell et al., 2009), and numerical studies such
as Spydell and Feddersen (2009) and Choi et al. (2015) and also
Suanda and Feddersen (2015) where it was shown that for normally-
incident waves, rip current driven exchange velocities depend strongly
on the wave directional spread. More recent contributions in the same
direction include (Baker et al., 2021), focussed on the influence of the
bathymetry on the nature of eddy motion and O’Dea et al. (2021) who
found that directional spread is a major factor influencing the enstrophy
and the spectral energy of surf zone vorticity.

Many studies focussing on the validation of numerical methods
for the simulation of nearshore circulation patterns have focussed on
comparison with dye experiments (Feddersen et al., 2011; Clark et al.,
2011; Grimes et al., 2021), but other works have addressed comparison
with drifter observations (Spydell and Feddersen, 2009), or comparison
with Eulerian measurements (Feddersen, 2014; Baker et al., 2021).
To validate the velocity predictions provided by the BOSZ model, we
compare the simulation results to data from a recent measurement
campaign conducted at a beach on the island of Sylt, located off
the German North Sea Coast near the border with Denmark. In this
campaign, oranges were used as surface drifters in connection with a
two-camera stereo imaging system as explained in Bjørnestad et al.
(2021). Here we analyze the tracks of the orange drifter computed
from the captured frames, and compare with simulated drifter motions
based on Boussinesq simulations. By replicating the drifter movement
2

using the Boussinesq model, the accuracy of the model in capturing
the essential features of the nearshore velocity fields can be assessed.
Indeed, while somewhat limited by the size of the field of view (FOV),
it is shown in Section 3 that the comparison of the measured orange
drifter positions and numerical drifter positions the comparison is
favorable. More extensive drifter campaigns were conducted among
others by Spydell et al. (2007) and Scott et al. (2014) who gave a
very comprehensive picture of possible scenarios for nearshore currents
based on tidal level. In particular, Scott et al. (2014) defined three
distinct behavioral groups which can be classified roughly as entrance
and exit, rotation and longshore and pure longshore. As will be shown in
the body of this paper, all three possibilities can be realized with the
numerical Boussinesq model used here (see Fig. 1).

The main goal of this study is then to understand the influence of the
peak direction 𝐷𝑃 of the incoming wave field, the directional spread 𝜎𝜃
of the applied spectrum and the tidal level on the nature of nearshore
circulation patterns prevalent for locations similar to the experimental
site. Due to prevailing conditions at sites of interest, most field studies
are limited to varying one or two of these parameters and may not
be able to paint a complete picture of possible scenarios. In contrast,
since we are able to set the parameters numerically, in the present work
we can investigate the combined influence of these three quantities.
In particular, we quantify the preponderance, strength, and size of the
developing eddies, and the statistics of their joint dependence on the
above parameters, eliminating the potential for false positives. As a tool
to assess the strength and size of the horizontal eddies featuring in the
nearshore, we use the Rankine vortex as a proxy for the eddy motion.
In fact, while some of the largest eddies, and those located in very
shallow water are highly eccentric, about 90% of the detected eddies
are approximately circular. Since Rankine vortices, consisting of a solid-
body rotation near the center and an irrotational flow further out can
be easily quantified by the size and circulation strength, these vortices
serve as a convenient tool to quantify the horizontal eddies observed.

The overall plan of the paper is as follows. The field experiments
are described in Section 2, and comparison between field data and
numerical simulations are shown in Section 3. The dependence of the
nearshore circulation patterns on the applied parameters are inves-
tigated at length in Section 4. Finally, the results are discussed in
Section 5.

2. Field measurements

In order to create a baseline for the numerical study of the surf
zone circulation, a measurement campaign was conducted at a beach
on the island of Sylt, located just off the German Coast. Wave poles
with graduation, pressure sensors and an Acoustic Doppler Velocimeter
(ADV) were deployed at low tide, and oranges were introduced by a
swimmer. The oranges acted as surface drifters, and a custom-built two-
camera stereo imaging system was used to track the oranges. According
to data from Sharifi et al. (2007), the density of a typical orange is only
slightly lower than seawater, and should be about 97% submerged.
Nevertheless, the oranges were clearly visible in the camera images,
and it was possible to pinpoint them with sufficient accuracy.

The measurement campaign was designed with the main goal of
understanding wave-by-wave properties in the surf zone with respect
to particle motion in non-breaking waves (see Bjørnestad et al. (2021)).
The study of surf zone dynamics was a secondary goal in the campaign
and some compromises especially regarding the field of view of the
cameras compared to the size of circulation cells. Nevertheless, it
appears that the present study is one of the first to report on surf zone
dynamics using small drifters tracked with stereo imagery.

2.1. Stereo imaging system

The two-camera imaging system used to track the drifters was
specifically developed for this study. Two Canon 5MP, global shutter

CMOS digital cameras (Victorem 51B163-CX, IO Industries) were each
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Fig. 1. Examples of the three types of large scale Lagrangian behavior from the same location for different model inputs. Left panel: Fluid enters and leaves the surf zone, rip
currents are likely (tidal level: 0, 𝜎𝜃 = 20◦, 𝐷𝑃 = 0◦). Middle panel: A large eddy is seen in the upper part of the image. It is fed mass from the longshore current from the
north, and feeds into the longshore current to the south. Both longshore currents are north to south (tidal level: 0.5 m, 𝜎𝜃 = 0◦, 𝐷𝑃 = 20◦). Right panel: An overall north to south
longshore flow is present. No eddies are visible (tidal level: −0.25 m, 𝜎𝜃 = 0◦, 𝐷𝑃 = 40◦). The dashed–dotted line shows the field of view (FOV) of the stereo imaging system. The
bathymethry is contoured for every meter.

Fig. 2. Upper panel: Photograph taken by a drone overlooking the experimental site. Lower panel: Experimental set-up. Wave poles were lined up in the direction of the incoming
wavefield. Two cameras (North cam and South cam) were mounted on solid foundations atop dunes overlooking the beach. The two fields of view overlapped in a region including
the first three wave poles. Pressure sensors were mounted near the base of each pole. An ADV was mounted at the sea bed near Pole 2.
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fitted with an EF 50 mm f/2.8L lens. The cameras were placed on a
ridge overlooking the beach at the Bunker Hill site, at a distance of
35 m from one each other. The cameras were focused on a particular
location within the surf zone at a distance of approximately 150 m from
each camera. The cameras were synchronized by a computer-controlled
function generator (National Instruments PCIe 6612). A sketch of the
instrumental setup is show in Fig. 2. Stereo imaging of the sea surface
in order to describe the wave motion has been used by a number
of authors (see for example Benetazzo (2006), Gallego et al. (2008),
de Vries et al. (2011) and Bergamasco et al. (2017)). In the present
case, the cameras are used only for tracking the surface drifters which
simplifies the data analysis considerably. Six graduated aluminum poles
were jetted into the sand of an intertidal sandbar at low tide. The array
of poles was aligned so as to be approximately perpendicular to the
crests of incoming waves. The most seaward pole (Pole 1) was about
80 m from the shore, and the closest pole (Pole 6) was about 20 m from
the shoreline. Since the graduated poles were within the field of view
of the stereo cameras (acquiring at 30 frames/s), these could also used
as optical wave gauges.

2.2. Experimental procedure and data analysis

Oranges were deployed manually near Pole 1. Images were acquired
at 30 frames/second from both cameras. The data used in this article
were acquired between 10:30 and 11:00 UTC on the 8th of September,
2019. At this time, the sea state was characterized by a buoy in depth
of 10 m and 1 km offshore as 0.75 m significant waveheight 𝐻𝑠 and
eak period of 9.1 s. The incoming wavefield was slightly skewed from
he vantage point of the beach, and the spectrum appeared to be fairly
road. The mean wind speed was approximately 5 m∕s from NNW.

In order to obtain the intrinsic and extrinsic parameters for the two
50 mm cameras, a stereo camera calibration was conducted with the
Matlab toolbox Stereo Camera Calibrator. Pairs of individual frames
from camera footage were examined visually, and orange positions
were pinpointed and recorded. Using the calibration parameters, a tri-
angulation of the stored pixel positions was then performed to construct
3D world-coordinate points of the drifter positions. In order to create
an appropriate coordinate system, a reasonable assumption is to assume
that the crests are perpendicular to the line of poles such as indicated
in Fig. 2. A horizontal vector was found by using two known GPS-
positions at Pole 2 and Pole 3, and with this a vertical vector along
Pole 2 was found. With the described vectors, a 3D coordinate system
can be created where the origin is placed at the bottom of Pole 2,
the 𝑥-axis is pointing along the poles towards the beach, the 𝑦-axis is
pointing along the wave crests and the 𝑧-axis is pointing upwards. With
the three orthogonal basis vectors, the orange positions are placed in
the described coordinate system and then projected onto the 𝑥𝑦-plane.

3. Comparison with Boussinesq model

The main grid used in this study is the bathymetry provided by the
LiDAR scan conducted by the LKN (2021). This dataset was originally
scanned by drone with a resolution of 10 by 10 cm covering the entire
coast of Sylt in June 2020. The LiDAR data was only collected to about
600 m off the coast. This was not far enough offshore since the Bunker
Hill buoy where wave conditions are measured is located further at
about 1 km offshore. Hence it was necessary to merge the bathymetry
data supplied by LKN with EMODnet data (emodnet, 2020). These data
are given on a coarse grid with a resolution of about 115 m by 115
m. This dataset is used wherever the LiDAR data is not measured,
which is farthest offshore at depths lower than 6 m. For all practical
purposes this dataset encompasses only small parts of the domain, as
all depths deeper than the buoy location are set to the buoys depth. To
fit these two datasets together they were interpolated to a grid size of
2 m by 2 m, which also defines a mesh which is practically possible
4
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to simulate on. After doing this for the entire site of Sylt, it is only
a matter of choosing a subset of the entire domain to simulate. The
bathymetry used in the computations shown in the left panel of Fig. 4.
The subdomain used to compare the oranges are 1000 m by 1000 m,
stretching approximately 900 m offshore. The maximum depth is set to
the depth at the location of the buoy outside our location.

Since the bathymetry provided by the LKN was collected several
months after the field campaign, there are some differences with the
bathymetry on the days of the campaign. In order to gain more con-
fidence in the ability of the Boussinesq system to simulate the drifter
positions, a second bathymetry (from 2016) was used to do the com-
parison as well. A transect of both bathymetries as well as the mea-
sured bathymetry from the week of the campaign are shown in the
supplementary material.

The wave data gathered by the Bunker Hill buoy outside Sylt
contains various parameters regarding the wavefield for every half hour
throughout the 7th to 8th of September 2019. The data includes the
spectral power density function 𝐸(𝑓𝑖) given at discrete frequencies as
well as some directional information which allows reconstruction of
a two-dimensional spectrum (see Appendix A). An example of a one-
directional and reconstructed two-dimensional spectrum is shown in
the right panel of Fig. 4. Comparisons between orange drifter tracks
and numerical drifter paths are shown in Fig. 5. Comparisons for the
2016 bathymetry can be found in the supplementary material. For these
simulations, we assume that the cross-shore direction is the longitude
and the longshore direction is the latitude, which is approximately valid
at this location on Sylt. The origin is chosen in the lower left corner of
the computational domain.

The BOSZ model is used to compute the nearshore wave and veloc-
ity field for the Sylt bathymetry, driven by a particular offshore wave
state, and a given tidal level. These runs are done for 1 hour each,
assuming that the three main parameters are constant throughout.
The velocity field furnished by a run with the BOSZ model can be
used to track fluid particles. Indeed, it has been shown that long-wave
models such as the KdV equation are capable of describing wave-by-
wave dynamics of particle tracers rather accurately (Borluk and Kalisch,
2012; Bjørnestad et al., 2021). Velocity fields are extracted at each
time step, and the drifters are tracked using the following differential
equations for inertial particles:
𝑑𝑋
𝑑𝑡

= 𝑈,

𝑑𝑌
𝑑𝑡

= 𝑉 ,

𝑑𝑈
𝑑𝑡

= 𝑢 − 𝑈
𝜏

+ 𝛽 𝑑𝑢
𝑑𝑡
,

𝑑𝑉
𝑑𝑡

= 𝑣 − 𝑉
𝜏

+ 𝛽 𝑑𝑣
𝑑𝑡
,

where 𝑋 and 𝑌 are the horizontal coordinates of the drifter, 𝜏 = 𝑎2

3𝛽𝜈 is
called Stokes response time, 𝑎 is the particle radius, 𝜈 is the kinematic
viscosity, 𝛽 = 3𝜌𝑓

𝜌𝑓+2𝜌𝑝
is connected to the added mass of the drifter, 𝜌𝑓 is

he fluid density and 𝜌𝑝 is the particle density (see Bakhoday-Paskyabi
2015) and Santamaria et al. (2013) for example). In particular, note
hat in general there is a difference between the drifter velocity given
y 𝑈 and 𝑉 and the fluid velocity given by 𝑢 and 𝑣. At this point,
idal currents could also be introduced into the differential equations
overning the drifter motion. However, since measured tidal currents
ere extremely weak during the campaign, this option is not pursued

urther.
For the comparison between measured and computed paths, we

se the stereo reconstruction of the orange path to create the initial
osition and velocity of the numerical drifters. Around the given initial
osition, we place 100 drifters randomly in a circle of radius 20cm to
ompensate for errors in the location of the oranges. We also add a
andom component to the measured velocities of the oranges from the
ictures which measures ±50%. After a 500 second start-up period, the
avefield is developed in the sense that the total energy and enstrophy
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Fig. 3. Raw image of South Cam and North Cam with overlapping FOV. Axes are in pixel coordinates. An orange drifter is located in the area indicated with a red square. The
small inset shows a zoomed-in view of the red box, and the orange is clearly visible in both images. As the orange moves, pixel coordinates are recorded for South Cam and
North Cam in each frame. The pixel coordinates are then triangulated to find the position of the drifter in a chosen reference frame.

Fig. 4. Left panel: The bathymetry around the experimental site on Sylt in June 2020. The rectangle and dots represent the field of view of the cameras and the visible poles as
seen in Fig. 3. The red cross shows where the buoy outside of Bunker Hill is located. The pink dashed line denotes the smaller domain used in the comparison section, while the
entire domain is used during the circulation analysis. The white dotted line shows the approximate start of the surf-zone. Right panel: On top is the raw recorded data of 𝐸(𝑓𝑖)
supplied by the buoy, and below the estimated data 𝐸(𝑓𝑖 , 𝜃𝑗 ) with a cosine squared assumption and 𝜎𝜃 = 20◦.
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Fig. 5. Results from the drifter simulations for the June 2020 bathymetry. For each drifter path, a 40 m by 40 m area is plotted where every 0.5 m by 0.5 m grid cell counts
how many numerical drifter have passed through that particular cell have passed after the 𝑇 seconds after the orange was released. This number divided by the total number of
drifter yields the plotted values. The drifters in (a), (c) and (e) were tracked outside the sandbar and show large movements, while (b), (d), and (f) are in the inner surf zone
between the sandbar and the beach, and exhibit smaller movements.
oscillates around a mean (see supplementary material). When the 500 s
start-up period has passed the drifters are added to the simulation.
Each drifter is simulated independently before being averaged in an
ensemble.

After simulating the numerical drifters the positions are stored in a
seven-dimensional array with entries for tide level, directional spread
𝜎𝜃 , random wave phase seed 𝜓0, orange path number, numerical drifter
number, time stamp, 𝑋-coordinate or 𝑌 -coordinate. For plotting the
data it was necessary to reduce the dimensions to maximum three.
This was done by creating a new 𝑋 and 𝑌 grid where for every
drifter we create a binary map where 1 means that the drifter was in
this location for any given timestep. This creates the slightly different
seven-dimensional array with the following dimensions: tide level, 𝜎𝜃 ,
𝜓0, orange path number, drifter number, 𝑋-index and 𝑌 -index. To
reduce the system and find the percentage of drifters going through
any particular location is then a matter of summing the tensor and
dividing by the total number of instances summed together. In Fig. 5
this is shown for tide level, spread, seed, and drifter number summed
together, such that the independent variables left to be evaluated are
the orange path number, 𝑋-index and 𝑌 -index. Lastly the average
position of the drifters for each orange path is calculated. Thus the
color in the mapping can be interpreted as what percentage of drifters
at some time reached that cell.

Note that there is a sandbar located at a cross-shore distance of
about 830 m to 850 m from the origin of the numerical domain. This
6

sandbar is where waves primarily break, and the drifters tracked in
Fig. 5 can be classed in whether they are offshore of the sandbar or not.
Path 1, 3, and 5 are located outside of the bar, and are hence moving
through larger waves, but also have higher initial velocities. Path 2, 4,
and 6 on the other hand are located between the sandbar and the beach,
and move at a much slower pace. While individual drifter simulations
may not always match the experimentally determined drifter positions,
the average values of the numerical drifters show good resemblance to
the oranges’ actual end position.

The spreading of drifter location also makes sense. For oranges
with larger movement, there is a larger spreading of the computed
drifter locations, perhaps exaggerated slightly by the initial velocity
variation in the simulation model, but also due to the fact that the
drifters exhibit a chaotic system (Brown and Smith, 1991). In summary,
the Boussinesq model is able to reproduce the experimental drifter
paths with reasonable accuracy. In order to gauge the accuracy of
the Boussinesq model for longer-term simulations, further comparisons
were made between power spectral densities of the free surface and
horizontal velocity components computed with the Boussinesq model
versus measured time series during the campaign (see supplementary
material). These comparisons show that the main features of the spectra
matched, and together with the well reproduced average drifter loca-
tions, these comparisons build confidence into the model’s capability
to also simulate larger circulation structures.
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Fig. 6. Average velocity field for one simulation with multiple eddies of different size and strength. The red crosses denote where centers of these eddies were identified. Input
parameters are tide= 0 m, 𝜎𝜃 = 40◦ and 𝐷𝑝= 0◦.
4. Circulation patterns

We now proceed to the numerical study of nearshore circulation and
the dependence on wave and tidal conditions. Simulations are run with
an array of input parameters using the bathymetry from Sylt detailed
in the last section. It will come to light that depending on the wave and
tide parameters, the nearshore currents come in various different forms.
We will compare the dependencies against the work of Spydell and
Feddersen (2009), Baker et al. (2021), Choi et al. (2015), and O’Dea
et al. (2021), and also look at a larger scale comparison with the results
of Scott et al. (2014).

4.1. Model input

The model was run with various values of three main parameters:
the tide level; the directional spread 𝜎𝜃 , and main direction 𝐷𝑃 of the
incoming wave field. Browsing through the Bunker Hill buoy records,
realistic values of the latter two variables are found to be 𝜎𝜃 between
0 and 40◦, and the peak direction 𝐷𝑃 between 270 and 310◦. Further
from using the OSU Tidal Prediction Software (OSU Tidal Prediction
7

Software, 2020) we found that the tide naturally varies between −0.5
m and 0.5 m. We discretized these parameters as follows:

Tide level: −0.5,−0.25, 0, 0.25, 0.50 m,
Directional spread: 𝜎𝜃 = 0, 20, 40◦,
Peak direction: 𝐷𝑃 = 270, 290, 310◦.
Altogether this yields 45 different simulations. The tide is modeled

as a stationary change to the water depth, i.e. a mean tidal level
constant during a 60 min run. Throughout, the sea state is defined
by 𝐻𝑠 = 0.75 m and 𝑇𝑝 = 9.1 s which corresponds to the conditions
during the field campaign. To generate the JONSWAP spectrum the
wavemaker technique of Wei et al. (1999) is used. The directional
spreading was again modeled with the cosine squared assumption as
described in Appendix B. To generate the binning a spectral frequency
resolution of 𝛥𝑓 = 1∕3600 s−1 to avoid wave maker recurrence during
the run, which resulted in 1099 distinct frequencies bins between 0.036−
0.341 Hz. Similarly, the directional bins had a resolution of 1◦ resulting
in 1, 41, 81 directional bins for the three different directional spreads.

While the bathymetry is considered to be static, a changing tide
level impacts the depth of features on the seafloor and therefore
impacts the overall flow. Thus in a certain sense the changing tide
level can be interpreted as a change in bathymetry. Further, wavefields
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Fig. 7. Inspection of the circulation around two eddies. Top panels show the computed circulation around the identified center for various radii. The dotted red lines denote the
radius at intervals of 10 m, and the black dotted line indicates the maximum circulation. Bottom panels show the corresponding velocity field.
approaching the beach at an angle have the potential to create large
longshore velocities, while having a higher directional spread allows for
the waves to come in from multiple directions creating a more variable
incoming field. The objective of this discretization is to see the impact
of plausible variations in the input spectrum on the wave regime at the
particular location on Sylt. In addition, the bathymetry is the same as
described in Section 3, except that we now use the entire 1000 m ×
2000 m domain from the measurements. We also now use a standard
JONSWAP spectrum, which is the commonly used empirical spectrum
for the North Sea area and well representative for the study site.

4.2. Circulation

Each Simulation is run for 3600 s, where the first 600 s are purely
for initializing the wave field. After this initial period the ocean surface
velocity is continuously averaged. This procedure yields mean values
for the velocity which we visually inspect (see Fig. 6) and use for the
construction of average streamlines similar to the pathlines observed
by Scott et al. (2014). To find the locations of the circulation centers,
a review of the data is performed by a two-step method. First, the
resulting flow is plotted as in Fig. 6 with the color representing ve-
locity (similar to plotting the swirling strength as defined for example
in Buckley and Veron (2017)). This first step marks every location with
a circular velocity as a potential center.

After visually inspecting all the images like Fig. 6, the circulation
is calculated for every potential vortex by numerically integrating the
velocity fields in circular paths for varying radii around the center.
Then the maximum circulation is identified by a simple forward differ-
ence, which is manually inspected and corrected if necessary. Using this
second step, a finer vortex identification criterion is used to determine
whether the rough locations indicated in the first step were indeed
a center. To count as a vortex the flow needs to fulfill the following
criteria:

• The center of the vortex is identified as a region of zero flow since
near the center of revolution the computed vortex flow behaves
like a solid-body rotation (Kundu and Cohen, 2008).
8

• The velocity field resembles a closed circuit.
• The circulation must exhibit a local maximum which is used to

demarcate the edge of the vortex.

The maximum circulation and the corresponding radius are stored to-
gether with the coordinates of the center for further statistical analysis
(see Fig. 7 for example).

4.2.1. Visual comparisons
Visual inspection of the velocity fields suggests a striking resem-

blance to the work of Scott et al. (2014) who found that there exist
three primary behavioral groups of the large scale velocity patterns.
These three groups are characterized as (a) exit, (b) rotation, and (c)
longshore. In our simulations we also found all three groups of behavior,
but in the case of flows with strong exit behavior, we also found strong
cross-shore flow, so we term the first behavioral group (a) exit and entry.
All possibilities are shown in Fig. 8.

Further it was found in Scott et al. (2014) that while the behavioral
groups identified above are the dominant groups in the short term,
some of the drifters used in the underlying data collection campaign
followed a composite path. For example a drifter may initially follow a
circular path, completing several revolutions around some vortex, be-
fore getting dragged into an exit flow and be sent out further offshore.
Another scenario observed by Scott et al. (2014) was that drifters were
caught in a longshore current, moving up or down the beach. Analyzing
the drifter behavior, Scott et al. (2014) deduced that (1) Exit flows
feature vortices, spun off from the main flow, similar to separation
vortices in high-Reynolds-number viscous flow. (2) Dominant longshore
flow often features smaller exit flows along the length of the main flow.
(3) Inside longshore flow there exist rotations which the longshore flow
swirls around. All of these phenomena appear in our data set as well,
indicating that the resulting flow from our inputs to BOSZ and the
resulting output reflects real possibilities of nearshore flow.

Examining the first row of Fig. 8 also exemplifies the influence of
the ratio of incoming significant waveheight to the local water depth.
Indeed, Scott et al. (2014) noted in their field experiments that this
ratio is a major factor influencing which of the three primary behavioral
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Fig. 8. Qualitative study of dependence of the flow pattern on the input parameters. The upper row shows the average velocity field for directional spread 𝜎𝜃 = 20◦, peak direction
𝐷𝑃 = 20◦ and varying tide levels. The middle row shows the average velocity field for tidal level 0, peak direction 𝐷𝑃 = 20◦ and varying directional spreads. The lower row shows
the average velocity field for directional spread 𝜎𝜃 = 20◦, tidal level 0, and varying peak direction. The peak direction is indicated by the black arrow in the upper left corner of
each panel, and the directional spread is indicated by the width of the arrow. The bathymethry is contoured for every meter.
groups mentioned above is prevalent nearshore. Group (b) should be
most common when the tide, and thus water depth, was near the
seasonal average for the location. Indeed, at tide levels around 0, the
sandbar depth is optimal for this kind of flow while both higher and
lower tides cause fewer eddies. While we do not vary the significant
waveheight in our experiment, the ratio is changing due to different
tidal levels, and our results show that for medium values of the tidal
level, the largest number of eddies appear. Breaking in the surf zone
can cause higher values of flow velocity (Martins et al., 2022), which
in turn allows the possibility of flow circulating in larger scale patterns
with higher values. This effect might be what causes the size of the
eddies to increase for increasing tide, as the breaking locations move
further towards the shore and thus towards our area of interest.
9

Plotting some of the averaged velocity fields for different direc-
tional spreads yields the middle row of Fig. 8. As already pointed
out in Spydell and Feddersen (2009) and O’Dea et al. (2021), it can
also be seen here that lower directional spread is associated with
larger velocities in the surf zone, and higher spread yields more and
higher variability in the transient flow. Choi et al. (2015) note that
the decrease in longshore flow is a consequence of multidirectional
phase interaction in the nearshore region, and yields less wave-induced
momentum flux based on the moments of the wave energy spectrum.
As noted in both Baker et al. (2021) and O’Dea et al. (2021) this does
not lower the energy associated with the wave field nearshore, but
the resulting wavefields feature greater short-scale fluctuations of the
horizontal velocity field which on average leads to more cancellations.
Lastly, the main direction of the incoming wave field greatly influences
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Fig. 9. The location of vortices across all the simulations. Size of circle is proportional
to radius, and color indicates strength of circulation. Note that some locations are
preferred, such as around the sandbar and at the bottom and mid-point of the picture.

the longshore flow. Indeed, it can be observed in the lower panels of
Fig. 8 that with increasing angle between 𝐷𝑃 and the normal to the
beach, the longshore component of the surf zone currents increases.

It is also evident that most of the vortices appear inside the surf
zone as seen on the right side of Fig. 9. All of the vortices found
outside the surf zone are due to exit flows which can extend to up
to two surf zone widths beyond the surf zone edge, and as noted
by Scott et al. (2014), vortices appear around these rip currents. The
water depth is also critical for the formation of vortices since wide
and strong vortices generally appear directly at the sandbar where
the wave-induced velocity is highest (Martins et al., 2022) and these
vortices are trapped inside the trough (Bühler and Jacobson, 2001).
10
4.2.2. Approximation by Rankine vortices
In theoretical fluid dynamics it is common to describe vortex mo-

tion using Rankine vortices, which is a combination of the solid-body
rotation and the irrotational vortex. For the solid-body rotation, the
circulation 𝛤 = 2𝜋𝑟2𝜔0 is increasing quadratically with increasing
radius, and the vorticity is 2𝜔0. For irrotational vortices, the circulation
is constant for all radii, given by 𝛤𝑚𝑎𝑥 (Kundu and Cohen, 2008). A
Rankine vortex is defined by two parameters. The parameter 𝜎 deter-
mines the radial distance at which the vortex characteristics switch
from solid-body rotation to irrotational vortex, and the parameter 𝛤𝑚𝑎𝑥
determines the maximum circulation. The precise formulation of the
circulation in a Rankine vortex is given by

𝛤 (𝑟) =

{

𝛤max 𝑟2∕𝑅2, if 𝑟 ≤ 𝑅,
𝛤max, if 𝑟 > 𝑅.

While horizontal eddies in the surf zone do not always resemble
Rankine vortices (especially if the eddy covers a region where the depth
changes significantly), it was found that about 91% of all identified
eddies are close to circular, with 1− 𝑟1

𝑟2
< 0.24 where 𝑟1 is the semi-major

axis and 𝑟2 the semi-minor axis. Even for largely elliptical eddies, it is
still possible to use the Rankine-vortex analogy by averaging properly.
For this, we define the circle equivalent radius 𝑟𝑐 =

√

𝑟1𝑟2. This defines
the extension of the Rankine vortex to ellipses to be:

𝛤 (𝑟) =

{

𝛤max 𝑟2𝑐∕𝑅
2, if 𝑟 ≤ 𝑅,

𝛤max, if 𝑟 > 𝑅.

For all identified eddies, the best fit for 𝛤max and 𝜎 were found. Two
examples are plotted in Fig. 7. Typical of these plots is that close to
the center the Rankine vortex gives a good approximation, but close to
𝑟 = 𝜎 the true circulation is almost linearly increasing. The irrotational
part of the vortex then takes over, until at increasing distance from the
center other parts of the flow take a more significant role, and the flow
pattern is no longer reminiscent of a Rankine vortex. Again, while the
Rankine vortex itself does not perfectly reflect the dynamics in the surf
zone, especially as the depth varies significantly over its extent, it is
still a good approximation of the nearshore field. In our simulations,
the circular definition fit 91% of the identified eddies.

As also described in Scott et al. (2014), eddies exist in the surf
zone exist generally alongside entrance, exit, or longshore flows. For
example in Fig. 7 the left eddy is part of a longshore current and the
right eddy has a longshore current above it which it feeds into before
continuing into an entrance below it. In the upper panel of Fig. 7 the
circulation spikes again, but this is purely due to the large velocity in
the entrance flow and does not meet our criteria for eddy motion.

4.3. Statistical analysis

Using the two-step method outlined above on the velocity fields of
the 45 simulations, and marking all the vortices and calculating their
radii and circulation such as in the examples detailed in Fig. 7 yields
343 individual vortices across all simulations. Constructing histograms
based on these data yields the plots shown in the upper panel of Fig. 10.
In the lower panels of Fig. 10, the dependence of vortex size on the
three parameters tide level, 𝐷𝑃 and 𝜎𝜃 is indicated. It is evident that the
number of vortices is maximal at mid-tide, with almost twice as many
vortices present as during high or low tide. The distribution of large
and small vortices also changes with changing tides, and an increasing
share of large vortices is generally associated with higher tides.

While the overall number of vortices does not seem to depend on
the directional spread 𝜎𝜃 , the distribution of large and small vortices is
highly dependent on the value of 𝜎𝜃 . Indeed, larger directional spread
correlates positively with higher number of small vortices while larger
vortices more numerous at low directional spread. Lastly 𝐷𝑃 is a critical
factor for the number of vortices. If an incoming wavefield is normal
to the beach, twice as many vortices develop than during an obliquely
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Fig. 10. Upper panels: vortex count as a function of tide level, directional spread 𝜎𝜃
and peak direction 𝐷𝑃 . Lower panels: vortex count by diameter size.

Fig. 11. Box plots of vortex radius and circulation strength containing mean, upper
and lower quartiles, maximum value and outliers.

incident wavefield with 𝐷𝑃 = 40◦. Meanwhile, the sizes of the vortices
are not clearly correlated with this parameter.

The dependence of the vortex features on the wave and tidal param-
eters can also be represented in boxplots, such as shown in Fig. 11. Here
it can be gleaned that vortex radius and vortex strength are inversely
proportional to the directional spread 𝜎𝜃 (middle panels). In addition,
we see that vortex radius is proportional to tidal level such as also
observed in less detail in Fig. 10.

While no further clear dependencies can be found in Fig. 11, it is
possible to verify the visual identifications and quantify whether any
particular combination of the three free parameters has a statistically
11
Table 1
The table shows p-values from the 3-way ANOVA test for the radius and circulation of
vortices. Small 𝑝-values correspond to statistically significant influence on the mean,
and the most important parameter combinations are shown in bold face.

Dependence p-values

Radius Strength

Tide 1.4e−2 5.6e−2
𝜎𝜃 1.8e−4 3.6e−15
𝐷𝑃 5.7e−2 4.9e−2
Tide: 𝜎𝜃 4.7e−1 3.7e−1
Tide: 𝐷𝑃 3.3e−1 5.2e−1
𝜎𝜃 : 𝐷𝑃 2.9e−1 1.4e−3
Tide: 𝜎𝜃 : 𝐷𝑃 9.2e−1 9.9e−1

significant influence of the vortex features. For this, it is necessary to
conduct a statistical test, and we are choosing a three-way Analysis of
Variance (ANOVA) test. We are interested if any one of the parameters,
or a combination of them impacts the mean values of vortex radius
and vortex strength to a significant degree. We thus create the 3-way
ANOVA model as follows:

radius ∼ tide + 𝜎𝜃 +𝐷𝜃 + tide ∶ 𝜎𝜃
+ tide ∶ 𝐷𝜃 + 𝜎𝜃 ∶ 𝐷𝜃 + tide ∶ 𝜎𝜃 ∶ 𝐷𝜃

strength ∼ tide + 𝜎𝜃 +𝐷𝜃 + tide ∶ 𝜎𝜃
+ tide ∶ 𝐷𝜃 + 𝜎𝜃 ∶ 𝐷𝜃 + tide ∶ 𝜎𝜃 ∶ 𝐷𝜃

Using the data from Fig. 11 to conduct the 3-way ANOVA test as
described above yields the results seen in Table 1. It is evident that
the mean radius of the vortices are influenced by the tide, direc-
tional spread 𝜎𝜃 , and main direction 𝐷𝑝 and that the mean circulation
strength is influenced by the tide, spread 𝜎𝜃 , main direction 𝐷𝑃 and a
combination of the latter two.

5. Discussion

Depending on the nature of the incoming wavefield, surf zone
dynamics can feature a variety of flow patterns, including longshore
currents, entrance and exit flows, rip currents and in many cases
eddies of varying size and strength. While it is well known that the
bathymetry is the main controlling factor of the nature of the wave-
driven nearshore currents (see for example Scott et al. (2014) and
McCarroll et al. (2018)), it can also be of value to consider how a com-
bination of wave and bathymetric parameters influences the feature of
nearshore flows. For example, Suanda and Feddersen (2015) conducted
a model study where the beach slope, significant waveheight, peak
period and directional spread are varied. In the present study we have
considered the influence of the incident wave field by varying the peak
direction and directional spread of the incoming waves. In addition
we have varied the tidal level which is similar to, but weaker than
bathymetric forcing.

Using an array of 45 different parameter values, each simulated
for one hour, we have identified various flow patterns, and focused
in particular on identifying eddies in the nearshore zone. Most of
the eddies identified in the present study are close to circular which
suggests comparison with a Rankine vortex which is a concept often
used in theoretical fluid dynamics. Using this construct as a tool can
help identify the size and strength of a given eddy.

The main features of the flow as well as details like the size
(radius) and strength (circulation) of these vortices can easily be deter-
mined. For eddies with large eccentricity, we have used an averaging
procedure to still be able to define the radius and circulation strength.

We found that when the tide is at a certain ratio compared to the
depth of the sandbar, a large number of organized circulations arises
as seen in Fig. 10. When much of the incoming wave energy breaks
at the same location the return flow of the waves feeds into energetic
and organized motions in the form of eddies but also rip currents. The
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local bathymetry is also a controlling factor for the size of the eddies,
and the histogram in Fig. 10 shows that the predominant shape of eddy
size changes from small to large for increasing tide levels. Additionally,
the peak direction of the wavefield is also an important factor for eddy
formation. When waves approach the shore at an angle, the longshore
velocity can become dominant over the strength of the vortex flow.
The intensity of the longshore flow decreases towards its offshore and
onshore boundaries (see Fig. 1, right panel) and may also vary in
time. Consequently, the net longshore flow prevents the formation of
distinct circulatory patterns of smaller scale. Similar dynamics were
also observed by Choi et al. (2015). However, when eddies do appear,
for example in the wake of an exit flow or the shadow of a swing in
the longshore current, then we found evidence that the and strength of
these eddies seem to be affected by the peak direction of the wave field
but not in a clear manner.

Lastly the directional spread of the incoming waves impacts the
distribution of large and small eddies, their strength, and their average
size. A possible explanation could be that when waves approach the
beach at multiple angles, some destructive interference occurs that
reduces the strength of the flow inside the surf zone. When averaging
over longer time spans the vorticity decreases for larger directional
spreads in the incoming wavefield as also found in Spydell and Fed-
dersen (2009) and O’Dea et al. (2021). Our analysis also shows that
with less vorticity on average, it follows that the circulatory strength
of the vortices also diminishes for higher directional spreads. In the
case of no directional spread from the incoming wavefield (i.e. 𝜎𝜃 = 0),
ll the vorticity in the surf zone is bathymetry controlled. Since the
athymetry is constant across all computations in the present work, it is
atural that the average vorticity and thus circulatory strength is larger
or unidirectional waves. This observation also supports the conclusion
hat bathymetry-driven vorticity is the main force of vortex formation
n the surf zone. High directional spread inhibits vortex formation by
onlinear interactions, since inside the surf zone higher spread induces
ave breaking along directions that are not aligned with the main flow,

hus reducing the speed, at which it flows (see Choi et al. (2015)).
his finding also concurs with the results of Baker et al. (2021) who
ound that on average, smaller radii are connected to higher directional
pread.

Overall, it is found that peak direction 𝐷𝑃 , the directional spread
𝜃 , and the tidal level have a strong influence on the characteristics of
he appearing vortices, both in terms of size and strength. As can be
een in Table 1, the directional spread has the largest overall statistical
vidence of the influence on the vortex characteristics, and in particular
n the resulting vortex strength. On the other hand, the peak direction
f the incoming wavefield has the largest influence on number of
ortices (see Fig. 10 and on the strength of the longshore flow (see
ig. 8)). In addition we have seen that tidal level and directional spread
nfluence the distribution of large versus small vortices, while the tidal
levation influences the total numbers of vortices. While it is generally
nderstood that the nearshore bathymetry is an important factor in the
evelopment of nearshore circulation, future studies should quantify
t which tidal level the characteristics of the wave field become more
mportant than the bathymetry itself. Finally, Table 1 reveals the
ignificant joint influence of peak direction and directional spread of
he wave field for which we have no physical explanation for at this
oint.
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Appendix A. Camera calibration

A central problem for the verification of the model is the comparison
of movement of actual drifters recorded through a stereo camera setup
to the simulated Lagrangian drifters described above. To perform this
comparison, it is necessary to transform the pixel coordinates of the
two cameras to three-dimensional world coordinates. This is done with
the same method as described by Bjørnestad et al. (2021), using a
linear transformation. The linear transform consists of two matrices:
an extrinsic matrix to transform the world coordinates to camera
coordinates, and an intrinsic matrix to compensate for lens distortion.
This transformation is defined as:

⎛

⎜

⎜

⎝

𝑢
𝑣
1

⎞

⎟

⎟

⎠

=
⎡

⎢

⎢

⎣

𝑓𝑥 𝑠 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

𝑟11 𝑟12 𝑟13 𝑡1
𝑟21 𝑟22 𝑟23 𝑡2
𝑟31 𝑟32 𝑟33 𝑡3

⎤

⎥

⎥

⎦

⎛

⎜

⎜

⎜

⎜

⎝

𝑋
𝑌
𝑍
1

⎞

⎟

⎟

⎟

⎟

⎠

, (1)

here (𝑢, 𝑣) are the pixel coordinates and (𝑋, 𝑌 ,𝑍) are world coordi-
ates. The 3 × 4-matrix defines the extrinsic coordinates and consists
f rotation and translation elements 𝑟𝑖𝑗 and 𝑡𝑖, respectively which rotate
nd translate the world coordinates to match the camera’s field of view.
he 3 × 3-matrix is the intrinsic matrix which consists of compensation
actors 𝑓𝑥 and 𝑓𝑦 for the focus of the camera which changes how large
bjects appear. The coefficients 𝑐𝑥 and 𝑐𝑦 translate the location of the
inhole if it is not in the center of the camera. Lastly, the parameter 𝑠

compensates for the skewness of camera axes. These parameters might
be different for different locations in the cameras view as well, due to
imperfections in the camera’s construction. It might therefore be nec-
essary to create multiple such transformations for different locations in
the field of view. Now to go from pixel coordinates to world coordinates
it is necessary to use a stereo camera to determine the third world
coordinate. This is done by using geometry and the fact that the two
cameras are defined to have the same Y and Z coordinates. Then the 𝑍
value of the world point of one pixel is

𝑍 =
𝑓𝑥𝑏
𝑑
,

here 𝑍 is the coordinate in the ‘‘main’’ camera’s coordinate system, 𝑓𝑥
is the focal length of this camera, 𝑏 is the distance between the cameras
and 𝑑 is the disparity of 𝑥-coordinates between the two cameras.

In the present work, the built-in MATLAB Camera Calibration Library
is used to find the transformation matrixes. This toolbox provides
functions to calibrate of the stereo cameras (i.e. to find the intrinsic
and the extrinsic matrices), and also to triangulate points in the images,
meaning to transform from pixel coordinates to world coordinates. By
default, MATLAB describes the world points in the following coordinate
system centered at the lens of Camera 1. :

𝑋: direction towards camera 2
𝑌 : downwards
𝑍: orthogonal to 𝑋 and 𝑌 , pointing away from Camera 1 towards

FOV.
Hence it is necessary to perform a change of basis. If multiple

ground control points inside the pictures have known coordinates in
both the cameras coordinates and for example in WGS84, then it is
possible to change the coordinates through the transformation

𝑃𝐶→𝑊𝐺𝑆84[𝑥]𝑐 = [𝑥]𝑊𝐺𝑆84.

The change of basis matrix 𝑃𝐶→𝑊𝐺𝑆84 is the same as described in (Lay,
Lay and McDonald, 2016). Thus, if the cameras are calibrated and
the pixel locations of drifters are known it is possible to calculate the
corresponding location in world coordinates.

After arriving at the Bunker Hill site on Sylt and setting up the
cameras, a checkerboard was carried around inside the field of views of
the cameras (see Fig. 12). This was done to collect multiple pictures of
a known geometry from multiple angles and locations to later calibrate
the cameras. By choosing a subset of these images MATLAB can create
13
the matrices for the stereo cameras. About 120 pairs of images were
chosen to create the above image shown in Fig. 13, which created a
geometry which matched with the known distances of the testing area.
Now by finding all the pixel values of a drifter’s path, MATLAB can
recreate the path in 3D world coordinates. The following days poles
with known coordinates were set up, and during high tide oranges were
thrown out onto the sea. Here it was now possible to follow the drifter’s
position on the images using a MATLAB script. By supplying the initial
position of the oranges, it follows the locations of the whitest pixel
values in the surrounding areas. This means on the other hand that it is
difficult to follow the orange through breaking waves since the white-
caps complicates locating the oranges in the frame. After tracking an
orange, one can use MATLABs inbuilt triangulations function to find
the world coordinates of all the pixel points the orange has occupied.
But the original coordinate system which MATLAB supplies is not
useful for us, hence it is necessary to change it. Followed the lead
of Bjørnestad et al. (2021), we are using a coordinate system, where
a orthogonal right handed coordinate system which 𝑥− and 𝑦− basis
vectors is parallel to the sea surface is found between the poles. After
this it was necessary to rotate these basis vectors around the 𝑧-axis to
align the 𝑥− and 𝑦-axis with the North and East basis vectors of WGS84
as described above such that the locations can be plotted together with
the bathymetry described in this data.

Appendix B. Reconstructing 2d spectra from 1D spectra

Buoy readings from the directional Waverider buoy ‘‘Buoy Bunker-
Hill1’’ located at 8.272◦ East, 54.792◦ North in about 10 m water depth.1
The data include directional information which allows us to reconstruct
the two-dimensional spectrum.

Following Pierson et al. (1971), we incorporate the information
about peak direction 𝐷𝑃 and directional spread 𝜎𝜃 by stipulating the
function

𝐷(𝜃) =
{

𝑎 cos2(𝑘(𝜃 −𝐷𝑃 )), 𝐷𝑃 − 𝜎𝜃𝜅 ≤ 𝜃 ≤ 𝐷𝑃 + 𝜎𝜃𝜅,
0, otherwise,

here 𝐷𝑃 denotes the peak direction and 𝜎𝜃 denotes the directional
pread, and 𝜅 is a positive factor. To determine the constants 𝑎 and 𝑘,
e have to solve the system of equations

∫

𝐷𝑃 +𝜎𝜃𝜅

𝐷𝑃 −𝜎𝜃𝜅
𝑎 cos2(𝑘(𝜃 −𝐷𝑃 )) 𝑑𝜃 = 1

𝑎 cos2(𝑘𝜎𝜃𝜅) = 0.

The solution of this system of equations corresponding to half a
eriod is:

= 𝜋
𝜎𝜃𝜅

, 𝑘 = 𝜋
2𝜎𝜃𝜅

Now to use these results together with the input data it is necessary
o discretize both the frequency and angle. This is done with the
ollowing discretization:

𝑖 =
{

𝑓1, 𝑓2, 𝑓3,… , 𝑓𝑛
}

and 𝜃𝑗 = {▵ 𝜃, 2 ▵ 𝜃, 3 ▵ 𝜃,… , 𝑛 ▵ 𝜃}

ith ▵ 𝜃 = 2𝜋∕𝑛𝜃 .
Then for each 𝑓𝑖, let 𝜃𝑚 be the largest 𝜃𝑗 such that 𝜃𝑗 ≤ 𝐷𝑝−𝜎𝜃𝜅 and

let 𝜃𝑛 be the smallest 𝜃𝑗 such that 𝜃𝑗 ≥ 𝐷𝑝 + 𝜎𝜃𝜅. For every 𝜃𝑗 , where
𝑗 ∈ [𝑚, 𝑛], the PSD at this index is then evaluated as

𝐸(𝑓𝑖, 𝜃𝑗 ) =
𝐸max
▵ 𝜃

𝐸10(𝑓𝑖)𝐷𝑖(𝜃𝑗 ),

here 𝐸10 is the power spectral density from the Bunker Hill buoy in
0 m depth, 𝐸max is a scaling factor, and 𝐷𝑖 is the directional function

for this frequency. Now the only data accounted for is the first four
columns, and the relative 𝑃𝑆𝐷. It could be possible to include the
skewness and kurtosis if one used the normal distribution as a base
instead.

1 http://codm.hzg.de.

http://codm.hzg.de
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Fig. 12. A checkerboard used for calibrating the cameras was carried around on the beach at low tide. Here seen through both cameras.
Fig. 13. The calibration software supplied by MATLAB. In the top row is the reprojected checkerboard locations for one image pair. In the bottom left the error of these
reprojections is shown for each pair of images and in the bottom right the locations of the checkerboard in the cameras coordinate system is shown.
Appendix C. The BOSZ model

The equations express a balance between flux and dispersion with
additional source terms. They can be cast in vector form and are shown
here in 𝑥-direction only as

U𝑡 + F (U)𝑥 + G (U)𝑦 − S𝑏𝑒𝑑 = −S𝑑𝑠𝑝 + S𝑓𝑟𝑐 + S𝑤𝑏𝑟 + S𝑤𝑚𝑘 (2)

where U is the vector of conserved variables, F (U) and G (U) is the
flux vector, S (U)𝑏𝑒𝑑 is the bed slope source term, S (U)𝑑𝑠𝑝 includes the
dispersion terms with spatial derivatives, S (U)𝑓𝑟𝑐 accounts for bottom
friction, S (U)𝑤𝑏𝑟 is a dissipative term to account for breaking waves,
and S (U)𝑤𝑚𝑘 represents local wave generation similar to the wave
generation method of Wei et al. (1999). Off-shore and lateral boundary
conditions are radiation conditions, and outgoing waves are damped
14
with sponge layers (cf. Larsen and Dancy (1983)). The vector functions
in (2) are given in differential form as

U =
⎡

⎢

⎢

⎣

𝐻
𝑃
𝑄

⎤

⎥

⎥

⎦

F (U) =
⎡

⎢

⎢

⎣

𝐻𝑢
𝐻𝑢2 + 1

2 𝑔𝜂
2 + 𝑔𝜂ℎ

𝐻𝑢𝑣

⎤

⎥

⎥

⎦

G (U) =
⎡

⎢

⎢

⎣

𝐻𝑣
𝐻𝑢𝑣

𝐻𝑣2 + 1
2 𝑔𝜂

2 + 𝑔𝜂ℎ

⎤

⎥

⎥

⎦

(3)

S (U)𝑏𝑒𝑑 =
⎡

⎢

⎢

⎣

0
𝑔𝜂ℎ𝑥
𝑔𝜂ℎ𝑦

⎤

⎥

⎥

⎦

S (U)𝑑𝑠𝑝 =
⎡

⎢

⎢

⎣

𝜓𝐶
𝑢𝜓𝐶 −𝐻𝑡𝜓𝑃 +𝐻𝜓𝑃2
𝑣𝜓𝐶 −𝐻𝑡𝜓𝑄 +𝐻𝜓𝑄2

⎤

⎥

⎥

⎦

(4)
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S (U)𝑓𝑟𝑐 =

⎡

⎢

⎢

⎢

⎣

0
𝑔𝑛2𝑢

√

𝑢2+𝑣2
𝐻1∕3

𝑔𝑛2𝑣
√

𝑢2+𝑣2
𝐻1∕3

⎤

⎥

⎥

⎥

⎦

S (U)𝑤𝑏𝑟 =
⎡

⎢

⎢

⎣

0
2(𝜈𝑡𝐻𝑢𝑥)𝑥 + [𝜈𝑡𝐻(𝑢𝛼𝑦 + 𝑣

𝛼
𝑥)]𝑦

2(𝜈𝑡𝐻𝑣𝑦)𝑦 + [𝜈𝑡𝐻(𝑢𝛼𝑦 + 𝑣
𝛼
𝑥)]𝑥

⎤

⎥

⎥

⎦

(5)

S (U)𝑤𝑚𝑘 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑀𝜔
∑

𝑖=1

𝑀𝜃
∑

𝑗=1
𝐷𝑖𝑗 cos

[(

𝑘𝑖𝑠𝑖𝑛𝜃𝑗
)

𝑦 − 𝜔𝑖 𝑡 + 𝜙𝑖𝑗
]

0
0

⎤

⎥

⎥

⎥

⎥

⎦

(6)

Here, 𝐻 and ℎ are the total flow depth and still water depth, respec-
tively. 𝑢 is the horizontal velocity, 𝑔 is gravity, 𝜂 denotes the free
surface, 𝑛 is the Manning roughness coefficient of units [𝑠𝑚−1∕3] and
𝜈𝑡 is the eddy viscosity necessary for wave breaking closure. The wave-
maker source term generates an oscillating superposition of individual
monochromatic waves each with a random phase, 𝜙, magnitude 𝐷,
wave number 𝑘, and angular frequency, 𝜔, over the entire computed
time, 𝑡. The frequency binning is chosen as explained in Roeber et al.
(2019) to avoid recycling of the wavemaker input signal.

The local acceleration term in the momentum equation accounting
for frequency dispersion with mixed space–time derivatives is given by

𝑃 = 𝐻𝑢 +
𝑧2𝛼
2

[

𝐻𝑢𝑥𝑥
]

+ 𝑧𝛼
[

𝐻(ℎ𝑢)𝑥𝑥
]

(7)

𝑄 = 𝐻𝑣 +
𝑧2𝛼
2

[

𝐻𝑣𝑦𝑦
]

+ 𝑧𝛼
[

𝐻(ℎ𝑣)𝑦𝑦
]

(8)

and the dispersion terms with only spatial derivatives are denoted by

𝜓𝐶 =

[(

𝑧2𝛼
2

− ℎ2

6

)

ℎ(𝑢𝑥𝑥 + 𝑣𝑥𝑦) +
(

𝑧𝛼 +
ℎ
2

)

ℎ((ℎ𝑢)𝑥𝑥 + (ℎ𝑣)𝑥𝑦)

]

𝑥

+

[(

𝑧2𝛼
2

− ℎ2

6

)

ℎ(𝑢𝑥𝑦 + 𝑣𝑦𝑦) +
(

𝑧𝛼 +
ℎ
2

)

ℎ((ℎ𝑢)𝑥𝑦 + (ℎ𝑣)𝑦𝑦)

]

𝑦

(9)

𝜓𝑃 =
𝑧2𝛼
2
𝑢𝑥𝑥 + 𝑧𝛼(ℎ𝑢)𝑥𝑥 (10)

𝑄 =
𝑧2𝛼
2
𝑣𝑦𝑦 + 𝑧𝛼(ℎ𝑣)𝑦𝑦 (11)

and similarly the dispersion terms with time dependent derivatives are
denoted by

𝜓𝑃2 =
𝑧2𝛼
2
𝑣𝑥𝑦𝑡 + 𝑧𝛼(ℎ𝑣)𝑥𝑦𝑡 (12)

𝑄2 =
𝑧2𝛼
2
𝑢𝑥𝑦𝑡 + 𝑧𝛼(ℎ𝑢)𝑥𝑦𝑡 (13)

where 𝑧𝛼 is the reference depth, at which the horizontal velocity
is evaluated. The position influences the dispersion properties where
values closer to the free surface favor the accuracy of short wave
dispersion and vice versa. Since the free surface is the result of a
superposition of multiple individual waves, the reference depth has to
work for a wide range of wavelengths and cannot be set simply for only
one single frequency. A value around mid-depth such as 𝑧𝛼 = −0.531 h
provides optimized shoaling and dispersion properties for a range of
waves within 𝑘ℎ < 𝜋.

The term S (U)𝑤𝑏𝑟 is the well-known concept of an eddy viscosity
extension for the Boussinesq-type equations which is added to the
governing equations. This approach diffuses the wave breaking front so
that the slope of the free surface cannot develop a sharp shock-front.
The diffusion terms in the momentum equations of S (U)𝑤𝑏𝑟 involve the
time-varying quantity of eddy viscosity 𝜈𝑡, which sets the magnitude or
strength of the diffusion term. One way to determine the eddy viscosity
15

is by using a one-equation model for the turbulent kinetic energy (TKE),
which holds as a proxy for 𝜈𝑡 through the following relation that was
introduced by Prandtl et al. (1945) and Kolmogorov (1941) as

𝜈𝑡 = 𝐶𝜈
√

𝑘𝑙𝑡, (14)

where 𝓁𝑡 is the mixing length and taken as the local still water depth
n this study. Following Nwogu (1996), we use 𝐶𝜈 = 0.55.

The one-equation closure for 𝑘 is given by Pope and Pope (2000) as

𝑘𝑡 = −A − E + P + D , (15)

where A , E , P, D denote advection, elimination/destruction, produc-
tion, and diffusion of TKE, denoted by 𝑘.

The terms of Eq. (15) are detailed in Nwogu (1996) and involve
several empirical coefficients.

The TKE advection terms is defined as

A = 𝑢𝑘𝑥 + 𝑣𝑘𝑦 (16)

The TKE elimination/destruction terms is based on the work of Launder
and Spalding (1974) and is denoted as

E = 𝐶𝐷
𝑘3∕2

𝓁𝑡
, (17)

here 𝐶𝐷 = 𝐶3
𝜈 .

The TKE diffusion term is small and based on the kinematic viscosity
f water, 𝜈. Here we use 𝜈 = 𝜇

𝜌 ≈ 0.001 [m2∕s].

D = 𝜈(𝑘𝑥𝑥 + 𝑘𝑦𝑦) (18)

The last term is the production of TKE. It is only computed in a cell

where a criterion is fulfilled, for example 𝐹𝑟 =
√

𝑢|2𝜂+𝑣|2𝜂
𝑔ℎ > 0.85 is

xceeded. A parameter 𝐵 works as a flag and takes on either 0 or 1
epending on the previous inequality. We use the formulation used
y Nwogu (1996) with a modification consistent with the fundamental
erivation of the production term of TKE as

= 𝐵
𝑙2𝑡

√

𝐶𝑑

[

𝑢𝑧|
2
𝜂 + 𝑣𝑧|

2
𝜂

]
3
2 (19)

where the flow velocities 𝑢|𝜂 and 𝑣|𝜂 are computed at the free surface
𝜂. The vertical velocity as well as the vertical gradients of the hor-
izontal velocities can be computed from the truncated Taylor series
expansion in combination with the vertical irrotationality condition
(𝑤𝑥 = 𝑢𝑧, 𝑤𝑦 = 𝑣𝑧) at the free surface as

𝑢𝑧|𝜂 = −𝜂
[

𝑢𝑥𝑥 + 𝑣𝑥𝑦
]

−
[

(ℎ𝑢)𝑥𝑥 + (ℎ𝑣)𝑥𝑦
]

𝑧|𝜂 = −𝜂
[

𝑢𝑥𝑦 + 𝑣𝑦𝑦
]

−
[

(ℎ𝑢)𝑥𝑦 + (ℎ𝑣)𝑦𝑦
]

.
(20)

ppendix D. Supplementary data

Supplementary material related to this article can be found online
t https://doi.org/10.1016/j.coastaleng.2024.104591.
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