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Abstract—This paper describes a technique to perform
the decoding of quantum Calderbank-Steane-Shor codes
built from self-orthogonal classical binary codes possessing
algebraic decoding procedures. This technique gives a viable
alternative to syndrome decoding for codes with large
minimum distance. The cases of Reed-Muller and BCH
codes are examined. The new method is compared with
syndrome decoding on illustrative examples. The asymptotic
cost of both methods is also given.

Index Terms—quantum code, algebraic decoding, CSS
quantum codes.

I. INTRODUCTION

Quantum technology is an active and promising re-
search area. Possible applications cover many domains
of science [1]–[6]. In the domain of quantum communi-
cation, qubit teleportation over 1 kilometer was recently
announced [7]. Decoherence of qubits is one of the main
problems in the domain of quantum technology. As for
classical telecommunications, quantum error correcting
codes have been proposed to combat this phenomenon [8].
This work has led to numerous constructions of codes.
Large codes with sparse parity check matrices, known as
quantum LDPC, can be decoded by the quantum belief
propagation [9]. However, it is known that belief prop-
agation algorithms have poor behavior with short codes
and codes with dense parity check matrices. The most
common alternative is syndrome decoding [10, §10.5.8].
The complexity of this technique grows exponentially
with the correction power of the code. Recently, two
other techniques have been proposed for the decoding
of arbitrary quantum codes. In [11], [12], linear pro-
gramming techniques are used. The decoding problem
is then encoded as a {0, 1} integer linear programming
optimization system. This system is then relaxed to a
rational linear programming optimization instance, which
can be solved by the simplex algorithm or in polyno-
mial time by the Karmarkar algorithm. However, with
the rational relaxation, the equivalence with the initial
problem is lost. Therefore, there is no guarantee that

the global procedure is able to correct any error pattern
up to half the minimum distance. This problem can be
solved by using branch and bound techniques or by the
addition of cutting planes. The resolution of the opti-
mization problem is then iterative and is able to correct
any error configuration up to half the minimum distance.
The drawback is that {0, 1} integer linear programming
optimization is known to be a NP-complete problem.
Therefore, the number of iterations required for success
has an exponential upper bound in worst cases. In [13],
decoding is performed by adapting the guessing random
additive noise decoding (GRAND) procedure [14] to
the context of quantum codes. The decoder hardware
complexity is proven to be low and there is an exponential
gain of time complexity for the Pauli depolarization
channel with respect to the maximum likelihood decoder.
However, the expected time for success remains still
exponential with the length of the quantum error code.
In this article, we propose a new alternative applicable
for quantum CSS codes [15] built with classical codes
having algebraic decoding procedures. This procedure
is then compared with syndrome decoding for quantum
Reed-Muller codes and quantum BCH codes. The paper
is organized as follows. In section II, we summarize
the theory of quantum coding. Then in section III, we
focus on two fundamental families of quantum codes:
stabilizer codes and CSS codes. Section IV presents the
classical Reed-Muller and BCH codes. Our approach for
algebraic decoding of quantum codes is developed in
section V. Finally, in section VI, examples are provided
and discussed.

II. QUANTUM TRANSMISSION CHANNEL

We first introduce the basic notions and properties of
quantum objects.

Definition 1 (Qubit). A qubit is a vector (α, β) ∈ C2

such that |α|2 + |β|2 = 1.



Definition 2 (Quantum state). A quantum state of
length n is a vector (α1, α2, ..., α2n) ∈ C2n such that∑2n

i=1 |αi|2 = 1.

Therefore a qubit is a quantum state of length 1.
Some particular quantum states need to be introduced.
We will use the notations |0⟩ = (1, 0) and |1⟩ = (0, 1).
Therefore we have (α, β) = α |0⟩+β |1⟩ and an arbitrary
qubit is a weighted sum of |0⟩ and |1⟩ with norm equal
to 1. Moreover, the quantum state of length n denoted
|a1a2...an⟩ with ai ∈ {0, 1} will be the tensor product
|a1⟩ ⊗ |a2⟩ ⊗ ...⊗ |an⟩. Thus, an arbitrary quantum state
of length n is also a weighted sum of the 2n preceding
quantum states and with a norm equal to 1.

Definition 3 (Pauli group). The following four matrices
of C2×2 are called Pauli matrices:

I =

(
1 0
0 1

)
, X =

(
0 1
1 0

)
,

Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
.

The Pauli group of size n is then defined as:

En = {1,−1, i,−i} × {I,X, Y, Z}⊗n.

Therefore, for E ∈ En, we may write:

E = λ

n⊗
i=1

E(i)

with λ ∈ {1,−1, i,−i} and E(i) ∈ {I,X, Y, Z}. We will
also write E = λ[E(1)E(2)...E(n)].

It can be checked that XZ = −ZX = −iY , XY =
−Y X = iZ, Y Z = −ZY = iX and X2 = Y 2 =
Z2 = I . Therefore, two Pauli matrices E1 and E2 either
commute if E1E2 = E2E1 or anticommute if E1E2 =
−E2E1. More precisely, a Pauli matrix commutes with
itself and matrix I and anticommutes with the two other
Pauli matrices. Therefore similarly two elements of the
Pauli group of size n either commute or anticommute.

Definition 4. Let E = [E(1)E(2)...E(n)] and F =
[F (1)F (2)...F (n)], we will note E⋆F = 0 (resp. 1)
if EF = FE (resp. EF = −FE) and we have
E⋆F =

∑n
i=1 E(i)⋆F (i) (mod 2).

Quantum communication channels may affect transmit-
ted quantum states in various ways. In order to evaluate
quantum error correcting codes two basic channels are
defined.

Definition 5 (Pauli communication channel). Let |ϕ⟩ be a
quantum state of size n. A Pauli communication channel,
defined by four positive parameters pI , pX , pY and pZ
such that pI + pX + pY + pZ = 1, outputs the quantum
state E |ϕ⟩ with E = [E(1)E(2)...E(n)] where for all

1 ≤ i ≤ n, E(i) = I (resp, X , Y , Z) with probability pI
(resp. pX , pY , pZ).

Definition 6 (Depolarizing channel). A depolarizing
channel, defined by a parameter p with 0 ≤ p ≤ 1, is
a Pauli communication channel with pI = 1 − p and
pX = pY = pZ = p/3.

III. STABILIZER AND CSS CODES

In classical communications, error correcting codes are
used to combat transmission errors due to the communi-
cation channel. In the framework of quantum communi-
cations, quantum error correcting codes are also used to
deal with the effects of quantum channels. An important
family of quantum error correcting codes is the class of
stabilizer codes [8].

Definition 7 (Stabilizer code). Let S be a commutative
subgroup of En not containing −I⊗n, then the quantum
error correcting code C stabilized by S is defined as:

C = {|ϕ⟩ ∈ C2nsuch that S |ϕ⟩ = |ϕ⟩ for all S ∈ S}.

Classical notions for error correcting codes can then be
defined in the quantum communication framework.

Definition 8 (Dimension of a stabilizer code). Let C be a
stabilizer code of n qubits. The dimension of C, denoted
dim(C) is the integer value k such that C is a subspace
of dimension 2k in C2n .

It can then be proven that:

Theorem III.1. Let C be a stabilizer code of n qubits
stabilized by S. Let r be the number of independent
generators of S. We have then:

dim(C) = n− r.

Definition 9 (Centralizer). Let S be the stabilizer of a
quantum code C of length n. The centralizer of S, denoted
C(S) is the subgroup generated by all the elements of En
commuting with all the elements of S:

C(S) = {E ∈ En such that E⋆S = 0 for all S ∈ S}.

Definition 10 (Syndrome). Let S = {S1, S2, ..., Sr} be
the stabilizer of a quantum code C. Let E be a Pauli
error. The syndrome of E is then the vector s(E) =
(E⋆S1, E⋆S2, ..., E⋆Sr).

As in the classical case, syndrome values are used to
detect and eventually correct transmission errors. Suppose
that E⋆Si = 1 for some 1 ≤ i ≤ r. We have then, for
any |ϕ⟩ ∈ C, E(|ϕ⟩) = ESi(|ϕ⟩) = −SiE(|ϕ⟩), therefore
E(|ϕ⟩) is not stabilized by Si and thus is not a codeword
of C. Therefore an error is detected. Suppose now that
E ∈ S. Then by definition, E(|ϕ⟩) = |ϕ⟩ for all |ϕ⟩ ∈ C.
We have then a benign error since it does not affect the



codewords of C. In this case, we have also s(E) = 0
and, in fact, this error is not detected. In the third case,
we have E ∈ C(S) \ S. We have then s(E) = 0 and
this error is not detected. However, by definition of C
and since E ̸∈ S , there is a codeword |ϕ⟩ ∈ C such
that E(|ϕ⟩) ̸= |ϕ⟩. The code C is then not invariant on
the action of E. As a consequence, the received quantum
state E(|ϕ)⟩ is potentially erroneous and undetected. It is
said that a serious error has occurred. A consequence of
this particularity is that for a quantum code C, two kinds
of minimum distance are defined.

Definition 11 (Minimum distance). Let C be a quantum
code stabilized by S. The minimum distance of C is then
defined by:

dmin(C) = min{w(E) such that E ∈ C(S) \ S}

where w(E) =
∑n

i=1 1(E(i) ̸= I).

Definition 12 (Non degenerate minimum distance). Let C
be a quantum code stabilized by S. The non-degenerate
minimum distance of C is then defined by:

d′min(C) = min{w(E) such that E ∈ C(S)

and E ̸= I⊗n}.
We are now in position to introduce the Calderbank-

Shor-Steane construction of quantum error correcting
codes [15], [16].

Definition 13 (CSS quantum code). Let C be a classical
binary linear code of length n and dimension k such that
C ⊂ C⊥ and dmin(C

⊥) = d. Let G be a k×n generating
matrix of C. Let SX = {SX,1, SX,2, ..., SX,k} (resp. SZ)
such that SX,i =

⊗n
j=1 X

Gij (resp. SZ,i =
⊗n

j=1 Z
Gij ).

Then the code C stabilized by S = SX ∪SZ is a [[n, n−
2k, d]] quantum code i.e. of length n, dimension n − 2k
and minimum distance d.

A classical code C such that C ⊂ C⊥ is said to be
self-orthogonal or weakly self-dual. For instance, if C is
a subcode of a self-dual code, then it is a self-orthogonal
code. For example, the 7-qubit Steane code can be defined
in the stabilizer formalism as the CSS quantum code
defined from the self-orthogonal [7, 3, 4] code whose dual
is the Hamming [7, 4, 3] code.

IV. SELF-ORTHOGONAL CLASSICAL CODES

In this section, we recall the definitions of two classical
families of error correcting codes and discuss of self-
orthogonality.

A. Reed-Muller codes

Reed-Muller codes were invented by I.S. Reed in
1953 [17] [18, ch. 13, §3]. They were used, for instance
by the space probe Mariner 9, launched in 1971, during
its trip to Mars.

Definition 14 (Reed-Muller code). Let r and m integers
such that 0 ≤ r < m and m ≥ 2. Then the Reed-
Muller code of order r in m, denoted RM(r,m) is a
binary error-correcting code of length n = 2m, dimension∑r

i=0

(
m
i

)
and minimum distance 2m−r. If r = 0, it is

the repetition code of length n. If r = m − 1, it is the
parity code of length n. If 1 ≤ r < m− 1, we have:

RM(r,m) = {(u, u+ v) such that u ∈ RM(r,m− 1)

and v ∈ RM(r − 1,m− 1)}.
This family of codes has two important properties

gathered in the next theorem.

Theorem IV.1. If 0 ≤ r < m, we have RM(r,m)⊥ =
RM(m − r − 1,m). Moreover, if 0 ≤ r1 < r2 < m, we
have RM(r1,m) ⊂ RM(r2,m).

As a consequence, we have:

Theorem IV.2. If r ≤ m−1
2 , the code RM(r,m) is self

-orthogonal. Moreover, if m is odd and r = m−1
2 , it is

self-dual.

These codes can then be used in the CSS construction
to obtain quantum codes. Moreover this family pos-
sesses an algebraic decoding procedure based on majority
votes [17] [18, p. 385] which enables the decoding of
these codes up to half the minimum distance. The time
complexity of this procedure is O(n logr n) for the code
RM(r,m) [19].

B. BCH codes

Another classical family of codes is the class of BCH
codes [18, ch. 9]. They were invented in 1960 by R.C.
Bose and D.K. Ray-Chaudury, and also independently by
A. Hocquenghem. They have numerous applications in
past and recent telecommunications standards.

Definition 15 (BCH codes). Let n be an odd integer and
α be a primitive n-th root of the unity. Let b and δ be
integers such that b ≥ 0 and δ ≥ 2 and let g be the binary
polynomial of least degree such that:

g(αb) = g(αb+1) = ... = g(αb+δ−2) = 0.

Then if deg(g) < n, the cyclic code of length n generated
by g is as binary BCH code of dimension n−deg(g) and
its minimum distance is larger than δ.

These codes can be decoded by the Peterson-
Gorenstein-Zierler procedure. For large values of δ, the
Berlekamp-Massey procedure [20] or the Euclidean re-
mainder procedures [21] are, however, more practical [18,
ch. 9, §6]. The time complexity of these two latter
algorithms is comparable and quadratic with the minimum
distance. However, the computation of syndromes and the
Chien search increase the global cost by O(nδ). In [22],
the following result is proved.



Theorem IV.3. Let C be a cyclic code of length n whose
generating polynomial is g. Let IC = {i such that 0 ≤
i ≤ n − 1 and g(αi) = 0}. Then we have IC⊥ =
{i such that n− i ̸∈ IC}.

Therefore we have:

Theorem IV.4. Let C be a cyclic code of length n with
generating polynomial g. Then C is self-orthogonal if and
only if the property:

g(αn−i) ̸= 0 ⇒ g(αi) = 0

holds for all 0 ≤ i ≤ n− 1.

The search of convenient codes can then be made using
the two latter theorems. However, as we will see in the
next section, in our procedure an algebraic decoder will
be required for C⊥. Therefore C⊥ is chosen to be a BCH
code, and thus C is generally not a BCH code. For a
given length n, we select all possible values for b and
δ and IC⊥ is defined by the union of all cyclotomic
classes containing αb, ..., αb+δ−2. Using theorem IV.3, we
have then IC = {i such that n − i ̸∈ IC⊥}. Finally, if
the criterion of theorem IV.4, is verified for the code C,
our decoding procedure can be applied to the CSS code
obtained from C.

V. DECODING OF CSS CODES

The purpose of this section is to describe our decoding
procedure. Let then C be a quantum error correcting de-
fined accordingly to definition (13). Let then c be a quan-
tum codeword of C. We have c =

⊗n
i=1 ci. Let cZ be the

length n binary word such that cZ = (cZ,1, cZ,2, ..., cZ,n)
and cZ,i = 0 if ci = I or Z and cZ,i = 1 otherwise. Since
c ∈ C, we have c⋆SZj = 0, for all 1 ≤ j ≤ k. However,
c⋆SZj =

∑n
i=1 ci⋆SZj ,i. Moreover SZj ,i = Z if

Gji = 1 and SZj ,i = I if Gji = 0. Therefore we have
ci⋆SZj ,i = cZ,iGji, so that c⋆SZj

= (cZ , Gj). Thus we
have (cZ , Gj) = 0 for 1 ≤ j ≤ k and cZ is a codeword of
C⊥. Similarly, we define the length n binary word cX for
the Pauli operator X and considering the commutation
of c with the stabilizer subset SX , we also obtain that
cX ∈ C⊥. Reciprocally, if cZ ∈ C⊥ and cX ∈ C⊥ there a
is unique corresponding Pauli operator c which is defined
as c =

⊗n
i=1 ci with:

ci =


I if cX,i = 0 and cZ,i = 0,

X if cX,i = 0 and cZ,i = 1,

Y if cX,i = 1 and cZ,i = 1,

Z if cX,i = 1 and cZ,i = 0.

As previously, we have c⋆SX,j = (cX , Gj) = 0 and
c⋆SZ,j = (cZ , Gj) = 0 for all j and c is a codeword of
C.

This codeword is emitted through a quantum commu-
nication channel and the quantum state r is received as

output. We will suppose that r is a corrupted version of
c with at most t = ⌊d−1

2 ⌋ errors. We have r =
⊗n

i=1 ri.
We define rX and rZ the length n binary words from r
in the same way that cX and cZ were defined from c.
Thus rX (resp. rZ) is a corrupted version of cX (resp.
cZ) with at most t errors. Then from rX and rZ , we can
recover cX and cZ by any decoding procedure of C⊥ able
to correct at most t errors. Then we can recover c and our
decoding procedure is correct. The figure 1 summarizes
our decoding technique.

Input: r = (r1, r2, ..., rn) noisy quantum codeword
of C with at most t errors.

• Set rX = (rX,1, rX,2, ..., rXn
) such that:

rX,i =

{
0 if ri = I or X,

1 if ri = Y or Z.

• Set rZ = (rZ,1, rZ,2, ..., rZn
) such that:

rZ,i =

{
0 if ri = I or Z,
1 if ri = X or Y.

• Decode rX , output cX .
• Decode rZ , output cZ .
• Set c = (c1, c2, ..., cn) such that:

ci =


I if cX,i = 0 and cZ,i = 0,

X if cX,i = 0 and cZ,i = 1,

Y if cX,i = 1 and cZ,i = 1,

Z if cX,i = 1 and cZ,i = 0.

Output: c, decoded codeword of C

Fig. 1. Decoding procedure for CSS quantum codes

VI. EXAMPLES AND DISCUSSION

As seen previously Reed-Muller codes RM(r,m) are
self-orthogonal if r ≤ m−1

2 . The minimum distance of
the associated quantum CSS code is then 2r+1 and its
dimension is equal to

∑m−r
i=r

(
m
i

)
. The quantum codes

obtained up to length 128 are the following: [[16, 6, 4]],
[[32, 20, 4]], [[64, 50, 4]], [[64, 20, 8]], [[128, 112, 4]] and
[[128, 70, 8]]. The lengths of these codes are restricted to
perfect powers of 2. On the contrary, BCH codes exist for
various lengths and are easy to construct. A systematic
search for convenient BCH codes has been done up to
length 127. It was performed by implementing the search
procedure detailed in paragraph IV-B with the Maple
symbolic software. The table I gives the best quantum
codes that were obtained this way. It can be noted
that BCH codes are more numerous than Reed-Muller
codes. Moreover if we compare Reed-Muller codes to



Code Generator polynomial generator of BCH code
parameters (hexadecimal value for integer argument 2)
[[15, 7, 3]] 0x9AF
[[21, 9, 3]] 0xA4CB
[[21, 3, 5]] 0x1A8F
[[31, 1, 7]] 0x147BF
[[31, 11, 5]] 0x32E8AB
[[31, 21, 3]] 0x6A45F67
[[45, 13, 5]] 0x3A23AD59
[[51, 35, 3]] 0xE326E7B34B1
[[55, 15, 4]] 0xDDD946DFD
[[63, 51, 3]] 0x3F566ED27179461
[[63, 39, 5]] 0xA35C93F631679
[[63, 27, 7]] 0x3320C9F34AF3
[[85, 69, 3]] 0x35ABEA2C24A198F4BB4D
[[85, 53, 5]] 0x3FECD96C8FA9F07243
[[89, 23, 9]] 0x1764DDCBD3B8989
[[93, 73, 3]] 0xEC77E31E49181E3F23EFB
[[93, 63, 5]] 0x703365A734791C2C4EAF
[[93, 43, 7]] 0x1A97E0808F8470F23D
[[93, 13, 11]] 0x3E3E4297282E6B
[[127, 113, 3] 0x1BE0B087462729A5EBB8F32455B3FB5
[[127, 99, 5] 0x3190488E5B884A8F2CBF766953B65
[[127, 85, 7] 0x7B58F033D746D85D06A9F911B4B
[[127, 71, 9] 0xE2053619F3BBDFFAD8BB92E3F
[[127, 57, 11] 0x1363666EFD9347B31283796F
[[127, 43, 13] 0x2612A3178A1AD1832FE6A5
[[127, 29, 15]] 0x73DFA983C0D3A089566B

TABLE I
CSS QUANTUM ERROR CORRECTING OBTAINED FROM BCH CODES.

equivalent BCH codes in terms of length and dimension,
BCH codes are generally slightly better. For instance,
for a given depolarization rate, the Reed-Muller code
[[64, 20, 8]] and the BCH code [[63, 27, 7]] will have the
same decoding performance since their error correction
threshold are identical. However, the dimension parameter
of the BCH code is larger than that of the Reed-Muller
code. Syndrome decoding for a [[N,K,D]] quantum code
requires the storage of

∑t
i=0 3

i
(
N
i

)
correction patterns

with t = ⌊D−1
2 ⌋. Therefore, for instance for the Reed-

Muller code [[64, 20, 8]], 1143265 correction patterns
have to be stored. The requirement is quite limited.
However, the syndrome is 44 qubits wide and then a
direct access to the storage would require a huge memory
of 244 entries. The most common solution is to sort
the syndrome values in increasing or decreasing order
and then to access the correction table by dichotomic
search. In this example, a maximum of 21 accesses are
required. This technique can be improved by the use
of hash tables but at the cost of increasing memory
area. With our method, once the syndrome has been
computed, only two decoding of the binary [64, 42, 8]
Reed-Muller code are needed. These decodings can be
made by the Reed procedure. Alternatively, we can also
resort to the syndrome decoding on binary codes. In
this case, the table will contain 43745 decoding pattern
and the syndrome are then 22 bits wide. However, two

decodings are required, each of them needing at most
16 memory access. Thus, a maximum of 32 accesses
are required. In this situation, our procedure is less
efficient in terms of memory accesses, but it has a smaller
memory requirement. However, it is well known that the
complexity of syndrome decoding grows exponentially
with the minimum distance of the code. In the case of the
[[127, 29, 15]] quantum BCH code more than 1.9 × 1014

correction patterns need to be stored, representing more
than 1500 terabytes. On the other hand, with our decoding
procedure, two decodings of the binary [127, 78, 15] BCH
code are required. BCH codes with even larger lengths
and minimum distances are widespreadly used in current
telecommunication systems. In the general case, if we use
a classical self-orthogonal Reed-Muller code RM(r,m)
with r ≤ m−1

2 in the CSS construction framework, we
obtain a quantum code, whose length, dimension and min-
imum distance are respectively n = 2m, n− 2

∑r
i=0

(
m
i

)
and 2r+1. Therefore, if we use the Reed majority vote
decoding procedure, the time complexity of our decod-
ing method is then O(n logm−r−1 n) with a very low
memory complexity. For the same code, the syndrome
method requires the storage of

(
n
2r

)
syndromes of size

2
∑r

i=0

(
m
i

)
in qubits. For a classical BCH code of length

n and designed distance δ, the encoding rate depends
on the size of the cyclotomic classes of the powers of
the primitive n-th root α. In the case of a primitive
BCH code, we have n = 2m − 1 for some integer m
and each cyclotomic class is of length m. In the worst
case where successive powers of α belong to different
cyclotomic classes, the dimension of the code is n−mδ.
The quantum code obtained by CSS construction has then
n for length, n− 2mδ for dimension and δ for designed
distance. The total time decoding cost by Berlekamp
algorithm or Euclidean algorithm is then O(nδ + δ2)
and the space complexity is very low. With the syndrome
decoding

(
n

⌊ d−1
2 ⌋

)
syndromes of size 2mδ in qubits have

to be stored. In the case of an unprimitive BCH code,
again

(
n

⌊ d−1
2 ⌋

)
syndromes have to be stored. The singleton

bound implies that syndromes are at least δ − 1 qubits
long. The asymptotic cost of Berlekamp and Euclidean
algorithm is unchanged. In conclusion, for quantum Reed-
Muller and BCH codes, the complexity of the decoding
method described in this article grows polynomially with
the length and minimum distance of the codes. For these
codes the space complexity of the syndrome decoding
grows exponentially. If linear programming techniques or
GRAND algorithms are used, the decoding process is then
either suboptimal or has an exponential time complexity.
Therefore, the described method gives a viable alternative
for the decoding of these quantum codes.



VII. CONCLUSION

In this article, we have proposed a new decoding
technique for CSS quantum codes built over binary codes
having algebraic decoding procedures. Examples with
Reed-Muller and BCH codes have been presented and our
decoding procedure has been compared to the classical
syndrome decoding procedure. It was shown that for
CSS quantum codes with large minimum distance, the
proposed procedure is much more efficient and gives a
realistic alternative to syndrome decoding.
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