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The local limit theorem for complex valued sequences:

the parabolic case

Jean-François Coulombel & Grégory Faye∗

August 22, 2024

Abstract

We give a complete expansion, at any accuracy order, for the iterated convolution of a complex
valued integrable sequence in one space dimension. The remainders are estimated sharply with gen-
eralized Gaussian bounds. The result applies in probability theory for random walks as well as in
numerical analysis for studying the large time behavior of numerical schemes.

1 Introduction

The local limit theorem in probability theory [Pet75, Chapter VII] gives an asymptotic expansion of the
probability:

P(X1 + · · ·+Xn = j)

where X1, ..., Xn, ... are independent, identically distributed, random variables with values in Z. Some
versions of the local limit theorem even consider non identically distributed random variables. Usually,
the expansion is understood in the sense that the discrete time n becomes large, and one wishes to obtain
remainders that are, at least, uniform with respect to the position j ∈ Z. The terms in the expansion
correspond to increasing powers of n−1/2, and the leading term in the expansion is a suitably scaled
Gaussian function, as can be expected from the central limit theorem. As a matter of fact, summing with
respect to j the leading term in the expansion, we expect to recover in the expression:

P(X1 + · · ·+Xn ≤ J) =
J∑

j=−∞
P(X1 + · · ·+Xn = j)

an approximation by some kind of Riemann sum of the cumulative distribution function of a normal
distribution (evaluated at some well-chosen point).

When all random variables are assumed to be independent and identically distributed, the probability
P(X1+· · ·+Xn = j) corresponds to the value at the index j of the iterated convolution (n−1)-times of the
sequence (P(X1 = ℓ))ℓ∈Z with itself. Following, among others, the series of works [Tho65, Hed66, Des08,
DSC14, RSC15, RSC17, CF22, Cœu22, Ran23], we aim here at giving a complete asymptotic expansion
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of such iterated convolutions without making any positivity assumption, that is by going beyond the
probabilistic framework. The article [DSC14] gives a large overview of examples where this issue is
meaningful. As explained and evidenced in [RSC15], dropping the positivity assumption yields a much
larger variety of possible behaviors that correspond, in the language of partial differential equations, either
to parabolic or dispersive behaviors. The present work focuses on the parabolic case, which is the stable
case in [Tho65] (the case in which the iterated convolutions will be bounded in the ℓ1 norm). The general
dispersive case will be dealt with in a subsequent work.

The results in the above mentioned references contained either technical restrictions on the Fourier
transform1 of the considered sequence or did not provide sharp enough estimates for the remainders so
that they could be used, e.g., to give error estimates for numerical analysis purposes (see for instance
Corollary 1 below). In this article, we drop all previous technical restrictions and give an asymptotic
expansion up to any order with a sharp, generalized Gaussian estimate for the remainders. The latter
estimates yield optimal large time decay estimates for numerical schemes. An example of a third order
finite difference approximation of the transport equation is detailed in order to illustrate our main result.

Notation. In all this article, we let B(z, δ) denote the open disk in the complex plane {w ∈ C | |z −
w| < δ} that is centered at z and has radius δ > 0. We also let C(z, δ) denote the open square {w ∈
C | max (|Re (z − w)|, |Im (z − w)| < δ} in the complex plane that is centered at z and whose side length
equals 2 δ. Eventually we let S1 denote the unit circle in C. Any other notation is meant to be self-
explanatory or is introduced in the core of the article.

2 Assumptions and main result

For any two complex valued sequences a = (aℓ)ℓ∈Z and b = (bℓ)ℓ∈Z such that the quantity below makes
sense, the convolution a ⋆ b of a and b is defined as:

a ⋆ b :=

(∑
ℓ′∈Z

aℓ−ℓ′ bℓ′

)
ℓ∈Z

.

For instance, the celebrated Young’s inequality shows that, for a and b in ℓ1(Z;C), the convolution a⋆b is
well defined and also belongs to ℓ1(Z;C), which endows this space with a Banach algebra structure. The
goal of this article is to study the geometric sequences (at least, some of them) in this algebra. In all this
article, we consider a fixed complex valued sequence a = (aℓ)ℓ∈Z and we make the following assumption.

Assumption 1. The sequence a = (aℓ)ℓ∈Z belongs to ℓ1(Z;C) and its associated Fourier series:

Fa : κ ∈ C 7−→
∑
ℓ∈Z

aℓ κ
ℓ ,

defines a holomorphic function on an annulus {ζ ∈ C | 1− ε < |ζ| < 1 + ε} for some ε > 0. Furthermore,
there holds:

sup
κ∈S1

|Fa(κ)| = 1 .

The latter normalization for the maximum of |Fa| on the unit circle is made in order to avoid intro-
ducing additional terms in the main result below. In numerical analysis, this normalization corresponds

1This function is referred to as the characteristic function in probability theory, see [Pet75].

2



to the von Neumann stability condition [LR56]. Fixing the maximum to 1 can always be achieved up to
multiplying the considered sequence a by some positive number. Thanks to Cauchy’s formula [Rud87],
the holomorphy of Fa on an annulus that contains the unit circle S1 is equivalent to the existence of a
positive constant c such that:

sup
ℓ∈Z

ec |ℓ| |aℓ| < +∞ . (1)

We now recall the following alternative that has already been proved in our former work [CF22]:

Lemma 1 (Lemma A.1 in [CF22]). Let the sequence a satisfy Assumption 1. Then one of the following
is satisfied:

• Fa(κ) has modulus 1 for any κ ∈ S1 (e.g., Fa is a Blaschke product [Rud87]),

• there exists a finite set of pairwise distinct points {κ1, . . . , κK}, K ≥ 1, in S1 such that Fa(κk) has
modulus 1 for any k ∈ {1, . . . ,K} and:

∀κ ∈ S1 \
{
κ1, . . . , κK

}
,
∣∣Fa(κ)

∣∣ < 1 .

We explore in this article the behavior of the iterated convolutions a⋆· · ·⋆a when a satisfies Assumption
1 and also satisfies the second possibility in Lemma 1. We refer below to the Fa(κk)’s as to tangency
points since these are the points where the curve2 {Fa(κ) |κ ∈ S1} meets the unit circle S1. The reader
interested in the first case of Lemma 1 may consult [Hed66] and references therein. We shall make the
following crucial assumption in what follows.

Assumption 2. The sequence a satisfies Assumption 1 and its Fourier series Fa satisfies the second
possibility in Lemma 1. Moreover, at any point κk ∈ S1, k ∈ {1, . . . ,K}, where the modulus of Fa attains
the value 1, there exists a real number αk, a complex number βk with positive real part and a nonzero
integer µk ∈ N∗ such that, as the complex number ξ tends to zero, there holds:

Fa

(
κk e

i ξ
)

= Fa(κk) exp
(
iαk ξ − βk ξ

2µk +O(ξ2µk+1)
)
. (2)

Let us fix some more notation. First, the iterated convolution a⋆n is defined by a⋆1 := a and for any
n ∈ N∗, a⋆(n+1) := a⋆n ⋆a, which corresponds to the geometric sequence associated with a in the algebra
ℓ1(Z;C). Then, following [RSC15], for any nonzero integer µ ∈ N∗ and for any complex number β with
positive real part, we introduce the function:

Hβ
2µ : x ∈ R 7−→ 1

2π

∫
R
e−ix θ e−β θ2µ

dθ . (3)

These functions (referred to as attractors in [RSC15]) will play a major role in the asymptotic expansions
of this article. Some of their basic properties are recalled later on. We now try, as much as possible, to
stick to the notation in [Pet75]. Using Assumptions 1 and 2, we consider a point κk ∈ S1 at which Fa has
modulus 1. Up to using the logarithm, for any sufficiently small ξ ∈ C, we can write Fa(κk e

i ξ) as the
convergent power series:

Fa

(
κk e

i ξ
)

= Fa(κk) exp

iαk ξ − βk ξ
2µk +

∑
ν≥2µk+1

γk,ν
ν !

(i ξ)ν

 . (4)

2Because of Assumption 1, this curve is located inside the closed unit disk.
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The coefficients γk,ν play the role of cumulants in probability theory. Starting from the power series
expansion (4), we follow [Pet75] and expand a power series in two variables (Y, Z) as follows:

exp

∑
ν≥1

γk,2µk+ν

(2µk + ν) !
Y 2µk+ν Zν

 = 1 +
∑
m≥1

Pk,m(Y )Zm , (5)

where the Pk,m’s are polynomials with complex coefficients that depend on the cumulants γk,ν (see several
formulas below based on the Faà di Bruno formula [Com74]). With the above notation, our main result
reads as follows.

Theorem 1. Let the sequence a satisfy Assumptions 1 and 2. Then there exist an integer L ∈ N∗ and
some positive constant c0 > 0 such that for any n ∈ N∗ and ℓ ∈ Z with |ℓ| > Ln, there holds:

|a⋆n
ℓ | ≤ exp(−c0 n− c0 |ℓ|) . (6)

Moreover, for any integer M ∈ N, there exist some positive constants CM and cM (that depend on M and
a) such that the following holds: for any n ∈ N∗ and ℓ ∈ Z with |ℓ| ≤ Ln, there holds:∣∣∣∣∣a⋆n

ℓ −
K∑
k=1

κ−ℓ
k Fa(κk)

n

n1/(2µk)
Hβk

2µk

(
ℓ− αkn

n1/(2µk)

)
−

K∑
k=1

M∑
m=1

κ−ℓ
k Fa(κk)

n

n(m+1)/(2µk)

(
Pk,m(−d/dx)Hβk

2µk

)( ℓ− αkn

n1/(2µk)

)∣∣∣∣∣
≤ CM

K∑
k=1

1

n(M+2)/(2µk)
exp

−cM

(
|ℓ− αk n|
n1/(2µk)

) 2µk
2µk−1

 , (7)

where the polynomials Pk,m are defined in (5).

Let us make several comments on Theorem 1. In probability theory, the sequence a is given by
aℓ = P(X1 = ℓ). It contains only non-negative real numbers that sum to 1. Assumption 1 is therefore
satisfied if and only if the aℓ’s satisfy a bound of the form (1) for some constant c > 0. In that case,
the first scenario in Lemma 1 is possible if and only if one single aℓ equals 1 and all other are zero. This
scenario corresponds to a deterministic random walk where, at each time step, one makes a translation
of a fixed number ℓ0 on the grid Z. Let us therefore assume that the sequence a possesses at least two
nonzero elements and that, for simplicity3, Fa has modulus 1 only at κ = 1 for κ ∈ S1. This corresponds
to K = 1 in the notation of Assumption 2, with κ1 = 1 and Fa(κ1) = 1. Moreover, α1 is nothing but
the mean of the random variable X1, µ1 = 1 and 2β1 = σ2

1 > 0 is the variance of X1. We now drop the
subscript 1 for simplicity. From the definition (3), we compute:

∀x ∈ R , Hβ
2 (x) =

1√
4πβ

exp

(
− x2

4β

)
.

The asymptotic expansion provided by Theorem 1 reads:

a⋆n
ℓ ∼ 1√

4πβn
exp

(
−(ℓ− αn)2

4βn

)
+
∑
m≥1

1

n(m+1)/2

(
Pm(−d/dx)Hβ

2

)(ℓ− αn√
n

)
.

3Some rare cases yield K = 2, take for instance a−1 = a1 = 1/2.
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It can be rewritten, as in [Pet75, Chapter VII], in terms of Hermite polynomials by using the properties
of the Gaussian function (the so-called Rodrigues formula for Hermite polynomials, see [Sze75]). For
instance, we shall see below that the polynomial P1 is given by:

P1(X) =
γ3
3 !

X3 ,

which means that the two first terms (M = 1) in the expansion (7) are:

1√
4πβn

exp

(
−(ℓ− αn)2

4βn

)
− γ3

3 !n
(Hβ

2 )
′′′
(
ℓ− αn√

n

)
.

These two first terms can be rewritten as:

1√
2πσ2n

exp

(
−x2

2

)
− γ3

3 !σ4 n
(x3 − x)

1√
2π

exp

(
−x2

2

)
, with x :=

ℓ− αn

σ
√
n

,

which coincides with the expression in [Pet75, Theorem 13, page 205]. If we compare Theorem 1 above
with [Pet75, Chapter VII], the novelty is the (sharp) estimate of the remainder with a Gaussian bound
rather than a uniform bound o(n−(M+1)/2) or O(n−(M+2)/2) which would not allow to obtain error bounds
such as (8) in Corollary 1 below. The price to pay is the holomorphy condition on Fa in Assumption 1.

An immediate corollary of Theorem 1 is the following result which gives an accurate description of the
large time behavior of the iterated convolution a⋆n ⋆u0 for any initial condition u0 ∈ ℓp(Z;C). Corollary
1 yields an explicit expression for the large time asymptotics of a finite difference scheme corresponding
to the convolution with a sequence a that satisfies both Assumptions 1 and 2.

Corollary 1. Let the sequence a satisfy Assumptions 1 and 2. Then for any integer M ∈ N, there exists
a constant CM > 0 such that for any sequence u0 ∈ ℓp(Z;C) with 1 ≤ p ≤ +∞ and for any n ∈ N∗, there
holds:∥∥∥∥∥a⋆n ⋆ u0 −

K∑
k=1

κ−ℓ
k Fa(κk)

n

n1/(2µk)
Hβk

2µk

(
· − αkn

n1/(2µk)

)
⋆ u0

−
M∑

m=1

K∑
k=1

κ−ℓ
k Fa(κk)

n

n(m+1)/(2µk)

(
Pk,m(−d/dx)Hβk

2µk

)( · − αkn

n1/(2µk)

)
⋆ u0

∥∥∥∥∥
ℓp

≤ CM ∥u0∥ℓp
n(M+1)/(2µ)

, (8)

with µ := maxk µk.

Some analogues of Theorem 1 are proved in [RSC15, RSC17, Cœu22, Ran23], sometimes with re-
strictions on K (number of tangency points) and/or on the drifts αk, and/or on M (number of terms
in the asymptotic expansion). As far as we know, our framework seems to be the most general so far.
Our only (crucial !) assumption is the fact that Fa has an expansion of the form (2) at every tangency
point. According to the main result in [Tho65], this corresponds to a stable situation where the geometric
sequence (a⋆n)n∈N∗ is bounded in ℓ1(Z;C). From the point of view of partial differential equations, the
above asymptotic expansion involves the fundamental solution of some parabolic equation. Other forms
for the expansion (2) would lead to dispersive behaviors, a prototype of which is studied in depth in
[Cou22]. In the dispersive case, the geometric sequence (a⋆n)n∈N∗ is no longer bounded in ℓ1(Z;C). We
shall deal with the local limit theorem (up to any order) in the dispersive case in a subsequent work.
Another very interesting perspective would be to derive analogues of Theorem 1 in the multi-dimensional
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setting where now the sequence a is indexed on the d-dimensional lattice Zd, with d ≥ 1. We refer
to [BR22, Ran23, RSC17, RSC23] for recent developments on the subject. Let us emphasize that the
multi-dimensional setting presents a much richer classification of the tangency points compared to the
one-dimensional case which has only two cases4. Borrowing the terminology used in the aforementioned
references, the multi-dimensional analogue of the parabolic case studied here would correspond to the
case where all tangency points of Fa are of positive homogeneous type, see [RSC17, Definition 1.3.].

When the sequence a has finite support, the bound (7) holds true not only in a large sector {|ℓ| ≤ Ln}
but for any ℓ ∈ Z (see [Cœu22]). The statement of Theorem 1 in that case is therefore more simple since
one obtains a global bound for the error between a⋆n

ℓ and its asymptotic expansion. In the general case of
a holomorphic Fa, the decay of a⋆n

ℓ at infinity (for a fixed n) is at best exponential. Several applications
of Theorem 1 are given below in Section 4. We now give the proof of Theorem 1.

3 Proof of Theorem 1

3.1 The far field regime

We first consider the case where the ratio |ℓ|/n is large. We start from the expression:

a⋆n
ℓ =

1

2π

∫ π

−π
e−i ℓ θ Fa(e

i θ)n dθ ,

and use the fact that the function Fa has a holomorphic extension on an annulus around S1. Let us
assume ℓ > 0 and let us change the integration contour by using the Cauchy formula. Choosing for
instance δ := ln(1 + ε/2), with ε > 0 given by Assumption 1, we obtain:

a⋆n
ℓ =

1

2π

∫ π

−π
e−ℓ δe−i ℓ θ Fa(e

i (θ−i δ))n dθ .

Applying the triangle inequality, we thus get the bound:

|a⋆n
ℓ | ≤ e−ℓ δ

(
sup

θ∈[−π,π]
|Fa(e

δ ei θ)|

)n

,

meaning that for some well-chosen constant C♭ > 0 that does not depend on ℓ and n, there holds:

|a⋆n
ℓ | ≤ exp

(
− δ ℓ+ C♭ n

)
,

as long as n ∈ N∗ and ℓ ≥ 0. For ℓ ≥ (2C♭/δ)n, we thus have:

|a⋆n
ℓ | ≤ exp

(
−δ

2
ℓ

)
≤ exp

(
−δ

4
ℓ− C♭

2
n

)
.

We have thus proved the validity of (6) for ℓ ≥ Ln and L > 0 is a well-chosen constant (there is no loss
of generality in assuming that L is an integer up to increasing L). The case ℓ < 0 is entirely similar and
is left to the interested reader.

From now on, the integer L of Theorem 1 is fixed as above, and we shall always assume that ℓ ∈ Z is
restricted to those values for which |ℓ| ≤ Ln, with n ∈ N∗ the discrete time.

4The parabolic case, as studied here, and the dispersive case, as addressed in [Tho65, Cou22, RSC15].
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3.2 The local limit theorem

3.2.1 Fixing the constants

The aim of this paragraph is to fix several constants that will arise in various estimates for proving
Theorem 1. We start with the following simple observation.

Lemma 2. Let β ∈ C have positive real part and let µ ∈ N∗. Then there exists a constant C > 0 such
that for any u ∈ C, there holds:

Re (β u2µ) ≥ Reβ

2
(Reu)2µ − C (Imu)2µ .

Proof. The proof simply consists in expanding:

Re (β u2µ) = (Reβ) (Reu2µ)− (Imβ) (Imu2µ) ,

and then in expanding both the real and imaginary parts of u2µ. Writing u = x+ i y, we obtain:

Re (β u2µ) = (Reβ)x2µ + (Reβ)

µ∑
m=1

(
2µ

2m

)
(−1)m x2(µ−m) y2m

− (Imβ)

µ−1∑
m=0

(
2µ

2m+ 1

)
(−1)m x2(µ−m)−1 y2m+1 .

By repeatedly using Holder’s and Young’s inequalities, we can obtain the estimate:∣∣∣∣∣(Reβ)
µ∑

m=1

(
2µ

2m

)
(−1)m x2(µ−m) y2m − (Imβ)

µ−1∑
m=0

(
2µ

2m+ 1

)
(−1)m x2(µ−m)−1 y2m+1

∣∣∣∣∣
≤ Reβ

2
x2µ + C y2µ ,

with a large enough constant C (that does not depend on x and y). This gives the result of Lemma 2.

Using Assumption 2 and Lemma 2, we can fix once and for all two constants β∗ > 0 and β∗ ≥ β∗ such
that the following inequalities hold true:

∀ k = 1, . . . ,K , ∀u ∈ C , Re (βk u
2µk) ≥ β∗ (Reu)

2µk − β∗ (Imu)2µk . (9)

These inequalities will be helpful later on. We now prove another useful preliminary result.

Lemma 3. Let k ∈ {1, . . . ,K}, and let the coefficients γk,ν be defined in (4) for ν ≥ 2µk +1. Then there
exists δ0 > 0 such that the function:

gk : (w, z) ∈ C×B(0, δ0) 7−→ exp

w2µk
∑
ν≥1

γk,2µk+ν

(2µk + ν) !
zν

 , (10)

is holomorphic on C × B(0, δ0). Furthermore, for any M ∈ N, there exists a constant C = C(k,M) > 0
and some δ ∈ (0, δ0) such that there holds:

∀ (w, z) ∈ C× C(0, δ) ,

∣∣∣∣∣gk(w, z)−
M∑

m=0

∂mgk
∂zm

(w, 0)
zm

m !

∣∣∣∣∣ ≤ C |z|M+1 exp

(
β∗
2

(Rew)2µk + β∗ (Imw)2µk

)
,

where β∗ and β∗ are the constants in (9).
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Proof. Since Fa is holomorphic on an annulus {ζ ∈ C | 1 − ε < |ζ| < 1 + ε}, for some ε > 0, the power
series (in Z): ∑

ν≥2µk+1

γk,ν
ν !

Zν ,

has a positive convergence radius. This implies that for some δ0 > 0, the function gk defined in (10) is
holomorphic on C × B(0, δ0). From now on, the parameter δ0 is fixed and we consider δ ∈ (0, δ0/2) in
such a way that the closed square C(0, δ) is included in the open ball B(0, δ0). This will allow us to obtain
some uniform bounds with respect to the radius δ.

Applying the Taylor formula, we get:

gk(w, z)−
M∑

m=0

∂mgk
∂zm

(w, 0)
zm

m !
=

zM+1

M !

∫ 1

0
(1− t)M

∂M+1gk
∂zM+1

(w, t z) dt . (11)

The (M + 1)-th partial derivative of gk with respect to z is computed by using the Faà di Bruno formula
[Com74]. We introduce the notation:

rk(z) :=
∑
ν≥1

γk,2µk+ν

(2µk + ν) !
zν ,

so that the function gk reads:

∀ (w, z) ∈ C×B(0, δ0) , gk(w, z) = exp
(
w2µk rk(z)

)
.

We now consider (w, z) ∈ C× C(0, δ) and compute:

1

(M + 1) !

∂M+1gk
∂zM+1

(w, z) = exp
(
w2µk rk(z)

) ∑
⟨ν⟩=M+1

w2µk |ν|

ν !

∏
ℓ≥1

(
r
(ℓ)
k (z)

ℓ !

)νℓ

,

where the notation ν refers to a finitely supported integer valued sequence (ν1, ν2, . . . ), and we use the
notation5:

⟨ν⟩ :=
∑
ℓ≥1

ℓ νℓ , |ν| :=
∑
ℓ≥1

νℓ , ν ! :=
∏
ℓ≥1

νℓ ! .

We now use uniform bounds for the derivatives r
(ℓ)
k on the closed square C(0, δ0/2), and we use the bound:

sup
z∈C(0,δ)

|rk(z)| ≤ C♯ δ ,

where the constant C♯ is independent of δ ∈ (0, δ0/2). The crucial fact here is that rk vanishes at 0 so
the uniform bound for rk is at least linear with respect to δ. We end up with:

∀ (w, z) ∈ C× C(0, δ) ,
∣∣∣∣ ∂M+1gk
∂zM+1

(w, z)

∣∣∣∣ ≤ Q(|w|) exp
(
C♯ δ |w|2µk

)
,

where Q is some real polynomial with nonnegative coefficients (that depend on M). Up to choosing δ
small enough, we thus get the bound:

∀ (w, z) ∈ C× C(0, δ) ,
∣∣∣∣ ∂M+1gk
∂zM+1

(w, z)

∣∣∣∣ ≤ CM exp

(
β∗
2

(Rew)2µk + β∗ (Imw)2µk

)
,

for some suitable constant CM > 0. Using this bound in the Taylor formula (11) for gk, we eventually get
the result of Lemma 3.

5All these quantities make sense for finitely supported sequences as we consider here.
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From now on, we consider a given integer M ∈ N. With the help of Lemma 3, we fix once and for
all a radius δ > 0 and a constant C > 0 such that, for any k ∈ {1, . . . ,K}, the function gk in (10) is
holomorphic on C×B(0, 2 δ) and satisfies the following bound:

∀ (w, z) ∈ C×C(0, δ) ,

∣∣∣∣∣gk(w, z)−
M∑

m=0

∂mgk
∂zm

(w, 0)
zm

m !

∣∣∣∣∣ ≤ C |z|M+1 exp

(
β∗
2

(Rew)2µk + β∗ (Imw)2µk

)
,

(12)
where β∗ and β∗ are the same constants as in (9). There is no loss of generality in assuming that the K
subsets {κk ez | z ∈ C(0, δ)} do not intersect one another (this amounts to choosing δ small enough since
the points κk are pairwise distinct).

The final ingredient for proving Theorem 1 is the following observation.

Lemma 4. Let k ∈ {1, . . . ,K}, and let the polynomial Pk,m be defined by the asymptotic expansion (5)
for any m ≥ 1. Let also the function gk be defined by (10). Then there holds:

∀m ≥ 1 , ∀w ∈ C , Pk,m(w) =
wm

m !

∂mgk
∂zm

(w, 0) .

Proof. The proof is rather straightforward since, by the definition (5), we have6:

Pk,m(w) =
1

m !

∂m

∂Zm

exp

∑
ν≥1

γk,2µk+ν

(2µk + ν) !
w2µk+ν Zν

∣∣∣
Z=0

=
1

m !

∂m

∂Zm

(
gk(w,wZ)

)∣∣∣
Z=0

=
wm

m !

∂mgk
∂zm

(w, 0) .

Combining Lemma 4 and the Faà di Bruno formula, we obtain the same expression as in [Pet75,
Chapter VII], that is:

Pk,m(X) = Xm
∑

⟨ν⟩=m

X2µk |ν|

ν !

∏
ℓ≥1

(
γk,2µk+ℓ

(2µk + ℓ) !

)νℓ

. (13)

For instance, we have for any k ∈ {1, . . . ,K}:

Pk,1(X) =
γk,2µk+1

(2µk + 1) !
X2µk+1 ,

and in the case γk,2µk+1 = 0, we have furthermore (see Section 4 for an example):

Pk,2(X) =
γk,2µk+2

(2µk + 2) !
X2µk+2 ,

We now turn to the proof of Theorem 1.

6We feel free to skip the justification about the holomorphy of the considered functions on appropriate domains of C2.
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3.2.2 Proof of Theorem 1

We warn the reader that many constants appear below. From now on, large positive constants are
always denoted C and small positive constants are denoted c, with the convention that constants may be
relabelled from one line to the other or within the same line. Constants may depend on the integer M ,
that is given, but are always independent of n and ℓ.

Based on the various constants that have been fixed in the previous paragraph, let us choose some
real number θ such that exp(i θ) does not belong to any of the arcs {κkei θ | θ ∈ [−δ, δ]} of the unit circle
(this is possible because these arcs do not intersect one another). We start from the expression:

a⋆n
ℓ =

1

2π

∫ θ+2π

θ
e−i ℓ θ Fa(e

i θ)n dθ . (14)

We first split the integral in (14). For any k = 1, . . . ,K, we consider θk ∈ R such that κk = exp(i θk)
and θk belongs to the open interval (θ, θ + 2π). Then the intervals [θk − δ, θk + δ] are pairwise disjoint
and each of them is included in (θ, θ + 2π). The important remark is that when θ does not belong to a
segment of the form [θk−δ, θk+δ], then the factor Fa(e

iθ) in (14) belongs to the open unit disk. Splitting
the integral in (14) and using a continuity argument, there exists a positive constant c such that:∣∣∣∣∣a⋆n

ℓ −
K∑
k=1

1

2π

∫ θk+δ

θk−δ
e−i ℓ θ Fa(e

i θ)n dθ

∣∣∣∣∣ ≤ e−c n , (15)

uniformly with respect to ℓ and n. Performing changes of variables in each integral on the left hand side
of (15) (just shift the interval in θ), we thus get:∣∣∣∣∣a⋆n

ℓ −
K∑
k=1

κ−ℓ
k Fa(κk)

n

2π

∫ +δ

−δ
e−i ℓ θ

(
Fa(κk)

−1 Fa(κk e
i θ)
)n

dθ

∣∣∣∣∣ ≤ e−c n . (16)

We now use the holomorphy of θ 7→ Fa(κk e
i θ) on C(0, δ) together with the convergent power series

expansion (4). This modifies (16) accordingly into:∣∣∣∣∣∣a⋆n
ℓ −

K∑
k=1

κ−ℓ
k Fa(κk)

n

2π

∫ +δ

−δ
e−i(ℓ−nαk)θ e−nβkθ

2µk exp

n
∑

ν≥2µk+1

γk,ν
ν !

(iθ)ν

 dθ

∣∣∣∣∣∣ ≤ e−c n . (17)

For ease of notation, we introduce the notation:

∀ k = 1, . . . ,K , xk :=
ℓ− nαk

n1/(2µk)
. (18)

We change variables θ → θ/n1/(2µk) in each integral on the left hand side of (17) to get:∣∣∣∣∣a⋆n
ℓ −

K∑
k=1

κ−ℓ
k Fa(κk)

n

2π n1/(2µk)

∫ +δn1/(2µk)

−δn1/(2µk)
e−ixk θ e−βk θ2µk gk

(
i θ,

i θ

n1/(2µk)

)
dθ

∣∣∣∣∣ ≤ e−c n , (19)

where we have used the notation gk introduced in Lemma 3.

The final step of the proof consists in approximating gk by its Taylor expansion with respect to its
second argument (this is where Lemma 3 will be useful) and then by approximating the integral on the

10



large segment [−δn1/(2µk),+δn1/(2µk)] by the integral over R. Namely, by using the triangle inequality,
the preliminary estimate (19) yields7:∣∣∣∣∣a⋆n

ℓ −
K∑
k=1

κ−ℓ
k Fa(κk)

n

2π n1/(2µk)

∫
R
e−ixk θ e−βk θ2µk

M∑
m=0

(i θ)m

m !nm/(2µk)

∂mgk
∂zm

(i θ, 0) dθ

∣∣∣∣∣ ≤ e−c n + |ε1ℓ,n|+ |ε2ℓ,n| , (20)

where the error terms ε1ℓ,n and ε2ℓ,n are defined as follows:

ε1ℓ,n :=
K∑
k=1

κ−ℓ
k Fa(κk)

n

2π n1/(2µk)

∫ +δ n1/(2µk)

−δ n1/(2µk)
e−ixk θe−βk θ2µk

×

(
gk

(
i θ,

i θ

n1/(2µk)

)
−

M∑
m=0

(i θ)m

m !nm/(2µk)

∂mgk
∂zm

(i θ, 0)

)
dθ, (21)

ε2ℓ,n :=
K∑
k=1

κ−ℓ
k Fa(κk)

n

2π n1/(2µk)

∫
R\[−δ n1/(2µk),+δ n1/(2µk)]

e−ixk θ e−βk θ2µk

M∑
m=0

(i θ)m

m !nm/(2µk)

∂mgk
∂zm

(i θ, 0) dθ . (22)

Estimate of the error terms. It is useful below to adopt the convention Pk,0(X) := 1 so that the
result of Lemma 4 holds not only for m ∈ N∗ but for any integer m.

Let us start with the estimate of the error term ε2ℓ,n defined in (22). We recall that both κk and Fa(κk)
have modulus 1, and we apply Lemma 4 to simplify the integrand in (22). We obtain:

|ε2ℓ,n| ≤
K∑
k=1

M∑
m=0

1

2π n(m+1)/(2µk)

∫
R\[−δ n1/(2µk),+δ n1/(2µk)]

e−(Reβk) θ
2µk |Pk,m(i θ)| dθ .

Recalling that all the βk’s have positive real part and n ≥ 1, we find that there exists a constant C that
is independent of n and ℓ such that there holds:

|ε2ℓ,n| ≤ C
K∑
k=1

∫
R\[−δ n1/(2µk),+δ n1/(2µk)]

e−(Reβk/2) θ
2µk dθ .

We thus obtain the exponential bound:
|ε2ℓ,n| ≤ C e−c n , (23)

with positive constants C and c that do not depend on ℓ and n.

It remains to obtain a bound for the first error term ε1ℓ,n defined in (21). There holds:

|ε1ℓ,n| ≤
K∑
k=1

n−1/(2µk)

∣∣∣∣∣
∫ +δ n1/(2µk)

−δ n1/(2µk)
e−ixk θ e−βk θ2µk

(
gk

(
i θ,

i θ

n1/(2µk)

)
−

M∑
m=0

(i θ)m

m !nm/(2µk)

∂mgk
∂zm

(i θ, 0)

)
dθ

∣∣∣∣∣ , (24)

7Recall that the integer M has been given since the previous paragraph.
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and we are now going to use a contour deformation (for each k) in order to derive a sharp bound for ε1ℓ,n
(this is the reason why we have not used the triangle inequality in the integrals so far).

We consider an integer k ∈ {1, . . . ,K} and assume that xk in (18) is nonnegative (similar arguments
yield analogous bounds when xk is negative, the contour depicted in Figure 1 below has just to be switched
to the upper half complex plane). We then define:

Ξ :=



(
xk

4µk β∗

)1/(2µk−1)

, if
xk

4µk β∗ ≤ δ2µk−1 n(2µk−1)/(2µk) ,

δ n1/(2µk) , if
xk

4µk β∗ ≥ δ2µk−1 n(2µk−1)/(2µk) ,

(25)

so that, in particular, there always holds:

∀u ∈ [0,Ξ] , 0 ≤ 2β∗ u2µk−1 ≤ xk
2µk

, (26)

and Ξ/n1/(2µk) ≤ δ. Consequently, for any z on the contour that is depicted in blue in Figure 1, we have
max(|Re z|, |Im z|)/n1/(2µk) ≤ δ and we shall therefore be able to apply Cauchy’s formula for holomorphic
functions and also use the estimate of Lemma 3.

Namely, Cauchy’s formula gives:

∫ +δ n1/(2µk)

−δ n1/(2µk)
e−ixk θ e−βk θ2µk

(
gk

(
i θ,

i θ

n1/(2µk)

)
−

M∑
m=0

(i θ)m

m !nm/(2µk)

∂mgk
∂zm

(i θ, 0)

)
dθ

= ε1,1ℓ,n + ε1,2ℓ,n + ε3ℓ,n ,

where ε1,1ℓ,n, resp. ε1,2ℓ,n, corresponds to the integral on the left, resp. right, vertical segment, and ε3ℓ,n
corresponds to the integral on the horizontal segment (see Figure 1). We omit the dependence on k of
each integral for the sake of simplicity.

−δ n1/(2µk) δ n1/(2µk)0

ε1,1ℓ,n ε1,2ℓ,n

ε3ℓ,n

−iΞ

C

• •

• •

Figure 1: The integration contour in the case xk ≥ 0 (in blue). The bullets correspond to the endpoints
of the three segments that define the new contour. The initial contour is depicted in black. Each new
integral appears in red.
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We start with the integrals on the vertical segments and compute:

ε1,1ℓ,n = −i

∫ Ξ

0
e−ixk (−δ n1/(2µk)−iu) e−βk (−δ n1/(2µk)−iu)2µk

(
gk

(
−i δ n1/(2µk) + u,−i δ +

u

n1/(2µk)

)
−

M∑
m=0

(−i δ n1/(2µk) + u)m

m !nm/(2µk)

∂mgk
∂zm

(−i δ n1/(2µk) + u), 0)

)
du .

We apply the triangle inequality, use the inequalities (9) and (12) to get:

|ε1,1ℓ,n| ≤ C e−
β∗ δ2µk

2
n

∫ Ξ

0
e−xk u e2β

∗ u2µk
∣∣∣−i δ +

u

n1/(2µk)

∣∣∣︸ ︷︷ ︸
≤
√
2 δ

M+1
du .

We then use (26) to get, for suitable positive constants C and c that do not depend on xk nor on n:

|ε1,1ℓ,n| ≤ C e−c n

∫ Ξ

0
exp

(
−(2µk − 1)

2µk
xk u

)
du .

Since xk is nonnegative and µk ≥ 1, we have:

|ε1,1ℓ,n| ≤ C Ξ e−c n ,

but since Ξ is not larger than δ n1/(2µk), we end up with the exponential bound:

|ε1,1ℓ,n| ≤ C e−c n , (27)

for suitable constants C and c that do not depend on ℓ and n. The estimate of the integral ε1,2ℓ,n on the
right vertical segment is entirely similar. Going back to (20), we use the estimate (23) as well as (27) in
(24). We have thus obtained so far the estimate:∣∣∣∣∣a⋆n

ℓ −
K∑
k=1

κ−ℓ
k Fa(κk)

n

2π

∫
R
e−ixk θ e−βk θ2µk

M∑
m=0

Pk,m(i θ)

nm/(2µk)
dθ

∣∣∣∣∣ ≤ C e−c n +
K∑
k=1

n−1/(2µk) |ε3ℓ,n| , (28)

where we have used Lemma 4 to simplify the integral on the left hand side of (28) and we recall that the
notation ε3ℓ,n omits the index k for simplicity.

It remains to compute and estimate the integral ε3ℓ,n on the horizontal segment depicted on Figure 1
(for each index k). We have:

ε3ℓ,n =

∫ +δ n1/(2µk)

−δ n1/(2µk)
e−ixk (θ−iΞ) e−βk (θ−iΞ)2µk

(
gk

(
θ − iΞ,

θ − iΞ

n1/(2µk)

)
−

M∑
m=0

(θ − iΞ)m

m !nm/(2µk)

∂mgk
∂zm

(θ − iΞ, 0)

)
dθ .

We use again the inequalities (9) and (12) to get:

|ε3ℓ,n| ≤ C exp
(
−xk Ξ + 2β∗ Ξ2µk

) ∫ +δ n1/(2µk)

−δ n1/(2µk)
e−

β∗
2

θ2µk |θ − iΞ|M+1

n(M+1)/(2µk)
dθ .
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With our choice for Ξ, we obtain (see (26)):

n(M+1)/(2µk) |ε3ℓ,n| ≤ C exp

(
−(2µk − 1)

2µk)
xk Ξ

) ∫
R

(
|θ|M+1 + ΞM+1

)
e−

β∗
2

θ2µk dθ ,

and this gives:

n(M+1)/(2µk) |ε3ℓ,n| ≤ C
(
1 + ΞM+1

)
exp

(
−(2µk − 1)

2µk)
xk Ξ

)
. (29)

Let us go back to the definition of the parameter Ξ and split the final argument between the two
possible regimes for xk. In the first case of (25), we have

(
1 + ΞM+1

)
exp

(
−(2µk − 1)

2µk)
xk Ξ

)
=

(
1 +

x
(M+1)/(2µk−1)
k

C

)
exp

(
−c x

(2µk)/(2µk−1)
k

)
≤ C exp

(
−c x

(2µk)/(2µk−1)
k

)
.

In the second case of (25), we have xk Ξ ≥ c n, and therefore:(
1 + ΞM+1

)
exp

(
−(2µk − 1)

2µk)
xk Ξ

)
≤ C n(M+1)/(2µk) e−c n ≤ C e−c n .

Whatever the value of xk, (29) thus gives:

|ε3ℓ,n| ≤ C e−c n +
C

n(M+1)/(2µk)
exp

−c

(
|ℓ− αk n|
n1/(2µk)

) 2µk
2µk−1

 ,

and (28) thus implies the estimate:∣∣∣∣∣a⋆n
ℓ −

K∑
k=1

κ−ℓ
k Fa(κk)

n

2π n1/(2µk)

∫
R
e−ixk θ e−βk θ2µk

M∑
m=0

Pk,m(i θ)

nm/(2µk)
dθ

∣∣∣∣∣
≤ C e−c n + C

K∑
k=1

1

n(M+2)/(2µk)
exp

−c

(
|ℓ− αk n|
n1/(2µk)

) 2µk
2µk−1

 , (30)

that holds for any ℓ ∈ Z and n ∈ N∗. Note that we have not used the inequality |ℓ| ≤ Ln to derive (30).

End of the proof. We start from (30) and use the properties of the Fourier transform to simplify the
left hand side into (recall the definition (3)):∣∣∣∣∣a⋆n

ℓ −
K∑
k=1

M∑
m=0

κ−ℓ
k Fa(κk)

n

n(m+1)/(2µk)
Pk,m(−d/dx)Hβk

2µk
(xk)

∣∣∣∣∣
≤ C e−c n + C

K∑
k=1

1

n(M+2)/(2µk)
exp

−c

(
|ℓ− αk n|
n1/(2µk)

) 2µk
2µk−1

 , (31)
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where xk is defined in (18). The only (minor) task is to show that the exponentially small term in n
can be absorbed into the generalized Gaussian functions. Actually, we shall show that this exponentially
small term in n is lower than any of the terms in the sum on the right hand side of (31) (for instance,
the first term in the sum, which corresponds to k = 1). This is where the assumption |ℓ| ≤ Ln is crucial.
Namely, we aim at showing that for a given constant c0 > 0, there exist positive constants C1 and c1 such
that for |ℓ| ≤ Ln, there holds:

e−c0 n ≤ C1

n(M+2)/(2µ1)
exp

(
−c1

(
|ℓ− α1 n|
n1/(2µ1)

) 2µ1
2µ1−1

)
,

which follows from choosing C1 such that:

∀n ≥ 1 , n(M+2)/(2µ1) e−c0 n ≤ C1 e
− c0

2
n ,

and then by choosing c1 small enough such that, for |ℓ| ≤ Ln, there holds:

c1 |ℓ− α1 n|
2µ1

2µ1−1 ≤ c0
2
n

2µ1
2µ1−1 .

The proof of Theorem 1 is now complete.

4 Consequences and examples

4.1 Large time asymptotics for finite difference schemes

In this Paragraph, we prove Corollary 1. We thus consider a sequence a that satisfies Assumptions 1 and
2, and consider an integer M ∈ N. We recall, see [Cœu22], that for any β with positive real part, the

function Hβ
2µ has super-exponential decay at infinity as well as its derivatives:

∀N ∈ N , ∃C > 0 , ∀x ∈ R , |Hβ
2µ(x)|+ · · ·+ |(Hβ

2µ)
(N)(x)| ≤ C exp

(
− 1

C
|x|

2µ
2µ−1

)
.

In Theorem 1, we can always choose the integer L such that L ≥ 2 (1 + maxk |αk|), so that for |ℓ| ≥ Ln,
there holds:

|ℓ− αk n| ≥
|ℓ|
2

+ n .

For |ℓ| ≥ Ln, the bound of Theorem 1 on a⋆n
ℓ and the above bound for Hβ

2µ and its derivatives imply the
error bound:∣∣∣∣∣a⋆n

ℓ −
K∑
k=1

κ−ℓ
k Fa(κk)

n

n1/(2µk)
Hβk

2µk

(
ℓ− αkn

n1/(2µk)

)
−

K∑
k=1

M∑
m=1

κ−ℓ
k Fa(κk)

n

n(m+1)/(2µk)

(
Pk,m(−d/dx)Hβk

2µk

)( ℓ− αkn

n1/(2µk)

)∣∣∣∣∣
≤ C exp(−c n− c |ℓ|) , (32)

for |ℓ| ≥ Ln.

Let now u0 ∈ ℓp(Z;C) with 1 ≤ p ≤ +∞. Each convolution on the left hand side of (8) is well defined
and belongs to ℓp since it corresponds to the convolution on Z of an ℓ1 sequence with u0 ∈ ℓp. The
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conclusion of Corollary 1 follows from two observations. First of all, given any constant c0 > 0 and and
integer µk ∈ N∗, we have:

∀n ∈ N∗ ,
1

n1/(2µk)

∑
ℓ∈Z

exp

−c0

(
|ℓ− αk n|
n1/(2µk)

) 2µk
2µk−1

 ≤ C ,

for some appropriate constant C. Second, for any constant c1 > 0, we also have:∑
ℓ∈Z

exp(−c1 (n+ |ℓ|)) ≤ C exp(−c1 n) .

We then combine the bounds (7) and (32) with Young’s inequality to obtain the conclusion of Corollary 1.
We have thus obtained an accurate description of the large time asymptotics of the iterated convolution
a⋆n ⋆ u0. An example is detailed in the following paragraph.

4.2 A third order scheme for the transport equation

We report now on several calculations that can be made for the so-called O3 scheme, which is a finite
difference approximation of the transport equation. We refer to [Str62, Des08, Des09] for more information
about such high order compact approximations.

The O3 scheme corresponds to the finitely supported real valued sequence a = (aℓ)ℓ∈Z that is defined
by:

a−1 :=
λ (2− λ) (λ− 1)

6
, a0 :=

(2− λ) (1− λ2)

2
, a1 :=

λ (2− λ) (1 + λ)

2
, a2 := −λ (1− λ2)

6
,

where λ is a real parameter. All other values of aℓ are zero. As reported in [Des09, CF22], the corre-
sponding Fourier transform Fa can be explicitly computed, and satisfies:

∀ ξ ∈ R ,
∣∣∣Fa

(
e i ξ
)∣∣∣2 = 1− 4

9
λ (2− λ) (1− λ2) sin4

(
ξ

2

) (
3 + 4λ (1− λ) sin2

(
ξ

2

))
.

In particular, for λ ∈ (0, 1), Assumption 1 is satisfied and the second possibility in Lemma 1 occurs.
Furthermore, with the notation of Lemma 1, there holds K = 1 and κ1 = Fa(κ1) = 1. Assuming from
now on that the parameter λ lies in the open interval (0, 1), Assumption 2 is also satisfied with:

α1 = λ , β1 =
λ (2− λ) (1− λ2)

24
µ1 = 2 .

We now explain the calculation of the cumulants at κ1 = 1 and apply Theorem 1 in that case. We
compute, as ξ tends to zero:

e− iλ ξ Fa

(
e i ξ
)
= 1− λ (2− λ) (1− λ2)

24
ξ4 − iλ (2− λ) (1− λ2) (1− 2λ)

60
ξ5

+
λ (2− λ) (1− λ2)(1− 2λ+ 2λ2)

144
ξ6 +

iλ (2− λ) (1− λ2) (1− 2λ) (1− λ+ λ2)

504
ξ7

+O(ξ8) ,

which means that the power series expansion (4) holds at the point κ1 = 1 with:

γ1,5 = −2λ (2− λ) (1− λ2) (1− 2λ) , γ1,6 = −5λ (2− λ) (1− λ2) (1− 2λ+ 2λ2) ,
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Figure 2: Illustration of the scaling factor in the generalized asymptotic expansion provided by Theorem 1
in the case of the O3 scheme. We plot log10 ∥Rn∥ℓ∞ (blue circles) and log10 ∥Rn∥ℓ1 (orange circles) as a
function of log10(n) together with a best linear fit for each norm for n ranging from 1 to 103. For the ℓ∞

norm we find a slope of −1.2707 while for the ℓ1 norm we find a slope of −0.9887 which compare both
well with the predicted −5/4 and −1 scaling factors of Theorem 1.

and
γ1,7 = −10λ (2− λ) (1− λ2) (1− 2λ) (1− λ+ λ2).

Using the general formula (13) with m = 1, 2, 3, we also compute:

P1,1(Y ) =
γ1,5
5 !

Y 5, P1,2 =
γ1,6
6 !

Y 6 +
1

2

(γ1,5
5 !

)2
Y 10,

and

P1,3 =
γ1,7
7 !

Y 7 +
(γ1,5

5 !

)(γ1,6
6 !

)
Y 11 +

1

6

(γ1,5
5 !

)3
Y 15.

Next, we recall that a is finitely supported so the estimate (7) holds not only for ℓ and n in a large
sector {|ℓ| ≤ Ln} but for any (ℓ, n) ∈ Z×N∗. Specifying from now on to λ = 1/2, Theorem 1 gives (with
M = 3 in this case):∣∣∣∣a⋆n

ℓ − 1

n1/4
H

3/128
4

(
ℓ− n/2

n1/4

)
+

1

512n3/4

(
H

3/128
4

)(6)(ℓ− n/2

n1/4

)∣∣∣∣ ≤ C

n5/4
exp

(
−c

(
|ℓ− n/2|
n1/4

)4/3
)

.

Here, we have used γ1,5 = γ1,7 = 0 with γ1,6 = −45/32 so that P1,1(Y ) = P1,3(Y ) = 0 and P1,2(Y ) =

− 1

512
Y 6. Upon defining the sequence Rn = (Rn

ℓ )ℓ∈Z from the above remainder term as

Rn
ℓ := a⋆n

ℓ − 1

n1/4
H

3/128
4

(
ℓ− n/2

n1/4

)
+

1

512n3/4

(
H

3/128
4

)(6)(ℓ− n/2

n1/4

)
for any (ℓ, n) ∈ Z×N∗, we show in Figure 2 the log plot of ∥Rn∥ℓ∞ and ∥Rn∥ℓ1 and recover the respective
scaling n−5/4 and n−1. Furthermore, in Figure 3, we illustrate the generalized Gaussian estimate of the
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Figure 3: Illustration of the rescaled remainder term n5/4 |Rn
ℓ | (colored circles) at different time iterations

of the O3 scheme compared with a fixed generalized Gaussian profile centered at ℓ = λn (solid lines) with

λ = 1/2. The fixed generalized Gaussian profile is given by the sequence ℓ 7→ C exp

(
−c

(
|ℓ− n/2|
n1/4

)4/3
)

with constants C = 0.09 and c = 0.225.

remainder Rn
ℓ by showing for different time iterations that

n5/4 |Rn
ℓ | ≤ C exp

(
−c

(
|ℓ− n/2|
n1/4

)4/3
)
,

with constants C = 0.09 and c = 0.225.
Let us finally note that other examples originating from finite difference approximations of the trans-

port equation (Lax-Friedrichs scheme and so-called ∞ scheme), with several tangency points (K ≥ 2),
can be found in [CF22, Section 4], and for which the framework of Theorem 1 would straightforwardly
apply.
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