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Asymptotic analysis of the Navier-Stokes equations in a thin domain
with power law slip boundary conditions

Maŕıa ANGUIANO∗ and Francisco Javier SUÁREZ-GRAU†

Abstract

This theoretical study deals with the Navier-Stokes equations posed in a 3D thin domain with
thickness 0 < ε � 1, assuming power law slip boundary conditions, with an anisotropic tensor,
on the bottom. This condition, introduced in (Djoko et al. Comput. Math. Appl. 128 (2022)
198–213), represents a generalization of the Navier slip boundary condition. The goal is to study
the influence of the power law slip boundary conditions with an anisotropic tensor of order ε

γ
s , with

γ ∈ R and flow index 1 < s < 2, on the behavior of the fluid with thickness ε by using asymptotic
analysis when ε→ 0, depending on the values of γ. As a result, we deduce the existence of a critical
value of γ given by γ∗s = 3 − 2s and so, three different limit boundary conditions are derived. The
critical case γ = γ∗s corresponds to a limit condition of type power law slip. The supercritical case
γ > γ∗s corresponds to a limit boundary condition of type perfect slip. The subcritical case γ < γ∗s
corresponds to a limit boundary condition of type no-slip.

AMS classification numbers: 35Q35, 76A20, 76A05, 76M50.

Keywords: Thin domain; homogenization; power law slip boundary conditions; Navier slip boundary
conditions; Navier-Stokes.

1 Introduction

The stationary Navier-Stokes equations in a domain Ω reads as follows

−2ν div(D[u]) + (u · ∇)u+∇p = f and div(u) = 0, (1.1)

where u denotes the velocity field, D[u] = 1
2(Du+ (Du)T ) the deformation tensor associated with the

velocity field u, p the scalar pressure, f the external forces and ν > 0 the viscosity. Concerning the
boundary conditions, it is commonly accepted that viscous fluids adhere to surfaces, and so the no-slip
condition at the surfaces of a domain, given by

u = 0 on ∂Ω,

is widely used. Under suitable regularity conditions on the domain and f , this problem is well studied
mathematically, see for instance Boyer & Fabrie [11], Galdi [18] or Temam [26]. However, this condition
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does not seem always valid physically, indeed some fluids melt and solutions slip against the surface.
Also, sometimes the no-slip condition is not good enough because it is not possible to describe the
behavior of the fluid near the boundary. Therefore, it is necessary to introduce other type of boundary
conditions to describe this behavior. In this sense, Navier [22] proposed the Navier slip boundary
conditions in which it is assumed a thin layer of a fluid near of the boundary and the tangential
component of the strain tensor should be proportional to the tangential component of the fluid velocity
on a part of the boundary Γ ⊂ ∂Ω, that is

2ν[D[u]n]τ = −λ[u]τ , u · n = 0, on Γ, (1.2)

where n denotes the outside unitary normal vector to Ω on Γ, λ > 0 is the friction coefficient and
the subscript τ denotes the orthogonal projection on the tangent space of Γ, i.e. [u]τ = u − (u · n)n.
Problem (1.1) with Navier slip boundary conditions (1.2) has been studied by many authors in different
contexts, see for example Amrouche & Rejaiba [4], Clopeau et al. [14] and Solonnikov & Ščadilov [23].
Notice that depending on the value of λ in (1.2), we shall consider the following type of boundary
conditions:

• Perfect slip when λ = 0, i.e.

2ν[D[u]n]τ = 0, u · n = 0, on Γ, (1.3)

• Partial slip when λ ∈ (0,+∞),

2ν[D[u]n]τ = −λ[u]τ , u · n = 0, on Γ, (1.4)

• No-slip when λ = +∞, i.e.
[u]τ = 0, u · n = 0, on Γ,

which implies u = 0 on Γ.

Related to this, we refer to Acevedo et al. [1] for the study the limiting behavior of the solution
(uλ, pλ) of problem (1.1) with Navier slip boundary conditions (1.2), when the friction coefficient λ
goes to 0 or ∞. In fact, they proved that (uλ, pλ) weakly converges to (u0, p0) when λ→ 0 in suitable
Sobolev spaces, where (u0, p0) is the solution of the Navier-Stokes system with Navier slip boundary
conditions corresponding with λ = 0. Also, it holds that (uλ, pλ) weakly converges to (u∞, p∞) when
λ→∞, where (u∞, p∞) is the solution of the Navier-Stokes system with no-slip boundary conditions,
i.e. the Navier boundary conditions corresponding with λ = +∞.

In this work, we are interested in a generalization of the Navier slip condition recently introduced
by Djoko et al. [16] (see also Aldbaissy et al. [2, 3] and Djoko et al. [17]), which arises when the
contact surface is lubricated with a thin layer of a non-Newtonian fluid. This condition is called power
law slip boundary condition and reads as follows

2ν[D[u]n]τ = −|K[u]τ |s−2K2[u]τ , u · n = 0, on Γ, (1.5)

where |v|2 = v · v is the Euclidean norm. We observe that in this condition, the tangential shear is
a power law function of the tangential velocity, where K ∈ R2×2 is an anisotropic tensor, assumed
to be uniformly positive definite, symmetric and bounded, and s is a real, strictly positive number
representing the flow behavior index.
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The boundary condition (1.5) represents a generalization of the Navier slip boundary condition

(1.2), since for s = 2 and K = λ
1
2 I with λ > 0, then the power slip boundary condition (1.5) reduces to

Navier slip boundary condition (1.2). We also mentioned that the power slip boundary condition (1.5)
is present in the context of laminar flows of Newtonian liquids (e.g. water) over complex surfaces, also
when a rough or structured boundary surface is anisotropic, e.g. when it has rows of riblets, pillars or
periodic patterns, the effective slip condition is anisotropic, i.e., direction dependent. When the surface
is heterogeneous, the effective slip is also position-dependent. This can occur, for example, when the
boundary has a varying degree of roughness or when the boundary is a smooth surface with a varying
hydrophobic/hydrophilic composition. For instance, we refer to the derivation of effective slip boundary
conditions coming from rough boundaries in Bonnivard et al. [8], Bonnivard & Suárez-Grau [9, 10],
Bucur [12], Bucur et al. [13], Dalibard & Gérard-Varet [15] and Suárez-Grau [24, 25]. The existence of
solutions of the Stokes and Navier-Stokes equations with power law boundary conditions (1.5) on a part
of the boundary was studied in [16] for 1 < s < 2, which corresponds to the tangential shear thinning.
In the case s > 2 the existence of solutions is not proven, it was not able to prove a inf-sup conditon,
which is the key point to obtain the pressure. In the case s = 2, repeating the classical proof of the
existence of solution of the Stokes and Navier-Stokes problem with homogeneous Dirichlet conditions
(see for instance [1, Theorem 2.3], [19, Theorem 7.1] and [26, Theorem 10.1]) gives the existence of
solution of the Stokes and Navier-Stokes equations with Navier slip boundary conditions.

Our main interest in this paper is to study a lubrication problem corresponding to the asymptotic
influence of the power law boundary condition (1.5), imposed on a part of the boundary with 1 < s < 2,
on the behavior of the Navier-Stokes equations through a thin domain Ωε, where the small parameter
0 < ε � 1 represents the thickness of the domain. More precisely, we consider the following 3D thin
domain (see Figure 1)

Ωε = {(x1, x2, x3) ∈ R2 × R : (x1, x2) ∈ ω, 0 < x3 < εh(x1, x2)},

where ω is a smooth, connected open set of R2 and h is a smooth and positive function (see Section
2 for more details). To study the influence of the slip boundary conditions on the behavior of the
Navier-Stokes equations in the thin domain Ωε (the subscript ε is added to the unknowns to stress the
dependence of the solution on the small parameter){

−ν∆uε + (uε · ∇)uε +∇pε = fε in Ωε,

div(uε) = 0 in Ωε,

where we consider the case of the power law slip boundary conditions (1.5) on Γ0 with an anisotropic
tensor Kε, depending on ε, of the form

Kε = ε
γ
sK, with 1 < s < 2 and γ ∈ R,

where K is assumed to be uniformly positive definite, symmetric and bounded. Thus, the power slip
boundary condition, where the tangential shear is a power law function of the tangential velocity with
a coefficient depending on ε, is given by

2[D[uε]n]τ = −εγ |K[uε]τ |s−2K2[uε]τ , uε · n = 0, on Γ0, (1.6)

and no-slip condition on the rest of the boundary, i.e.

uε = 0 on ∂Ωε \ Γ0.
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After the homogenization process (under assumptions given in Section 2) when ε → 0 depending on
the value of γ, we deduce (see Theorem 4.7) that the limit velocity ũ = (ũ′, 0) and limit pressure p̃
satisfies the reduced 2D-Stokes system

−ν∂2
z3 ũ
′(z) = f ′(z′)−∇z′ p̃(z′) in Ω = {z ∈ R3 : z′ ∈ ω, 0 < z3 < h(z′)},

divz′

(∫ h(z′)

0
ũ′(z) dz3

)
= 0 in ω,(∫ h(z′)

0
ũ′(z) dz3

)
· n = 0 on ∂ω,

ũ′ = 0 on Γ1 = ω × {h(z′)},

(1.7)

where ũ′ = (u1, u2) and f ′ = (f1, f2). Moreover, we prove the existence of a critical value for γ given
by

γ∗s = 3− 2s, with 1 < s < 2, (1.8)

which let us derive three different boundary conditions for ũ′ on the bottom Γ0:

• If γ = γ∗s , then the effective boundary condition on Γ0 is a power slip boundary condition with
anisotropic tensor K, i.e.

−ν∂z3 ũ′ = −|Kũ′|s−2K2ũ′ on Γ0.

Thus, to take into account the anisotropy, then Kε has to be of order O(ε
γs∗
s ).

• If γ > γ∗s , then the effective boundary condition on Γ0 is the perfect slip boundary condition, i.e.

−ν∂z3 ũ′ = 0 on Γ0.

This means that for an anisotropy tensor of order smaller than O(ε
γ∗s
s ), then the fluid does not

take into account anisotropy and slides perfectly.

• If γ < γ∗s , then the effective boundary condition on Γ0 is the no-slip condition, i.e.

ũ′ = 0 on Γ0.

This means that for an anisotropy tensor of order greater than O(ε
γ∗s
s ), then the anisotropy is so

strong that the fluid is stops on the boundary.

Observe that for s = 2 and Kε = ε
γ
2 λ

1
2 I, with λ > 0, where the power slip condition (1.6) reduces

to the Navier slip condition with friction parameter λεγ , it holds that the critical value γ∗2 = −1, which
is the critical value for the case of Navier slip boundary condition. Namely, to take into account the
friction coefficient λ in the effective boundary condition, i.e.

−ν∂z3 ũ′ = −λũ′ on Γ0,

the original friction coefficient has to be of order O(ε−1). If the original friction coefficient λεγ is of
order smaller than O(ε−1), then the fluid behaves on the boundary as if there were no friction (perfect
slippage), i.e.

−ν∂z3 ũ′ = 0 on Γ0.
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Finally, if the friction coefficient λεγ is of order greater than O(ε−1), then the friction coefficient is so
strong that the fluid is stopped on the boundary (no-slip condition), i.e.

ũ′ = 0 on Γ0.

To prove these results, we first use the multiscale expansion method, which is a formal but powerful
tool to analyse homogenization problems, see for instance the application of this method in Bayada &
Chambat [7] and Mikelić [20]. Next, once the results have been understood, we rigorously justify them
by means of the derivation of a priori estimates and some compactness results.

As far as the authors know, the flow of a Newtonian fluids with power law slip boundary conditions
has not been yet considered in the above described lubrication framework, which represents the main
novelty of the paper. We observe that the obtained findings are amenable for the numerical simulations
with a considerable simplification with respect to the original problem (which is computationally more
expensive), since the effective system (1.7) is a two dimensional ordinary differential system with respect
to z3. Therefore, we believe that it could prove useful in the engineering practice as well.

The paper is structured as follows. In Section 2, we introduce the statement of the problem. In
Section 3, we consider the formal derivation, and in Section 4 we will rigorously justify the results. We
finish the paper with a section of references.

2 Formulation of the problem and preliminaries

In this section, we first define the thin domain and some sets necessary to study the asymptotic behavior
of the solutions. Next, we introduce the problem considered in the thin domain and also, the rescaled
problem posed in the domain of fixed height, together with the respective weak variational formulations.

The domain and some notation. Along this paper, the points x ∈ R3 will be decomposed as
x = (x′, x3) with x′ ∈ R2, x3 ∈ R. We also use the notation x′ to denote a generic vector of R2.

We consider ω as an open, smooth, bounded and connected set of R2, and a 3D thin domain given by

Ωε = {(x′, x3) ∈ R2 × R : x′ ∈ ω, 0 < x3 < hε(x
′)},

Here, the function hε(x
′) = εh(x′) represents the real gap between the two surfaces. The small para-

meter ε is related to the film thickness. Function h is positive and smooth C1 bounded function defined
for x′ such that 1/2 ≤ h ≤ 1. We define the bottom, top and lateral boundaries of Ωε as follows (see
Figure 1)

Γ0 = ω × {0}, Γε1 =
{

(x′, x3) ∈ R3 : x′ ∈ ω, x3 = hε(x
′)
}
, Γε` = ∂Ωε \ (Γ0 ∪ Γε1).

Let us now introduce some notation which will be useful in the following. For a vectorial function
ϕ = (ϕ′, ϕ3) and a scalar function φ, we introduce the operators ∆, div, D and ∇ by

∆ϕ = ∆x′ϕ+ ∂2
x3ϕ, div(ϕ̃) = divx′(ϕ

′) + ∂x3ϕ3,

(Dϕ)ij = ∂xjϕi for i = 1, 2, 3, j = 1, 2, 3,

∇φ = (∇x′φ, ∂x3φ)t.

(2.9)

We denote by Oε a generic real sequence which tends to zero with ε and can change from line to line.
We denote by C a generic positive constant which can change from line to line.
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Figure 1: Thin domain Ωε, top boundary Γε1 and bottom boundary Γ0

The problem and the rescaling. As stated in the introduction, we consider the 3D stationary
Navier-Stokes equations by setting

uε = (u′ε(x), u3,ε(x)), pε = pε(x),

at a point x ∈ Ωε, which is given by
−ν∆uε + (uε · ∇)uε +∇pε = fε in Ωε,

div(uε) = 0 in Ωε,

uε = 0 on Γε1 ∪ Γε` ,

(2.10)

where ν > 0, and the power law slip boundary conditions prescribed on Γ0 given by

−ν∂x3u′ε = −εγ |Ku′ε|s−2K2u′ε, uε,3 = 0, on Γ0, (2.11)

where 1 < s < 2 and γ ∈ R.

Remark 2.1. Here, we have assumed the following:

• Since div(uε) = 0, it holds 2 div(D[uε]) = ∆uε. Then, it also holds 2ν[D[uε] n]τ = ν[Duε n]τ .

• Since the bottom boundary Γ0 is flat, the outside normal vector n = −e3, where {ei}3i=1 is the
canonical basis in R3, and so uε · n = 0 implies uε,3 = 0. Also, the orthogonal projection
of a function uε on the tangent space of Γ0 is [uε]τ = u′ε, where u′ε = (uε,1, uε,2), and then,
ν[Duε n]τ = −ν∂x3u′ε.

• Due to the thickness of the domain, it is usual to assume that the vertical components of the
external forces can be neglected and, moreover, the forces can be considered independent of the
vertical variable. Thus, for sake of simplicity, given f ′ = (f1, f2) ∈ L2(ω)2, along the paper we
consider the following type of external forces fε (see for instance [24, 25]):

fε = (f ′(x′), 0)t.

Definition 2.2. For ε > 0, we say that (uε, pε) defined on Ωε is a weak solution of problem (2.10)–
(2.11) if and only if the functions (uε, pε) ∈ V(Ωε)×L2

0(Ωε), where the corresponding functional space
for velocity is

V(Ωε) =
{
ϕ ∈ H1(Ωε)3 : ϕ = 0 on ∂Ωε \ Γ0, ϕ3 = 0 on Γ0

}
,
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and the space for pressure L2
0 is the space of functions of L2 with zero mean value, and satisfy

ν

∫
Ωε
Duε : Dϕdx+

∫
Ωε

(uε · ∇)uε · ϕdx+ εγ
∫

Γ0

|Ku′ε|s−2Ku′ε ·Kϕ′ dσ −
∫

Ωε
pε div(ϕ) dx

=

∫
Ωε
f ′ · ϕ′ dx, ∀ϕ ∈ V(Ωε),

(2.12)

and ∫
Ωε
uε · ∇ψ dx = 0, ∀ψ ∈ L2(Ωε). (2.13)

Remark 2.3. Under previous assumptions, for every ε > 0, we have that reference [16, Proposition
2.2] gives the existence of at least one weak solution (uε, pε) of problem (2.10)–(2.11).

The objetive of this paper is to study the asymptotic problems for the behavior of the sequence of
solutions (uε, pε) of previous problems, when ε tends to zero depending on the value of γ. To do that,
we introduce a classical change of variables in thin domains, the dilatation

z′ = x′, z3 = ε−1x3. (2.14)

This change transforms Ωε into a fixed domain Ω, defined by

Ω =
{

(z′, z3) ∈ R2 × R : z′ ∈ ω, 0 < z3 < h(z′)
}
. (2.15)

The boundary of Ω is denoted by ∂Ω, where the top and lateral boundaries of the rescaled domain Ω
is defined by

Γ1 =
{

(z′, z3) ∈ R2 × R : z′ ∈ ω, z3 = h(z′)
}
, Γ` = ∂Ω \ (Γ0 ∪ Γ1). (2.16)

Accordingly, we define the functions ũε and p̃ε by

ũε(z) = uε(z
′, εz3), p̃ε(z) = pε(z

′, εz3) a.e. z ∈ Ω. (2.17)

Observe that according to the assumption on fε, it holds f̃ε(z) = (f ′(z′), 0) a.e. z ∈ Ω.

Let us now introduce some notation which will be useful in the following. For a vectorial function
ϕ̃ = (ϕ̃′, ϕ̃3) and a scalar function φ̃ obtained respectively from functions ϕ and φ by using the change
of variables (2.14), we introduce the operators ∆ε, divε, Dε and ∇ε by

∆εϕ̃ = ∆z′ϕ̃+ ε−2∂2
z3ϕ̃, divε(ϕ̃) = divz′ϕ̃

′ + ε−1∂z3ϕ̃3,

(Dεϕ̃)ij = ∂zj ϕ̃i for i = 1, 2, 3, j = 1, 2, (Dεϕ̃)i3 = ε−1∂z3ϕ̃i for i = 1, 2, 3,

∇εφ̃ = (∇z′ φ̃, ε−1∂z3 φ̃).

(2.18)

Thus, using the change of variables (2.14), the system (2.10)–(2.11) can be rewritten as
−ν∆εũε + (ũε · ∇ε)ũε +∇εp̃ε = f̃ε in Ω,

divε(ũε) = 0 in Ω,

ũε = 0 on Γ1 ∪ Γ`,

(2.19)
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with power law slip boundary conditions

−ν
ε
∂z3 ũ

′
ε = −εγ |Kũ′ε|s−2K2ũ′ε, ũε,3 = 0 on Γ0. (2.20)

According to the change of variables (2.14) applied to the weak variational formulations given in
Definition 2.2, then, for ε > 0, a rescaled weak solution (ũε, p̃ε) ∈ V(Ω)×L2

0(Ω), where the corresponding
functional space for velocity is

V(Ω) =
{
ϕ ∈ H1(Ω)3 : ϕ = 0 on ∂Ω \ Γ0, ϕ3 = 0 on Γ0

}
,

satisfies

ν

∫
Ω
Dεũε : Dεϕ̃ dz +

∫
Ω̃ε

(ũε · ∇ε)ũε · ϕ̃ dz + εγ−1

∫
Γ0

|Kũ′ε|s−2Kũ′ε ·Kϕ̃′ dσ −
∫

Ω
p̃ε divε(ϕ̃) dz

=

∫
Ω
f ′ · ϕ̃′ dz,

(2.21)
and ∫

Ω
ũε · ∇εψ̃ dz = 0, (2.22)

for every ϕ̃ ∈ V(Ω) and ψ̃ ∈ L2(Ω) obtained from (ϕ,ψ) by the change of variables (2.14).

Now, the goal is to study the asymptotic behavior of a sequence of solution (ũε, p̃ε) of problem
(2.19)–(2.20). In the next section, we will study the asymptotic analysis in a formal way, and in
Section 4, we develop the rigorous analysis.

3 The formal asymptotic expansion

In this section, we apply the asymptotic expansion method (see for instance [7, 20]) to the Navier-Stokes
equations (2.19) with power slip boundary conditions (2.20). We will derive a reduced Stokes system
with no-slip condition on the top boundary Γ1 and different boundary conditions on Γ0 depending on
the value of γ. The idea is to assume an expansion in ε of the solution (ũε, p̃ε) given by

ũε(z) = εβ
(
v0(z) + εv1(z) + ε2v2(z) + · · ·

)
, p̃ε(z) = p0(z) + εp1(z) + ε2p2(z) + ε3p3(z) + · · · (3.23)

To determine the effective problem given by functions (v0, p0), the expansion (3.23) is plugged into the
PDE, we identify the various powers of ε and we obtain a cascade of equations from which we retain
only the leading ones that constitute the effective problem.

We remark that the value β in the expansion (3.23) will be determined in the next section, by
deriving a priori estimates for (ũε, p̃ε) (see Lemmas 4.4 and 4.5). Moreover, the effective problem will
be justified by corresponding compactness results (see Lemma 4.6 and Theorem 4.7).

Theorem 3.1. Assume 1 < s < 2 and define γ∗s = 3 − 2s. Consider (ũε, p̃ε) a sequence of solutions
of problem (2.19)–(2.20). Assuming the asymptotic expansion of the unknown (ũε, p̃ε) in the following
form

ũε(z) = ε2v0(z) + ε3v1(z) + ε4v2(z) + · · · , p̃ε(z) = p0(z) + εp1(z) + ε2p2(z) + ε3p3(z) + · · · (3.24)

8
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for a.e. z ∈ Ω, where
vi = (v̄i, vi3) with v̄i = (vi1, v

i
2), i = 0, 1, . . . ,

we deduce that the main order pair of functions (v0, p0), with v0
3 ≡ 0 and p0 = p0(z′), satisfies the

following effective reduced Stokes problem

−ν∂2
z3 v̄

0(z) = f ′(z′)−∇x′p0(z′) in Ω,

divz′

(∫ h(z′)

0
v̄0(z) dz3

)
= 0 in ω,

v̄0 = 0 on Γ1,

(3.25)

Moreover, v̄0 satisfies the following boundary condition on the bottom Γ0 depending on the value of γ:

• If γ = γ∗s , then it holds a power law slip boundary condition

−ν∂z3 v̄0 = −|Kv̄0|s−2K2v̄0 on Γ0. (3.26)

• γ > γ∗s , then it holds a perfect slip boundary condition

−ν∂z3 v̄0 = 0 on Γ0. (3.27)

• γ < γ∗s , then it holds a no-slip boundary condition

v̄0 = 0 on Γ0. (3.28)

Proof. We first prove system (3.25). For this, we assume the asymptotic expansion of the unknowns
(ũε, p̃ε) given by (3.24). Then, substituting the expansion into the problem (2.19)1,2, we get

−νε2∆z′(v̄
0 +O(ε))− ν∂2

z3(v̄0 +O(ε)) + ε3(v0
3 +O(ε))∂z3(v̄0 +O(ε)) +∇z′(p̃ε +O(ε)) = f ′,

−νε2∆z′(v
0
3 +O(ε))− ν∂2

z3(v0
3 +O(ε)) + ε3(v0

3 +O(ε))∂z3(v0
3 +O(ε)) +

1

ε
∂z3(p̃ε +O(ε)) = 0,

ε2divz′(v̄
0 +O(ε)) + ε∂z3(v0

3 + εv1
3 +O(ε2)) = 0.

(3.29)

Collecting the terms of the same order with respect to ε, we have

– The main order terms in (3.29)1,2 are

1 : −ν∂2
z3 v̄

0 +∇z′p0 = f ′ in Ω,

1
ε : ∂z3p

0 = 0 in Ω.
(3.30)

– The main and next order terms in (3.29)3 are

ε : ∂z3v
0
3 = 0 in Ω,

ε2 : divx′ v̄
0 + ∂z3v

1
3 = 0 in Ω,

(3.31)

9
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– The main order and next order terms in the boundary condition ũε = 0 on Γ1 are

ε2 : v0 = 0 on Γ1,

ε3 : v1 = 0 on Γ1.
(3.32)

– The main order and next order terms in the boundary condition ũε,3 = 0 on Γ0 given in (2.20)
are

ε2 : v0
3 = 0 on Γ0,

ε3 : v1
3 = 0 on Γ0.

(3.33)

From the previous equalities, we deduce

– The limit system for v̄0 in (3.25)1 is given in (3.30)1. Also, as consequence of (3.30)2, we deduce
that p0 does not depend on z3, i.e. p0 = p0(z′).

– From (3.31)1 and the boundary conditions (3.32)1 and (3.33)1 of v0
3 on Γ0 ∪ Γ1, we deduce that

v0
3 ≡ 0.

– Integrating (3.31)2 with respect to z3 between 0 and h(z′) and from the boundary conditions of
v1

3 on Γ1 ∪Γ0 given respectively in (3.32)2 and (3.33)2, we deduce the incompressibility condition
(3.25)2.

To finish the proof, it remains to deduce the boundary conditions of v̄0 on Γ0. Multiplying by ε−1 the
boundary condition (2.20) and using the expansion (3.24), we have

− 1

ε2
ν∂z3(ε2v̄0 + ε3v̄1 + · · · ) = εγ−1|K(ε2v̄0 + ε3v̄1 + · · · )|s−2K2(ε2v̄0 + ε3v̄1 + · · · ),

which, after simplification, implies

−ν∂z3(v̄0 + εv̄1 + · · · ) = εγ+1|K(ε2v̄0 + ε3v̄1 + · · · )|s−2K2(v̄0 + εv̄1 + · · · ). (3.34)

Taking into account that

|K(ε2v̄0 + ε3v̄1 + · · · )|s−2 = ε2s−4|K(v̄0 + εv̄1 + · · · )|s−2 = ε2s−4|Kv̄0 +O(ε)|s−2,

then, we have that the main order term in (3.34) is

−ν∂z3 v̄0 = εγ−γ
∗
s |Kv̄0|s−2K2v̄0. (3.35)

Thus, we have:

• If γ = γ∗s , we deduce the boundary condition (3.26).

• If γ > γ∗s , for example, we can consider in (3.35) the following value of γ,

γ = γ∗s + k, k ∈ Z+.

Then, γ − γ∗s > 0 and so, the main order term in (3.35) is

−ν∂z3 v̄0 = 0,

which is the boundary condition (3.27).

10
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• If γ < γ∗s , for example, we can consider in (3.35) the following value of γ,

γ = γ∗s − k, k ∈ Z+,

Then, γ − γ∗s < 0 and so, the main order term in (3.35) is

|Kv̄0|s−2K2v̄0 = 0,

which implies the boundary condition (3.28).

4 Mathematical justification

In this section, we derive a priori estimates for (ũε, p̃ε), which will justify the formal asymptotic
expansion (3.24), and we give the corresponding compactness results leading to the limit problem,
which is the main result of this paper.

4.1 A priori estimates

We start deducing a priori estimates for the rescaled functions ũε. Let us first recall some important
inequalities in a thin domain with thickness ε, see for instance [5, 6, 21].

Lemma 4.1 (Poincaré’s inequality). For all ϕ ∈ V(Ωε), the following inequality holds

‖ϕ‖L2(Ωε)3 ≤ Cε‖Dϕ‖L2(Ωε)3×3 . (4.36)

Moreover, from the change of variables (2.14), there hold the following rescaled estimate

‖ϕ̃‖L2(Ω)3 ≤ Cε‖Dεϕ̃‖L2(Ω)3×3 . (4.37)

Let us introduce the a version of the Ladyzhenskaya’s inequality, which enable us to estimate the
inertial term in the variational formulation.

Lemma 4.2 (Ladyzhenskaya’s inequality). For all ϕ ∈ H1
0 (Ωε)3, the following inequality hold

‖ϕ‖L4(Ωε)3 ≤ Cε
1
4 ‖Dϕ‖L2(Ωε)3×3 . (4.38)

Moreover, from the change of variables (2.14), there hold the following rescaled estimate

‖ϕ̃‖L4(Ω)3 ≤ Cε
1
2 ‖Dεϕ̃‖L2(Ω)3×3 . (4.39)

Proof. Using the interpolation inequality, the embedding H1(Ωε) ↪→ L6(Ωε), and the estimate (4.36),
we obtain at once

‖ϕ‖L4(Ωε)3 ≤ ‖ϕ‖
1
4

L2(Ωε)3
‖ϕ‖

3
4

L6(Ωε)3
≤ Cε

1
4 ‖Dϕ‖L2(Ωε)3×3 .

Estimate (4.39) follows from the change of variables (2.14) by taking into account that

‖ϕ‖L4(Ωε)3 = ε
1
4 ‖ϕ̃‖L4(Ω)3 , ‖Dϕ‖L2(Ωε)3×3 = ε

1
2 ‖Dεϕ̃‖L2(Ω)3×3 .

11
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Now, we prove a trace estimate for the rescaled velocity.

Lemma 4.3 (Trace estimates). For all ϕ̃ ∈ V(Ω), the following inequalities hold

‖ϕ̃‖L2(Γ0)3 ≤ C‖Dzϕ̃‖L2(Ω)3×3 , ‖ϕ̃‖L2(Γ0)3 ≤ Cε‖Dεϕ̃‖L2(Ω)3×3 . (4.40)

Proof. Thank to ϕ̃(z′, h(z′)) = 0 in ω, we have that∫
Γ0

|ϕ̃|2dσ =

∫
ω
|ϕ̃(z′, 0)|2 dz′ =

∫
ω

∣∣∣∣∣
∫ h(z1)

0
∂z3ϕ̃(z) dz3

∣∣∣∣∣
2

dz′ ≤ C
∫

Ω
|∂z3ϕ̃(z)|2 dz′,

that is,
‖u′ε‖L2(Γ0)3 ≤ C‖∂z3ϕ̃‖L2(Ω)3×3 ,

which implies (4.40)1 and (4.40)2.

Next, we give the a priori estimates of velocity.

Lemma 4.4. Assume 1 < s < 2 and let γ ∈ R. Let uε be a weak solution of (2.10)–(2.11). Then,
there exists a positive constant C, independent of ε, such that we have the following estimates

‖uε‖L2(Ωε)3 ≤ Cε
5
2 , ‖Duε‖L2(Ωε)3×3 ≤ Cε

3
2 , (4.41)

‖Ku′ε‖Ls(Γ0)2 ≤ Cε
3−γ
s . (4.42)

Moreover, after the change of variables (2.14), we have the following estimates

‖ũε‖L2(Ω)3 ≤ Cε2, ‖Dεũε‖L2(Ω)3×3 ≤ Cε, (4.43)

‖Kũ′ε‖Ls(Γ0)2 ≤ Cε
3−γ
s . (4.44)

Proof. From (2.12) with ϕ = uε, we get

ν‖Duε‖2L2(Ωε)3×3 + εγ‖Ku′ε‖sLs(Γ0)2 =

∫
Ωε
f ′ · u′ε dx, (4.45)

because
∫

Ωε(uε · ∇)uε uε dx = 0. From the Cauchy-Schwarz and Poincaré’s inequality (4.36), it holds∫
Ωε
f ′ · ũ′ε dx ≤ Cε

1
2 ‖uε‖L2(Ωε)3 ≤ Cε

3
2 ‖Duε‖L2(Ωε)3×3 .

This, together with (4.45), implies the second estimate in (4.41). Next, by using again Poincaré’s
inequality (4.36), we deduce the first one. On the other hand, from (4.45) and (4.41)2, then

εγ‖Ku′ε‖sLs(Γ0)2 ≤ Cε
3,

and so, estimate (4.42) holds.

Finally, by applying the dilatation (2.14) to previous estimates (4.41) and (4.42), and taking into
account taking into account

ε
1
2 ‖ũε‖L2(Ω)3 = ‖uε‖L2(Ωε)3 , ε

1
2 ‖Dεũε‖L2(Ω)3×3 = ‖Duε‖L2(Ωε)3×3 , ‖Kũ′ε‖Ls(Γ0)2 = ‖Ku′ε‖Ls(Γ0)2 ,

we deduce estimates (4.43) and (4.44), respectively.

12
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Now, we will derive the estimate of the pressure by using the a priori estimates for velocity given
in Lemma 4.4.

Lemma 4.5. Let p̃ε be a weak solution of problem (2.10)–(2.11). Then, there exists a positive constant
C, independent of ε, such that we have the following estimates

‖p̃ε‖L2
0(Ω) ≤ C, ‖∇εp̃ε‖H−1(Ω)3 ≤ C. (4.46)

Proof. Thank to the classical Nečkas estimate (see [11])

‖p̃ε‖L2
0(Ω) ≤ C‖∇z p̃ε‖H−1(Ω)3 , (4.47)

and taking into account that ‖∇z p̃ε‖H−1(Ω)3 ≤ C‖∇εp̃ε‖H−1(Ω)3 , then we just need to obtain the esti-
mate for ∇εp̃ε to derive the estimates for p̃ε given in (4.46) with the restriction imposed on the possible
values of γ.

To do this, we consider ϕ̃ ∈ H1
0 (Ω)3, and taking into account the variational formulation (2.21), we get

〈∇εp̃ε, ϕ̃〉H−1(Ω)3,H1
0 (Ω)3 = −ν

∫
Ω
Dεũε : Dεϕ̃ dz −

∫
Ω

(ũε · ∇ε)ũε · ϕ̃ dz′ +
∫

Ω
f ′ · ϕ̃′ dz. (4.48)

We estimate the terms on the right-hand side of (4.48):

– First term. Applying Cauchy-Schwarz’s inequality and estimate (4.43), we get∣∣∣∣ν ∫
Ω
Dεũε : Dεϕ̃ dz

∣∣∣∣ ≤ C‖Dεũε‖L2(Ω)3×3‖Dεϕ̃‖L2(Ω)3×3

≤ Cε−1‖Dεũε‖L2(Ω)3×3‖ϕ̃‖H1
0 (Ω)3

≤ C‖ϕ̃‖H1
0 (Ω)3 .

– Second term. Applying Hölder’s inequality and using Ladyzhenskaya’s inequality (4.39) and
(4.43), we have ∣∣∣∣∫

Ω
(ũε · ∇ε)ũε · ϕ̃ dz

∣∣∣∣ ≤ C‖ũε‖L4(Ω)3‖Dεũε‖L2(Ω)3×3‖ϕ̃‖L4(Ω)3

≤ Cε‖Dεũε‖2L2(Ω)3×3‖Dεϕ̃‖L2(Ω)3×3

≤ Cε2‖ϕ̃‖H1
0 (Ω)3 .

– Third term. Applying Cauchy-Schwarz’s inequality, f ′ ∈ L2(ω)2 and Poincaré’s inequality (4.37),
we get ∣∣∣∣∫

Ω
f ′ · ϕ̃′ dz

∣∣∣∣ ≤ C‖ϕ̃‖L2(Ω)3 ≤ Cε‖Dεϕ̃‖L2(Ω)3×3 ≤ C‖ϕ̃‖H1
0 (Ω)3 .

Finally, taking into account all the previous estimates, we get the desired estimate

‖∇εp̃ε‖H−1(Ω)3 ≤ C,

which finishes the proof.

13
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4.2 Compactness results

First, we give some compactness results about the behavior of the rescaled sequences ũε and p̃ε satisfying
respectively the a priori estimates given in Lemmas 4.4 and 4.5. Next, we deduce the limit system
depending on the case and the value of γ, which is the main result of this paper (see Theorem 4.7).

Lemma 4.6. Assume 1 < s < 2, γ ∈ R and γ∗s given by (1.8). There exist:

• A subsequence, still denoted by (ũε, p̃ε), of the sequence of solutions (ũε, p̃ε) of system (2.10)–
(2.11).

• ũ ∈ H1(0, h(z′);L2(ω)3) and ũ3 ≡ 0, such that

ε−2ũε ⇀ ũ in H1(0, h(z′);L2(ω)3), (4.49)

divz′

(∫ h(z′)

0
ũ′(z) dz3

)
= 0 in ω,

(∫ h(z′)

0
ũ′(z) dz3

)
· n = 0 on ∂ω. (4.50)

Moreover, the following values of the velocity ũ′ on the boundaries hold:

– If γ ≥ γ∗s , then ũ′ satisfies no-slip condition on the top boundary, i.e.

ũ′ = 0 on Γ1. (4.51)

– If γ < γ∗s , then ũ′ satisfies no-slip condition on the top and bottom boundaries, i.e.

ũ′ = 0 on Γ0 ∪ Γ1. (4.52)

• p̃ ∈ L2
0(Ω), independent of z3, such that

p̃ε ⇀ p̃ in L2(Ω). (4.53)

Proof. The convergences given in this lemma are a direct consequence of the a priori estimates given
in Lemmas 4.4 and 4.5. We will only give some remarks:

– Velocity. Estimates given in (4.43) imply the existence of a function ũ ∈ H1(0, h(z′); L2(ω)3)
such that convergence (4.49) holds. The continuity of the trace applications from the space of ũ
such that ‖ũ‖L2 and ‖∂z3 ũ‖L2 are bounded to L2(Γ1) implies that ũ = 0 on Γ1. Also, since the
continuity is also bounded to L2(Γ0), from uε,3 = 0 on Γ0 it holds that ũ3 = 0 on Γ0.

From the variational formulation (2.22) for ψ ∈ C1(Ω), after multiplication by ε−1, integrating
by parts and taking into account that ũε · n = 0 on ∂Ω, we have∫

Ω
ε−1ũε · ∇εψ̃ dz = 0, i.e.

∫
Ω

(
ε−1ũ′ε · ∇z′ψ̃ + ε−2ũε,3∂z3ψ̃

)
dz = 0.

Taking into account estimate (4.43), it can be written as follows∫
Ω
ε−2ũε,3∂z3ψ dz +Oε = 0,

14
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and thus, from convergence (4.49), we deduce∫
Ω
ũ3 ∂z3ψ dz = 0,

which implies ∂z3 ũ3 = 0, i.e. ũ3 is independent of z3. This combined with the boundary condition
ũ3 = 0 on Γ0 ∪ Γ1, implies ũ3 ≡ 0.

Now, from the variational formulation (2.22) for ψ ∈ C∞(ω), we have∫
Ω
ũ′ε · ∇z′ψ̃′ dz = 0,

and multiplying by ε−2 and using convergence (4.49), we deduce∫
Ω
ũ′ · ∇z′ψ̃′ dz =

∫
ω

divz′

(∫ h(z′)

0
ũ′ dz3

)
ψ̃′ dz′ = 0.

This implies the divergence condition (4.50).

It remains to prove that ũ′ = 0 on Γ0 in the case γ < γ∗s . To do this, from the continuous
embedding of H1(0, h(z′);L2(ω)) into L2(Γ0), we deduce from (4.43) that

‖Kũ′ε‖L2(Γ0)2 ≤ ‖K‖L∞(Γ0)2×2‖ũ′ε‖L2(Γ0)2 ≤ Cε2,

and since 1 < s < 2, it holds

‖Kũ′ε‖Ls(Γ0)2 ≤ C‖Kũ′ε‖L2(Γ0)2 ≤ Cε2.

This implies
K(ε−2ũ′ε) ⇀ Kũ′ in Ls(Γ0)2.

On the other hand, since we have

K(ε−2ũ′ε) = ε
3−γ
s
−2(Kε

γ−3
s ũ′ε) = ε

γ∗s−γ
s (Kε

γ−3
s ũ′ε),

then, from estimate (4.44) and ε
γ∗s−γ
s → 0, we get that

K(ε−2ũ′ε) ⇀ 0 in Ls(Γ0)2.

Thus, from the uniqueness of the limit and K is positive definite, we deduce ũ′ = 0 on Γ0.

– Pressure. Estimate (4.46)1 implies, up to a subsequence, the existence of p̃ ∈ L2(Ω) such that
convergence (4.53) holds. Also, from (4.46)2, by noting that ε−1∂z3 p̃ε also converges weakly in
H−1(Ω), we deduce ∂z3 p̃ = 0. Then, p̃ is independent of z3. To finish, it remains to prove that
p ∈ L2

0(Ω). Passing to the limit when ε tends to zero in∫
Ω
p̃ε dz = 0,

we respectively deduce ∫
Ω
p̃(z′) dz =

∫
ω
h(z′)p̃(z′) dz′ = 0,

and so that p̃ has null mean value in Ω. This ends the proof.
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Next, we prove the main result of this paper.

Theorem 4.7 (Main result). The limit pair of functions (ũ, p̃) ∈ H1(0, h(z′);L2(ω)3) ∩ L2
0(Ω), with

ũ3 ≡ 0 and p̃ = p̃(z′), given in Lemma 4.6 satisfies the following system in each case:

−ν∂2
z3 ũ
′(z) = f ′(z′)−∇z′ p̃(z′) in Ω,

divz′

(∫ h(z′)

0
ũ′(z) dz3

)
= 0 in ω,(∫ h(z′)

0
ũ′(z) dz3

)
· n = 0 on ∂ω,

ũ′ = 0 on Γ1,

(4.54)

with ν > 0. Moreover, ũ′ satisfies the following boundary condition on the bottom Γ0 depending on the
value of γ:

• γ = γ∗s , then it holds a power law slip boundary condition

−ν∂z3 ũ′ = −|Kũ′|s−2K2ũ′ on Γ0, (4.55)

where 1 < s < 2 and the anisotropic tensor K ∈ R2×2 is uniformly positive definite, symmetric
and bounded.

• γ > γ∗s , then it holds a perfect slip boundary condition

−ν∂z3 ũ′ = 0 on Γ0. (4.56)

• γ < γ∗s , then it holds a no-slip boundary condition

ũ′ = 0 on Γ0. (4.57)

Remark 4.8. By uniqueness of solutions of problems given in Theorem 4.7, we observe that the pair of
functions (ũ, p̃) are the same as those functions (v0, p0) obtained in Theorem 3.1 by formal arguments.

Proof of Theorem 4.7. We will divide the proof in three steps.

Step 1. Let us first consider the case γ > γ∗s . From Lemma 4.6, to prove (4.54), it just remains
to prove the equations (4.54)1. To do this, we consider ϕ̃ ∈ C1

c (ω × (0, h(z′)))3 such that ϕ̃3 ≡ 0 and
ϕ̃ = 0 on Γ1. Thanks to ϕ̃ equaling zero for z′ outside a compact subset of ω, then

ϕ̃ = 0 on ∂Ω \ Γ0 and ϕ̃3 = 0 on Γ0,

and so, we can take it as test function in (2.21), which is given by

ν

∫
Ω
Dεũε : Dεϕ̃ dz +

∫
Ω

(ũε · ∇ε)ũε · ϕ̃ dz + εγ−1

∫
Γ0

|Kũ′ε|s−2Kũ′ε ·Kϕ̃′ dσ

−
∫

Ω
p̃ε divε(ϕ̃) dz =

∫
Ω
f ′ · ϕ̃′ dz.

(4.58)

Let us now pass to the limit when ε tends to zero in every terms of (4.58):
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– First term on the left-hand side. Taking into account convergence (4.49), we get

ν

∫
Ω
Dεũε : Dεϕ̃ dz = ν

∫
Ω
ε−2∂z3 ũ

′
ε · ∂z3ϕ̃′ dz +Oε = ν

∫
Ω
∂z3 ũ

′ · ∂z2ϕ̃′ dz +Oε.

– Second term on the left-hand side. Taking into account the regularity of ϕ′, applying Cauchy-
Schwarz’s inequality and estimates (4.43), we get∣∣∣∣∫

Ω
(ũε · ∇ε)ũεϕ̃ dz

∣∣∣∣ ≤ ‖ũε‖L2(Ω)3‖Dεũε‖L2(Ω)3×3‖ϕ̃‖L∞(Ω)3 ≤ Cε3, (4.59)

which implies ∫
Ω

(ũε · ∇ε)ũε · ϕ̃ dz → 0.

– Third term on the left-hand side. We observe that since Γ0 is flat, then the surface measure
associated to Γ0 given by dσ = dz′. From Hölder’s inequality, K is bounded, the Sobolev
embedding L2 ↪→ Ls, the trace estimate (4.40)1 applied to ϕ̃′, the trace estimate (4.40)2 applied
to ũ′ε, and the estimate (4.43) for Dεũ

′
ε, we get∣∣∣∣εγ−1

∫
Γ0

|Kũ′ε|s−2Kũ′ε ·Kϕ̃′ dσ
∣∣∣∣ ≤ εγ−1‖Kũ′ε‖s−1

Ls(Γ0)2
‖Kϕ̃′‖Ls(Γ0)2

≤ εγ−1‖K‖sL∞(Γ0)2×2‖ũ′ε‖s−1
Ls(Γ0)2

‖ϕ̃′‖Ls(Γ0)2

≤ Cεγ−1‖ũ′ε‖s−1
L2(Γ0)2

‖ϕ̃′‖L2(Γ0)2

≤ Cεγ−1εs−1‖Dεũ
′
ε‖s−1
L2(Γ0)3×2‖Dzϕ̃

′‖L2(Ω)3×2

≤ Cεγ−γ
∗
s ‖Dzϕ̃

′‖L2(Γ0)3×2

≤ Cεγ−γ
∗
s ,

which tends to zero because γ > γ∗s . Then, we get

εγ−1

∫
Γ0

|Kũ′ε|s−2Kũ′ε ·Kϕ̃′ dσ → 0.

– Fourth term on the left-hand side of (4.58). Taking into account that ϕ̃3 ≡ 0 and convergence
(4.53), we get ∫

Ω
p̃ε divε(ϕ̃) dz =

∫
Ω
p̃ε divx′(ϕ̃

′) dz =

∫
Ω
p̃ divx′(ϕ̃

′) dz +Oε.

Finally, from the above convergences when ε→ 0, we derive the following limit system

ν

∫
Ω
∂z3 ũ

′ · ∂z3ϕ̃′ dz −
∫

Ω
p̃divz′(ϕ̃

′) dz =

∫
Ω
f ′ · ϕ̃′ dz, (4.60)

for every ϕ̃′ ∈ C1
c (ω × (0, h(z′)))2 with ϕ′ = 0 on Γ1. By density, this equality holds true for every

ϕ̃′ ∈ H1(0, h(z′);L2(ω)2) such that ϕ̃′ = 0 on Γ1. We observe that problem (4.60) has a unique solution
(ũ′, p̃) and the problem is equivalent to (4.54)1 with boundary condition (4.56). Uniqueness of solution
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for (4.63) implies that limit does not depend on the subsequence.

Step 2. Next, we consider the case γ < γ∗s . According to Lemma 4.6, we proceed similarly to the
Step 1, but here we also consider ϕ̃ = 0 on Γ0, i.e. we consider a test function ϕ̃ ∈ C1

c (Ω)3 with ϕ̃3 ≡ 0.
This means that there is no boundary term in the variational formulation (4.58). Thus, proceeding as
Step 1, we deduce the limit variational formulation (4.60), which holds for every ϕ̃′ ∈ H1

0 (Ω)2. This
problem has a unique solution and is equivalent to problem (4.54)1 with boundary condition (4.57).
Uniqueness of solution for (4.63) implies that limit does not depend on the subsequence.

Step 3. Finally, we consider the case γ = γ∗s . Due to the nonlinear boundary term in (4.58), we
need to use monotonicity arguments to pass to the limit. For this, to simplify the notation, we define
the application ṽ 7→ Aε(ṽ) as follows

(Aε(ṽ), w̃) = ν

∫
Ω
Dεṽ : Dεw̃ dz + εγ−1

∫
Γ0

|Kṽ′|s−2Kṽ′ ·Kw̃′ dσ,

for all ṽ, w̃ ∈ H1(Ω)3 such that ϕ̃ = w̃ = 0 on ∂Ω \ Γ0 and ϕ̃3 ≡ w̃3 ≡ 0 on Γ0. From [16, Lemma 2.3],
for every ε > 0, the mapping Aε is strictly monotone, i.e.

(Aε(v)−Aε(w), v − w) ≥ 0. (4.61)

According to Lemma 4.6 and similar to Step 1, we consider ϕ̃ ∈ C1
c (ω × (0, h(z′)))3 with ϕ̃3 ≡ 0 and

ϕ = 0 on Γ1, and we choose ṽε defined by

ṽε = ϕ̃− ũε,

as test function in (4.58). So we get

(Aε(ũε), ṽε)−
∫

Ω
p̃ε divε(ṽε) dz =

∫
Ω
f ′ · ṽ′ε dz −

∫
Ω

(ũε · ∇ε)ũε · ṽε dz,

which is equivalent to

(Aε(ϕ̃)−Aε(ũε), ṽε)− (Aε(ϕ̃), ṽε) +

∫
Ω
p̃ε divε(ṽε) dz = −

∫
Ω
f ′ · ṽ′ε dz +

∫
Ω

(ũε · ∇ε)ũε · ṽε dz.

Due to (4.61), we can deduce

(Aε(ϕ̃), ṽε)−
∫

Ω
p̃ε divε(ṽε) dz ≥

∫
Ω
f ′ · ṽ′ε dz −

∫
Ω

(ũε · ∇ε)ũε · ṽε dz,

i.e. using the expression of Aε, we have

ν

∫
Ω
Dεϕ̃ : Dεṽε dz + εγ−1

∫
Γ0

|Kϕ̃′|s−2Kϕ̃′ ·Kṽ′ε dσ −
∫

Ω
p̃ε divε(ṽε) dz

≥
∫

Ω
f ′ · ṽ′ε dz −

∫
Ω

(ũε · ∇ε)ũε · ṽε dz.
(4.62)

Since ϕ̃3 ≡ 0 and divε(ũε) = 0 in Ω, it holds∫
Ω
p̃ε divε(ṽε) dz =

∫
Ω
p̃ε divz′(ϕ̃

′) dz,
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and from
∫

Ω(ũε · ∇εũε)ũε · ũε dz = 0, we deduce that (4.62) reads

ν

∫
Ω
Dεϕ̃ : Dε(ϕ̃− ũε) dz + εγ−1

∫
Γ0

|Kϕ̃′|s−2Kϕ̃′ ·K(ϕ̃′ − ũ′ε) dσ −
∫

Ω
p̃ε divz′(ϕ̃

′) dz

≥
∫

Ω
f ′ · (ϕ̃′ − ũ′ε) dz −

∫
Ω

(ũε · ∇ε)ũε · ϕ̃ dz.

Replacing ϕ by ε2ϕ and dividing by ε2 gives

ν

∫
Ω
ε2Dεϕ̃ : Dε(ϕ̃− ε−2ũε) dz + εγ−γ

∗
s

∫
Γ0

|Kϕ̃′|s−2Kϕ̃′ ·K(ϕ̃′ − ε−2ũ′ε) dσ −
∫

Ω
p̃ε divz′(ϕ̃

′) dz

≥
∫

Ω
f ′ · (ϕ̃′ − ε−2ũ′ε) dz −

∫
Ω

(ũε · ∇ε)ũε · ϕ̃ dz.

Next, we pass to the limit when ε tends to zero:

– First term in the left-hand side. From convergence (4.49), we get

ν

∫
Ω
ε2Dεϕ̃ : Dε(ϕ̃− ε−2ũε) dz = ν

∫
Ω
∂z3ϕ̃

′ · ∂z3(ϕ̃− ε−2ũ′ε) dz +Oε

= ν

∫
Ω
∂z3ϕ̃

′ · ∂z3(ϕ̃− ũ′) dz +Oε.

– Second term in the left-hand side. Since γ = γ∗s , from the continuous embedding of H1(0, h(z′);
L2(ω)) into L2(Γ0) and convergence (4.49), we get

εγ−γ
∗
s

∫
Γ0

|Kϕ̃′|s−2Kϕ̃′ ·K(ϕ̃′ − ε−2ũ′ε) dσ =

∫
Γ0

|Kϕ̃′|s−2Kϕ̃′ ·K(ϕ̃′ − ε−2ũ′ε) dσ +Oε

=

∫
Γ0

|Kϕ̃′|s−2Kϕ̃′ ·K(ϕ̃′ − ũ′) dσ +Oε.

– Third term in the left-hand side. From convergence (4.53), we get∫
Ω
p̃ε divz′(ϕ̃

′) dz =

∫
Ω
p̃ divz′(ϕ̃

′) dz +Oε,

Moreover, since p̃ is independent of z3 and from condition (4.50), we have∫
Ω
p̃(z′) divz′(ũ

′) dz =

∫
ω
p̃(z′) divz′

(∫ h(z′)

0
ũ′ dz3

)
dz′ = 0,

so the third term is written as follows∫
Ω
p̃ε divz′(ϕ̃

′) dz =

∫
Ω
p̃ divz′(ϕ̃

′ − ũ′) dz +Oε.

– First term in the right-hand side. From convergence (4.49), we have∫
Ω
f ′ · (ϕ̃′ − ε−2ũ′ε) dz =

∫
Ω
f ′ · (ϕ̃′ − ũ′) dz +Oε.
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– Second term in the right-hand side. From Hölder’s inequality and estimates (4.43), we get∣∣∣∣∫
Ω

(ũε · ∇ε)ũεϕ̃ dz
∣∣∣∣ ≤ ‖ũε‖L2(Ω)3‖Dεũε‖L2(Ω)3×3‖ϕ̃‖L∞(Ω)3 ≤ Cε3,

which implies ∫
Ω

(ũε · ∇ε)ũεϕ̃ dz → 0.

Finally, from previous convergences, we deduce the following limit variational inequality

ν

∫
Ω
∂z3ϕ̃

′ · ∂z3(ϕ̃− ũ′) dz +

∫
Γ0

|Kϕ̃′|s−2Kϕ̃′ ·K(ϕ̃′ − ũ′) dσ −
∫

Ω
p̃ divz′(ϕ̃

′ − ũ′) dz

≥
∫

Ω
f ′ · (ϕ̃′ − ũ′) dz.

Since ϕ̃′ is arbitrary, by Minty’s lemma, see [19, Chapter 3, Lemma 1.2], we deduce

ν

∫
Ω
∂z3 ũ

′ · ∂z3ϕ̃′ dz +

∫
Γ0

|Kũ′|s−2Kũ′ ·Kϕ̃′ dσ −
∫

Ω
p̃ divx′(ϕ̃

′) dz =

∫
Ω
f ′ · ϕ̃′ dz, (4.63)

for every ϕ̃′ ∈ C1
c (ω × (0, h(z′)))2 such that ϕ̃′ = 0 on ∂Ω \ Γ0. By density, this equality holds true for

every ϕ̃′ ∈ H1(0, h(z′);L2(ω)2) such that ϕ̃′ = 0 on ∂Ω \ Γ0. From [16, Theorem 2.1], problem (4.63)
has a unique solution (ũ′, p̃) and is equivalent to (4.54)1 with boundary condition (4.55). Uniqueness
of solution for (4.63) implies that limit does not depend on the subsequence.

Remark 4.9. In the case s = 2 and Kε = ε
γ
2 λ

1
2 I, with λ > 0, where the power slip condition (1.6)

reduces to the following Navier slip condition, with friction parameter depending on ε,

−ν∂x3u′ε = −εγu′ε, uε,3 = 0, on Γ0. (4.64)

Repeating the classical proof of the existence of solution of the Navier-Stokes problem with homogeneous
Dirichlet conditions (see for instance [1, Theorem 2.3], [19, Theorem 7.1] and [26, Theorem 10.1]) gives
the existence of at least a weak solution (uε, pε) ∈ V(Ωε)× L2

0(Ωε) of problem (2.10) and (4.64).

Proceeding similarly to the proof of Theorem 4.7, but without monotonicity arguments, we can prove
that the limit system satisfied by (ũ′, p̃) is (4.54), and that there exists a critical value of γ is −1, which
agrees with γ∗2 , such that the effective limit conditions on Γ0 are the following ones

• If γ = −1, then
−ν∂z3 ũ′ = −λũ′ on Γ0.

• If γ > −1, then
−ν∂z3 ũ′ = 0 on Γ0.

• If γ < −1, then
ũ′ = 0 on Γ0.

By classical arguments of the existence and uniqueness of solution for the Stokes problem with homo-
geneous Dirichlet conditions, there exists a unique weak solution (ũ′, p̃) of problem (4.54) with corres-
ponding boundary conditions on Γ0 depending on the value of γ given above.
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7 (1827) 375–394.
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