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Abstract—Deep Neural Networks (DNNs) are nowadays ex-
tremely popular in different fields of edge and mobile real-
time applications such as surveillance, autonomous systems, etc...
Energy efficiency and performance are crucial is such context
and, for this reason, several DNN hardware accelerators have
been designed using Approximate Computing (AxC) techniques.
However, other than efficiency, real-time applications used in
safety-critical systems (e.g., autonomous car) require a given
level of resilience to hardware faults. Indeed, in the literature,
many works discussed so far how to assess the resilience of
a given hardware accelerator and how to harden it through
the insertion of fault-tolerant mechanisms. Fault tolerance is
usually achieved by using redundancy that costs in terms of
area, power consumption and latency. For the case of DNNs, the
redundancy is selectively applied to reduce its cost and protect
only the “critical” components. This work aims at proposing a
novel approach entirely based on the use of AxC to increase
the resilience of DNNs without using redundancy and thus
avoiding extra costs. In particular, we studied the impact of AxC
multipliers on a systolic array architecture used to accelerate the
DNN execution. Preliminary results show that by using an AxC
multiplier, it is possible to improve the resilience of almost 10%
with better efficiency than the “precise” implementation.

Index Terms—reliability, neural networks, approximate com-
puting, hardware accelerator

I. INTRODUCTION

In the last decades, Deep Neural Networks (DNNs) have
revolutionized the field of artificial intelligence and machine
learning. They are very powerful, able to learn from a vast
amount of data and make complex predictions. In specific
tasks, such as image classification, they have demonstrated
to be able to surpass human performance [1]. Due to their
outstanding computational capabilities, they are employed in
many different fields, some of them are labeled as safety-
critical. For example, [2] used a neural network to determine
the flight regime of an aircraft using temporal segmentation,
achieving more than 90% accuracy. Another example can be
found in [3], in which the authors proposed a novel approach
for lane detection in the context of autonomous drive.

One of the challenges associated with DNNs is their high
energy consumption, as well as their high computational power
and high amounts of time to complete a single inference.
As an example, DNN models used for image processing are
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composed by many convolutional layers, and convolution is
a really expensive computation [4]. To address this issue,
recently, new types of hardware accelerators have been de-
veloped. One of the most popular options is given by systolic
arrays. They are composed by a grid of Processing Elements
(PEs). Each PE performs a Multiply and Accumulate (MAC)
operation, meanwhile forwarding the data to the neighbors.
This kind of structure is able to process a convolution with
O(n x m) time complexity (supposing a convolution between
two matrices with sizes n X n and m X m). Furthermore,
systolic arrays have a higher throughput than GPUs [5] (which
are generally used in modern applications) making them
more suitable for real-time applications. In addition to that,
they can be used in embedded systems since they are less
expensive in terms of energy consumption [6]. To further push
the energy and performance efficiency, AxC proved to be a
very promising approach [7]. The idea behind AxC is that
several applications do not really need to be executed on a
“precise” and thus “energy-expensive” hardware. AxC aims at
reducing the precision of the hardware in order to save energy
consumption. Interestingly, reduced precision leads to appli-
cations that produce less accurate but still sufficient results
while reducing the required energy by orders of magnitude.
Such applications are characterized as intrinsically resilient
to noise and errors that affect computation (i.e., due to less
precise hardware). Inherent resilience is closely related to the
application domain and clearly DNNs are perfect candidates
thanks to their inherent resilience to noise [8].

On the other hand, even if hardware accelerators for DNNs
come with such inherent resilience to noise, recent studies in
the literature have shown that hardware accelerators are not
always immune to hardware faults. Thus, inference can be
significantly affected, leading to DNN prediction failures that
are likely to lead to a detrimental effect on the application [9]-
[11]. Therefore, ensuring the resilience of hardware accelera-
tors is crucial, especially when they are deployed on real-time
safety-critical systems, i.e., systems in which any failure or
design error has the potential to lead to loss of life [12].

The classical technique used to improve the resilience is to
introduce fault tolerance mechanisms by adding redundancy
in the design [13]. The problem of using redundancy, even in
the case of selective fault tolerance [14], is the cost in terms
of area, power and latency that can be prohibitive, especially



for edge applications. There is a need to further reduce the
cost of fault tolerance for DNN hardware accelerators.

This research work proposes a novel approach entirely based
on the use of AxC to increase the resilience of DNNs without
using redundancy and thus avoiding extra costs. In particular,
we studied on a case study the impact of AxC multipliers on
the resilience of a systolic array architecture used to accelerate
the DNN execution. In our case study, a fault injection (FI)
campaign is conducted to understand the impact of single bit-
flips on the resilience of the network. Preliminary results have
shown that using an AxC multiplier, it is possible to improve
the resilience of almost 10% with better efficiency than the
accurate implementation.

The rest of this paper is structured as follows: in section II
a brief overview of existing works is given; then in section
III the experimental setup is explained in details; section IV
shows the gathered results; section V concludes the article
highlighting future directions.

II. RELATED WORKS

Assessing the resilience of DNNs is a deeply investi-
gated problem today. In [15], the authors presented the main
DNN reliability assessment methodologies, focusing mainly
on FI techniques used to evaluate DNN resilience that can
be summarized as simulation-based at the software or the
hardware level, platform-based, and radiation-based. Several
works have been published so far concerning the use of
AxC in the context of fault tolerance. This research area is
generally known as Approximate Triple Modular Redundancy
(ATMR) [16], applied at the circuit level. The ATMR approach
employs three Approximate Integrated Circuits (Ax-ICs) in-
stead of three fully-precise replicas. For a given input, only
one AXIC can provide an incorrect answer. However, ATMR
fault tolerance capability mainly depends on the voter that has
to be modified [17].

A different approach referred to as Quadruple Approxi-
mate Modular Redundancy (QAMR) was presented [18]. The
QAMR is based on the idea of selectively approximating a
subset of the circuit. The final goal is to have four approximate
replicas in such a way as to guarantee that, among the
four, at least three of them will provide precise results for
a given output. The benefit is that the voter does not have
to be modified. However, the design cost is higher since the
approximation must be carefully identified.

The described works target fault tolerance through masking.
Concerning fault detection only, in [19], the authors exploit
approximate computing for image processing applications
through duplication with comparison (DWC).

The above techniques summarize the use of AxC to reduce
the cost of testing and fault detection/tolerance. Another in-
teresting branch of research is investigating how AxC impacts
a system’s intrinsic reliability, and whether an approximate
application is more or less resilient to hardware faults than
the precise application. Indeed, AXC exploits the inherent
resilience of an application to noise and computing errors.
Therefore, an application executed on approximated hardware
is less resilient to hardware faults.

Fig. 1: Simple model of an output stationary systolic array.

In [20], the authors studied the impact of AXC on the
reliability of DNN application. As AxC technique, they used
the data type and bit-width reduction. In particular, they
compared 32-bit floating point versus 16-bit integer data for
storing synaptic weights. The DNN was an image classifier
based on LeNet-5 topology. The reliability assessment has
been done through radiation experiments: the system running
the DNN was exposed to neutron beam.

In this paper, we intend to explore the use of a different AxC
technique. Instead of weight compression as done in [20], we
leverage on approximate multipliers to be used in the hardware
accelerator.

III. CASE STUDY

1) Neural network: To validate the effectiveness of the
technique, the LeNet-5 CNN architecture, trained and tested on
MNIST dataset, has been exploited. It is composed of three
convolutional layers and four fully connected. The training
process was performed by using [21] without any approxima-
tion: learning rate started at 0.05, with the decay of 5 x 10~*
every 375(*128) iterations, the momentum was set to 0.9. The
final accuracy of the model was equal to 99.05%. We then
performed 8-bit quantization through following steps [21].

1) all weights are rescaled in the range [—1.0, 1.0] and acti-
vations at each layer are rescaled in the range [—1.0, 1.0]
for signed outputs and [0.0, 1.0] for unsigned outputs;
2) inputs, weights, biases and activations are quantized to
the desired 7,45 by converting [—1.0, 1.0] and [0.0, 1.0]
to [—2neits—L — 1 2mbies=1 _ 1] and [0, 2mvits =1 — 1]
2) The systolic array architecture: The implemented sys-
tolic array follows an output-stationary topology [6]. As illus-
trated in Fig. 1, data flow (blue and orange arrows) from top
(north) to bottom (south) and from left (west) to right (east).

Fig. 2 shows a functional diagram of a PE. As above-
mentioned, a PE performs a MAC operation; this means that
for each clock cycle:

e north and west inputs are multiplied together,
o the result is added to the partial sum register,
o the value of north is put on the south output,
o the value of west is put in the east output.

These operations accumulate a series of multiplications and
forward data to the neighbors. This method allows the systolic
array to perform a matrix multiplication with linear time-
complexity. In our implementation, weights are flowing from
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Fig. 2: Functional diagram of a processing element.

north to south and the activations from west to east and are
accumulated in the PE itself (square boxes).

To be able to compute an entire convolution in one single
pass, the proposed systolic array has the same size of the
output of the first convolution in LeNet-5. Since the first layer
is composed by 6 convolutions whose output is 28 x 28 and a
single 2D output stationary systolic array can perform a single
convolution, our systolic array is a 3D systolic array with the
same dimensions of the first layer: 6 x 28 x 28 PEs.

3) Approximate multipliers: In this work, different exper-
iments have been conducted with different multipliers. To
quantify the effect of inaccuracy on reliability of our systolic
array, we replaced the accurate multipliers in each PE with
the approximate multipliers presented in EvoApproxLiteLITE!
[22].

The adopted CNN performs a multiplication between a
signed weight and an unsigned activation, thus we needed a
mixed-sign multiplier, which is not available in the aforemen-
tioned library. As a consequence, we set up the experiments
using a 12-bit signed multiplier and simply extending the
sign on the operands. Note that this method has the effect of
making the approximation even worse: since the multipliers
are designed to operate on 12-bits values, using only the
least significant 8 bits means reducing the performance of the
multipliers. To quantify this effect, we computed the Mean
Absolute Error (MAE) and the Worst Case Error (WCE) with
the mixed-sign range the networks actually uses. Table I shows
the original [22] metrics of the multiplier (columns MAE,
WCE) and the newly computed metrics that only use our 8bit
values ranges. (columns MAE-8, WCE-8).

A. Experimental setup

A high-level implementation made in C language was de-
rived using N2D2 [21]. The network was quantized in order
to use int8 values. Specifically, the weights are represented
as signed 8bit integers values, while the activations where
represented as unsigned 8bit integers.

Five different experiments exploiting the following approxi-
mate multipliers were performed: mull2s_2PT, mul12s_2QH,
mull2s_2R5, mull2s_34P, mull2s_2TE. The method used
for generating these multipliers is based on decomposing
the multiplication and processing each with a combination
of approximate circuits [22]. The introduced approximation
varies based on the combination used.

't is possible to find the wused multiplier at the link

https://ehw.fit.vutbr.cz/evoapproxlib/?folder=multiplers/12x12_signed
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Fig. 3: Fault injection process

TABLE I: Characterization of the approximate multipliers.
Every value is a percentage.

Name MAE WCE MAE-8 | WCE-8
mull2s_2PT 0.000073 | 0.00029 | 0.019 0.0748
mull2s_2QH 0.0031 0.013 0.134 0.514
mull2s_2R5 0.0092 0.037 0.315 1.234
mull2s_34P 0.032 0.17 0.785 3.920
mull2s_2TE 0.19 0.77 6.080 24.417

According to [23], the most critical layer when neurons
inputs are faulty is the first one; so, in this work, the experi-
mental efforts were carried out in this layer, while the others
are executed in software using the high-level implementation
of the network. Differently, in this work, transient faults
affecting the registers have been used as fault model. More
in details, the performed experiments inject only the weight
register of the PEs (corresponding to the block weight in figure
2).

The space of possible faults is then 3-dimensional, and
its size depends on both the array size and the bit-width:
FaultSpace = 2 x K x M.

We have a total of M PEs. Each PE has K bits for the
input of the weights. Each fault corresponds to an alteration
of one bit, forcing its value to either 1 or 0. We call the forced
value polarity, and we have only two possible values (1 or 0).
A statistical FI was configured by assuming a 1% margin of
error, 50% probability of a fault resulting in a failure, a cut-off
point of 2.58 which corresponds to 99% confidence level.

Accordingly, a FI campaign was performed for every one
of the five approximated multipliers. For each campaign, we
injected a total of 15’000 single-bit faults, and each injected
fault was simulated on 100 different input stimuli (10 images
for each class).

The evaluation of the fault is the same as described in
[23]. For each input we have the fault-free output Y and
the faulty output a vector Y. The outputs are vectors of
10 components, each corresponding to the probability of
a class. The classification labels y and y are obtained as
§ = argmaxz(Y) and § = argmaz(Y). For the purpose of
the resilience classification, we compare the two vectors Y
and Y for each pair input-fault as follows:

« we call a fault masked when ¥ = }7,
d maa:(f’)

maz(Y) > 1,

e good when § = g an



TABLE II: Fault-free classification accuracy after the replace-
ment of the multiplier in the convolution. Bold text shows the
best performance.

Multiplier Accuracy (%)
accurate 99.05
mull2s_2PT 99.08
mull2s_2QH 99.10
mull2s_2R5 99.06
mull2s_34P 98.24
mull2s_2TE 9.80
« accept when § = ¢ and 0.95 < maz(V) g
’ ~mafc(f’) ’
. A~ max(Y)
o warning when ¢ = y and maz (%) < 0.95,

e critical when y # v.
Basically, we check whether the top-1 probability of the

injected network max(Y') is greater or smaller than the
golden top-1 probability maxz(Y) and and classify the fault
accordingly. Note that masked faults do not produce any
difference in the output, while only critical faults involve mis-
classification. Finally, we classify as benign the faults that
fall in the first two categories (masked and good), since not
only there is not mis-classification, but the confidence of the
prediction is equal or higher than the fault-free run. The other
three categories are defined as malignant.

In order to fairly evaluate the performances of the FI
campaigns, the accuracy of the Neural Network (NN) was
evaluated without injecting any fault, substituting the accurate
multipliers with the approximate ones. We evaluated the clas-
sification accuracy of the network on the entire validation set.
To speed up the FI process, i.e., without running architectural-
level simulations we used the C code of each multiplier,
available in [22].

IV. RESULTS
A. Intrinsic NN robustness

First, the C model of the network was evaluated on its own
(i.e., without injecting any fault) to understand the effect of the
approximate multipliers. The approximate multiplier replaced
the accurate logic, but this was done only for the convolutions,
the rest of the computations were accurate.

Table II shows the results in terms of classification accuracy.
The accuracy is computed using a validation set of 10’000
input images without injecting any fault. Interestingly, the
NN withstands the approximation with grace. Noteworthy, the
accuracy slightly increases when using approximated mul-
tipliers whose error is quite small. This result shows that
the introduced error, due to approximation, might even be
beneficial for the NN. Furthermore, this result is similar to
what shown in [24], in which the authors show that the
accuracy increases when using an approximate multiplier and
then performs some retraining steps. Interestingly, we find
an improvement (although minimal) without retraining the
network.

While the best case improvement is only 0.05%, it is
a non-negligible result. This is because it corresponds to
500 more input images correctly classified, when compared
with the accurate counter-part. Nevertheless, introducing major

TABLE III: Percentage of masked and benign faults per each
campaign. Bold text shows the best performance.

multiplier masked(%) | benign(%) | critical(%)
accurate 64.65 84.18 0.15
mull2s_2PT 63.90 84.20 0.15
mull2s_2QH 38.92 79.79 0.20
mull2s_2R5 26.96 76.31 0.30
mull2s_34P 74.16 88.08 0.37
mull2s_2TE 3.94 14.44 48.59

approximations produces nefarious effects. Expectedly, the
worst multiplier introduced an error so big that the accuracy
plummeted to less than 10%. The confusion matrix shows that
the NN classified every input as a 0.

B. Fault injection

1) General resilience: Figure 4 shows the general be-
haviour of the different configurations. Furthermore, Table
Il reports the percentage of masked, benign and critical
faults per each FI campaign. It is possible to notice that
the mull2s_2PT produces the same effect as the accurate
multiplier. Increasing the error, multipliers mul12s_2QH and
mull2s_2R5 have the effect of decreasing the resilience,
since the number of masked and benign faults decrease sig-
nificantly. On the other hand, mull2s_34P shows a com-
pletely different behaviour: the majority of injected faults are
masked. Compared to the accurate network, there is a 9.5%
increase in masked faults, even though the classification
accuracy dropped by about 1%. This outcome shows the
benefit obtained by using this multiplier in this NN. Finally,
multiplier mul12s_2TE is not reliable in any measure, “mis-
classifying” the majority of the inputs; actually, about 50%
of the inputs were correctly classified when compared with
the ground truth, but its performance is unacceptable anyway.
Similar results were found by the authors in [25], who show
that introducing approximation may decrease the general accu-
racy of the network but increase the resilience of the network
dramatically.

2) Correlation between injected bit and resilience: Figure
5 shows the number of malignant faults (normalized by the
number of injections) with respect to the injected bit. The
yellow bar represents the total number of FIs, while the blue
bar is only referred to 1-polarity injections. The superimposed
text indicates the percentage of 1-polarity faults. Bit 1 is
the most significant, while bit 8 is the least significant. The
weights are encoded as signed 8-bit integers.

The first four (from left to right) graphs show the same
trend. The first bit is the sign bit, and it is less critical than
the second one. The second to the last bits show a decreasing
criticality, which is expected since the least significant bits
have smaller values. Furthermore, 1-polarity injections are
more critical for every bit but the first. This behaviour is due
to the regularization of the weights, which squeezes all the
weights around zero, making it less common to have ones in
the higher bits. Finally, the first bit is most critical to O-polarity
injections. This depends on the data distribution: the majority
of injections did not change the actual value, writing a 1 where
there already was a 1, but in general, we see that O-polarity
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Fig. 4: General resilience for each experiment. Each figure describes the distribution of the fault categories per experiment.

faults are more critical, representing the 73% of malignant
outcomes.

The most interesting results are produced by the multiplier
mull2s_34P. In this case, Fls in the three Least Significant
Bits (LSBs) seldom resulted in malignant faults (less than
1% of the injections per each bit). Furthermore, 90% of the
malignant faults were produced by 1-polarity injections in bits
2 to 5. This behaviour is similar to the other multipliers, but
shows that the network with this multiplier is extremely critical
to faults that increase the magnitude of the value rather than
faults that decreases it. This datum can be used to deploy
reliable hardware by simply masking such a fault with a 0
value.

C. Reliable approximate multiplier

Multiplier mul12s_34P produced a very interesting result,
since more than 74% of the injections produced masked
faults. This is due to the small variation of the output of
the multiplier when changing the three LSBs. In order to
show this concept, we introduced a new local metric. We
gathered the approximate multipliers, and we computed all
the possible combinations storing both inputs and outputs.
Then, we grouped the data so that for each bucket, only the
three LSBs of the input of the weight varied. Finally, for each
bucket, we computed the mean and the variance of the outputs.
Figure 6 shows the variance plotted for each multiplier for
each input. On the z axis there are the different combinations
of inputs allowed (excluding the three LSBs obviously), while
on the y axis there is the variance. The red lines and the
superimposed text show how many points are strictly under
variance 1, that is, inputs that produce the same output when
varying the three LSBs.

The first multiplier is the accurate one. It shows quadratic
behavior. Note that the outputs generated varying only one of
the two inputs have the same distance, so the shown parabola
is composed of many horizontal segments. This behavior can
be explained as follows. The multiplier has two inputs a and
w. The output is computed as 0 = w X a. If we name the
outputs based on input w (thus fixing the value of a), we have
0; = w; X a. For each pair o; and o; there is a difference which
can be computed with the formula d;; = |0, —o;| = |[i—j| X a,
simply because a is fixed. With this concept in mind, is simple
to understand that the variance of successive buckets with
the same value of a has the same variance. Furthermore, the
variance decreases as a decreases, since the spreading among
values is proportional to a. As is to be expected, multipliers

mull2s_PT, mull2s_QH and mull2s_R5 show the same
quadratic behavior although noisier. Multiplier mul1l2s_TE
shows a completely different behavior: the outputs vary very
little in really big ranges. This datum is a confirmation of
MAE and MRE values.

Multiplier mul12s_34P shows a very interesting behavior
since all the points have O variance. This graph shows that
varying the LSBs has a no effect in many cases.

V. CONCLUSIONS

The results obtained in these FI campaigns suggest that
an approximate multiplier can be used for NN computations
making the whole NN more resilient. Furthermore, we can
identify two properties that the multiplier should have in order
to increase the resilience of the NN:

« the approximate output must be always somewhat similar
to the accurate computation (MAE and MRE are good
metrics in this regard),

« the output value should vary very little (or nothing) when
changing the LSBs of the inputs.

The first property is fundamental for approximate com-
puting. In general, the smaller the error of the approximate
multiplier, the better the multiplier is. The second property
is more interesting and can be used to build new metrics for
quantifying the resilience of a NN. Nevertheless, our method
does not investigate the effect of all the input bits of the
multiplier, so more effort has to be put in the investigation of
such phenomena. This method could also be used, in principle,
for a general circuit that is put in a NN. For this reason, the
next direction of investigation will be building a proper metrics
to quantify the resilience of circuits.

In general, approximate multipliers can be really useful in
the context of NNs. They use less energy than accurate circuits
and, as seen, may provide more accuracy. They can also be
used to increase the resilience at the cost of some accuracy
loss (which may or may not be acceptable depending on the
application). We showed that some multipliers are best suited
for increasing the resilience of the NN. Specifically, one of
the multipliers increased the number of masked faults by an
outstanding 9.3% of masked faults. Furthermore, we provided
a simple method to understand why this specific multiplier
boosted the performance so much, which also gave some
useful insights for the design of resilient circuits.
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