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ARTICLE INFO ABSTRACT
Keywords: Objective: To access Electronic Health Record (EHR) data, hospitals have implemented Clinical Data Warehouses
Data warehousing (CDWs) using Extract Transform and Load (ETL) processes. While ETL performances are typically evaluated

Routinely collected health data
Electronic health records
Computer simulation
Secondary data analysis

individually, our study examines the cumulative impact of ETLs on data availability.
Methods: Using a real multi-hospital CDW as a case study, we modeled EHR data processing from the software
sources to the CDW’s data store. We simulated a scenario where researchers aimed to reconstruct breast cancer

care trajectories using EHR data. We calculated the size and characteristics of the data store population, and

compared them to the original population.

Results: EHR data are recorded in various software depending on data category, hospital, and year, each requiring
specific series of ETLs for integration in the CDW. Despite acceptable transfer rates for each ETL (range 73 %-100
%), cumulative losses led to study populations in the data store being up to 90 % smaller than anticipated when
researchers required data exhaustivity for patients. Population size decreased steeply with the more data cate-
gories required. No difference was found in population characteristics between the data store and the original

cohorts.

Discussion & Conclusion: Researchers should scrutinize data availability in CDWs as missing data could result from
outsourced care, incomplete input, or underperforming ETLs. Integrating more data sources in CDWs increases
the number of data routes, necessitating time for ETL implementation and maintenance, and increases data loss
risks. Though commonly perceived as a “black box”, data transformation can significantly influence the reli-

ability of populations studied in CDWs.

Public interest Summary: To access data generated during care, researchers build Clinical Data Warehouses
(CDWs). CDWs are infrastructures composed of a series of processing steps to extract the data from the data
source, transform it according to the needs and load it into a data store. Usually, the performances of these
processing steps are evaluated one a time. However, each data point goes through a series of processing steps
before being made available for research. In this study, we aim to evaluate the impact of the entire data pro-
cessing pipeline on the availability of data points in a CDW by simulating a study on breast cancer and evaluating
the impact on the size and the characteristics of the final cohort. The cumulative losses of the processing steps
resulted in a population 90 % smaller than anticipated. The characteristics of the final population showed no

difference to those of the original cohort.
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S. Priou et al.
Background and objective

Hospitals are increasingly building Clinical Data Warehouses
(CDWs) to access clinical data (e.g., Electronic Health Record-
—EHR—data) for other purposes than patient care. A CDW is an infra-
structure that collects healthcare data (including patient demographics,
claims data, laboratory tests, medication and clinical notes) from
various data sources (i.e., software applications of Hospital Information
Systems (HIS)). Then data undergoes transformation such as dedupli-
cation, standardization, pseudonymization resulting in the creation of a
subpopulation dataset in a target data store for researchers to access and
analyze (Fig. 1) [1]. Like any data warehouse, CDWs rely on Extract
Transform and Load (ETL) processes. A series of ETL processes converts
the structure and semantics of the data from diverse sources into the
target store (glossary available in Supplementary File). However, CDWs
are particularly complex data warehouses, as EHRs come in various
formats that are difficult to integrate [2-5]. The data that researchers
analyze in the target store of a CDW are influenced by the ETL processes
in place [6], and flawed ETLs can result in faulty data, potentially
leading researchers to incorrect conclusions [7]. Therefore, the validity
of a CDW relies on the validity of its ETL processes. However, most
studies focus on biases caused by the way data is recorded and re-used
beyond its original purposes [8,9], rather than examining the impact
of data processing within the CDW infrastructure itself.

Engineers usually assess the performance of ETLs one at a time. Data
quality checks aim at detecting potential violations of syntactic or se-
mantic properties, while balancing tests compare the data before and
after the ETL process [10]. These tests are time-consuming and pre-
dicting failure modes is challenging, so only a limited number of data
points can be manually checked [11-13]. In addition, these tests are
performed at the ETL level, despite the fact that data often undergoes
multiple stages of processing from the HIS to the target data store.
Consequently, what may have seemed like a good performance at the
individual ETL level may not seem as good when multiplied across all
ETL processes.

End-users often perceive infrastructure as ‘boring things’ [14] and
many data researchers may be tempted to regard CDWs as black-boxes
systems and let CDW engineers deal with ETL issues. They should
rather consider whether the ETL infrastructure influences research
findings. In this article, we open the black box, asking these questions:
how much data is lost between the point where healthcare professionals
enter data in a software, and their utilization by researchers in the target
store of a CDW? What impact does this have on the size and
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characteristics of the final cohort? (Fig. 1) The objective is to evaluate
the impact of the entire CDW ETL infrastructure on the availability of
data in the target store of a CDW. To answer this question, we simulated
the data processing by the ETL infrastructure of a complex, multicenter
CDW and applied it to a realistic study on breast cancer patient care
pathway.

Materials and methods

We adapted the Dependency Structure Modelling (DSM) formalism
from complex systems engineering [15] to build a simulation model of
the routes of each data category from its origin software to the target
data store in a CDW. DSM represents complex systems (cars, planes,
information systems...) as a set of components connected by interfaces,
in matrices. Each row or column of the matrix represents a component,
and each intersection represents the interface between these two com-
ponents. Standard matrix algebra (additions, multiplications) can then
help understanding how information propagates through interfaces in
the system. In our case, each row or column of the DSM represents a
component of the CDW, and the matrix contains the transfer rate be-
tween these components, i.e. the performance of the ETL linking them.

We instantiated this model to simulate the ETLs process of the
Assistance Publique - Hopitaux de Paris’s (AP-HP) CDW. AP-HP is a
network of 38 university hospitals in Paris region, which makes it a
complex real-world example that can illustrate the integration of data
elements of different categories (in this study, restricted to patient de-
mographics, claims data, clinical reports, and laboratory tests) from
various data sources frequently impacted by software changes, and
variations of information systems between hospitals. Having modelled
the CDW, we simulated data availability in the target data store on a
scenario where researchers want to reconstruct initial breast cancer
patient care trajectories. We compared the original cohort composed of
all patients available in the HIS with the final cohort, composed of the
patients that have all the data categories needed for the study available
in the target data store of the CDW (Fig. 1).

A dependency structure model of data routes

We considered a multi-software HIS from which data of different
categories (patient demographics, claims data, clinical reports, and
laboratory tests) are extracted, transformed, and integrated into a CDW.
Researchers can then access the data in the target data store (Fig. 1). We
retraced the route of data categories from each source to the target data

Data sources || Data categories Data routes
The Hospital Patient demographics ETL ETL
Information System: - -
- Software 2 area area data
- Software 3 -~ -
*ETL: Extract Transform Load
Origin Final
cohort

T

/ cohort

Difference in size?
Difference in characteristics?

Fig. 1. Data route process between the data sources and the target data store for four data categories.
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store for each piece of software of the HIS. Each ETL was qualified ac-
cording to the type of transformation applied: extraction, data format
conversion, feature extraction, sanity checks, standardization, and
pseudonymization. In this model, we considered that the data available
in the target data store was formatted to fit the Observational Medical
Outcome Partnership data model (OMOP v5.0) [16].

To model data loss, we characterized the performances of each ETL
by a success rate @grr. The success rate is a continuous value between
0 (no data transferred to the next staging area) and 1 (all data trans-
ferred to the next staging area). We constructed a dependency structure
matrix [15] with the data sources and data staging areas labelling the
horizontal and vertical axes. The i™ row and j™ column correspond to
the success rate ¢ of the ETL extracting data from the label of column i
and loading it to the label of column j (Fig. 2.a.). For a given data source,
the global success rate of the corresponding data route @oytecorresponds
to the multiplication of the success rates of all ETLs on the route. It was
calculated by multiplying a 1-dimensional vector composed of zeros and
one 1 located in the data source column by the dependency structure
matrix powered to the length of the data route. This translates to the
following expression:

Health Policy and Technology 13 (2024) 100893

Proute = PeTL
ETLs on route

The model was implemented using Python 3.9.

Evaluation of data availability

We considered a cohort of p patients for which m data categories are
needed in the target data store by researchers. Using the dependency
model, we calculated the global success rate of the data routes for each
data category needed. For each patient, we built a random 1-dimen-
sional vector size m with coefficients drawn from a uniform distribu-
tion over the interval [0;1]. Then, we compared the random vector to
the vector of global success rates. If the draw was lower than the global
success rate, then the data category was available in the target data
store; otherwise, it was not available (Fig. 2.b.). We used a Monte-Carlo
simulation on the random vectors and simulated 1000 times the avail-
ability of the data categories per patient in the target data store.

As we wished to evaluate the impact of missing data on the cohort,
we excluded patients with at least one missing data category in the
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Fig. 2. Matrix calculation to evaluate the global success rate of data routes (a) and the number of data categories available in the target data store per patient (b).
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target data store from the final cohort of our study. To evaluate the
impact of the data routes on the size of the final cohort, we computed the
median and interquartile range (IQR) of the number of patients for
whom all the data categories were available in the target data store.

Then, to evaluate the impact of the data routes on the characteristics
of the final cohort, we compared the characteristics of the origin cohort
to those of the final cohort in the target data store using a Chi2 test for
categorical data values and a z-test for continuous data values.

Finally, we assessed how the size of the final cohort varied according
to the number of data categories required by researchers. We computed
the median and interquartile range of the size of the final cohort for all
possible combinations of data categories.

The AP-HP model

AP-HP is composed of 38 hospitals. Its HIS includes an integrated
EHR software and specific software dedicated to information manage-
ment in ancillary departments (e.g., radiology, medical biology, pa-
thology, or genetics pathology). In 2012, AP-HP started to deploy a new
integrated EHR software in all its hospitals. This new software enables
the collection of different categories of data (e.g., patient demographic
information, visits, claims data, and clinical reports) that were previ-
ously handled by specific solutions in the various hospitals. From that
date, all hospitals and departments have progressively switched from
their previous software solutions to this integrated EHR solution.
However, the deployment has been slow and phased across hospitals and
across departments and data categories inside each hospital [17].
Therefore, the new integrated EHR and the outdated solutions coexisted.
After discussing with experts, we proposed to consider that, for each
category of data, the switch to the integrated EHR software was made
instantly at the beginning of a year. All software in the HIS are consid-
ered potential data sources for the CDW. We created an overall repre-
sentation of the architecture of this information system.

Depending on the hospital and the year, the same data category can
be input in the HIS through several data sources. We listed the software
used by each hospital for every data category, for each year between
2016 and 2022, including identifying data routes that were not imple-
mented in the CDW (See Supplementary Table 1).

Based on internal technical documents and calculations performed
by AP-HP’s data experts, where possible, we estimated the success rate
of each ETL. When the information was not available, we used success
rates from the literature. For example, the success rate of free text
pseudonymization corresponds to the precision rate of the pseudo-
nymization algorithm used at AP-HP [18].

Use case of new breast cancer pathways

We simulated a research project reconstructing care pathways for
newly referred breast cancer patients. At AP-HP, breast cancer is mostly
treated in five hospitals. One of these hospitals uses a completely
different EHR software than the other four, and none of its data is in-
tegrated into the AP-HP CDW. For this reason, we decided to focus only
on the other four hospitals, which we will name hospital A, B, C, and D.
The study population included newly referred breast cancer patient at
one of these four hospitals between January 2016 and December 2022
(origin cohort). We hypothesized that patients stayed in the same hos-
pital during their care and that a patient’s entire care pathway occurred
in the same calendar year than their diagnosis.

The characteristics of the origin cohort were computed using
aggregated indicators at the hospital level, routinely computed for ac-
tivity monitoring purposes. We considered patient characteristics (age,
gender, social deprivation, Charlson comorbidity index and the Elix-
hauser comorbidity index) and hospital visit characteristics (length of a
hospital visit, visits to the emergency room, severity of the visits and
visits in cancer-specialized departments). Patients’ social deprivation
and visits’ severity level are computed according to the French national
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guidelines [19] using International Classification of Diseases 10th edi-
tion coding [20]. We compared the percentage of patients with visits
with severity level of three or four to those with visits of severity levels
strictly below 3. The global population percentage was calculated for
categorial values (gender, patient over 75 years old, social deprivation,
visit in emergency room, severity of the visit above %, and visits in
cancer-specialized departments). The weighted mean and standard de-
viation were calculated for quantitative values (Charlson comorbidity
index, Elixhauser comorbidity index, and the length of a hospital visit).

With medical experts, we identified the main steps in breast cancer
patient care and the features (e.g., dates, characteristics, and treatments)
needed in each step to perform trajectory analysis. Then, we pinpointed
the specific data categories required to extract each feature. As we
wished to evaluate the effect of ETLs and not the quality of data input by
clinicians, we hypothesized that for all newly referred breast cancer
patients, the entire care pathway was conducted at AP-HP and that all
the data categories were input into the HIS. We identified data routes
from the HIS to the CDW for each data category required and calculated
their global success rate. Since data input by clinicians is not the main
concern of this study, we considered that all the data categories needed
for the breast cancer care pathway research were available in the HIS for
the origin cohort. We evaluated the proportion of patients from the
origin cohort for whom all data categories were still available in the
CDW'’s data store. This defined a second population: the final cohort
composed of the patients that could be included in the breast cancer care
pathway study performed on the CDW’s data store.

We calculated the size of the final population, and we computed its
characteristics using the hospital level aggregated indicators of the
origin cohort weighted on the size of the final population for each
hospital and each year. The characteristics of the origin cohort and the
final cohort were compared using a y? test for categorical values and a t-
test for quantitative values.

Uncertainty quantification and sensitivity analysis

We evaluated the uncertainty of the median percentage of patients in
the final cohort with respect to the uncertainty of the success rates @gry.
We modelled the uncertainty of success rates estimated by AP-HP ex-
perts or found in the literature by a symmetric triangular distribution
[21] with a mode at @gT1, a lower bound set to [, and an upper bound set
to L (Supp Table 2), with:

l= g X (1—min(0.10; 1= om "’m>)
PETL

1-—
L= gpy X (1 +min<0.10; ﬂ))

PETL

For uncertainty estimation, we performed a Monte Carlo Simulation
on the success rate of the ETLs and simulated them 1000 times and
calculated the variance of the 1000 outputs.

Secondly, we conducted sensitivity analysis using Sobol’s method
[22] to identify which data sources had the most impact on the median
percentage of patients with all data categories available in the target
data store. We only calculated Sobol’s first-order and total-order indices
to limit computing time. The first-order indices evaluate the impact of
each success rate of ETLs individually by calculating the contribution of
each success rate to the variance of the output of the model. The
total-order indices evaluate the importance of one success rate and its
relation with other success rates on the output. The success rates with
the higher Sobol’s indices have the most impact. We performed a Monte
Carlo Simulation on the success rate of the ETLs. We evaluated the
model 100 x (number of success rates + 2) times [23]. We used Python’s
SALib library [24,25] to calculate Sobol’s indices in which the
total-order indices are estimated [26]. If the estimators of the total-order
indices were negative with their confidence interval overlapping zero,
then we treated them as zero.
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Results
Models of the CDW and the patient care pathway

Each data category can be input in the AP-HP HIS through various
software (the integrated EHR software, an outdated software, a new
specific software), depending on the hospital and the year. The general
structure of data processing in the CDW is shown in Fig. 3. A data route is
composed of several ETLs, whose performances for each type of ETL are
estimated in Table 1. The detailed data routes per hospital and per year
are described in Supplementary Table 1.

Each data category has a specific data route from the HIS to the target
data store depending on its data source. The success rate of a data route
depends on the combination of ETLs on the route. For example, the
global success rates for imaging reports are not the same if the report
was input in the imaging software or in the outdated imaging software
(Table 2). The global success rate of data routes varies between 0.69 and
0.99 for data sources integrated in the CDW (Table 2).

An epidemiology study on breast cancer patient trajectories in hos-
pitals would identify five main steps in the patient’s care pathway. Data
sources for each feature needed to analyze the care pathway are pre-
sented in Fig. 4.

The final cohort

Data availability in the target data store

The median percentage of patients from the origin cohort that have
all the data categories needed for the study in the target data store is
11.3 % [IQR 11.1-11.5]. This percentage varies by hospital and by year,
depending on which software was used at the time (Fig. 5). None of the
patients from hospital D are included in the final cohort as all five lab-
oratory results are never available (Supp Table 3). If we remove the need
for laboratory results in our epidemiology study, then 20.3 % (IQR; 20.0
—20.5) of the origin cohort would be available for the study in the target
data store.

To obtain a larger final cohort, researchers can choose to restrict the
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number of data categories needed. Depending on which data categories
are needed, the median percentage of patients with all data categories
available in the target data store can vary (Fig. 6). For example, if a
researcher requires only three data categories, the percentage of patients
available varies from 26.6 % to 50.6 % depending on which triplet of
data categories is required.

The final cohort is also impacted by the choice not to integrate
outdated software. If we restrict the origin cohort to patients referred to
AP-HP between 2020 and 2022, a period where more hospitals had
switched to the integrated EHR software, the final cohort represents
16.7% [IQR 16.4 — 17.0] of the origin cohort (27.9 % [IQR 27.5 — 28.3] if
laboratory results are excluded).

Characteristics of the origin and final cohorts

The characteristics of the final cohort did not differ from the origin
cohort (Table 3). Apart from reducing the size of the population in the
final cohort, there are no significant differences between the two
cohorts.

Uncertainty and sensitivity analysis

The triangular distributions used to model the uncertainty of the
success rates of each ETL are presented in Supplementary Table 2. After
1000 simulations, the median percentage of patients with all data cat-
egories available in the target data store varies between 5.7 % and 20.5
%, with a variance of 2.4 % (Supp Figure 1).

To calculate the Sobol’s indices for the 14 success rates, 2000 sim-
ulations of the model were computed. (Supp Figure 2). We observe that
first-order indices for the success rates of extraction of measurements
and standardization to OMOP of measurement are the highest. These
two ETLs impact the most the variability of our model. As the total-order
indices are larger than the first-order indices (Supp Figure 2), there may
be interactions occurring between success rates that influence the
variance of the output of our model. This was to be expected, as ETLs are
chained on data routes. Our model is a complex system where all ETLs
matter in the global performances. No particular ETL is responsible for a

Legend
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Fig. 3. Model of the data routes of a subset of data sources from the HIS to the target data store restricted to patient information, claims data, clinical reports,

pathology analysis, imaging, and biology.
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Table 1
Qualification of ETLs for each data category.
Data categories Data staging area origin Data staging area Type of transformation success rate Estimation
destination Teransfer method
Consultation Integrated EHR software — Report table Extraction of consultation reports 0.99 Experts
report report
MDM" reports Integrated EHR software — Report table Extraction of MDM reports 0.93 Experts
report
Imaging report Imaging software Report table Extraction of imaging report 0.97 Experts
Outdated imaging software Report table Extraction of imaging report 0.89 Experts
Pathology report Pathology software Report table Extraction of pathology reports 0.96 Experts
All reports Report table Note table Transformation to free text 0.97 Experts
Classification of document with feature 0.85 Experts
extraction
Standardization to OMOP 1.00 Literature [1]
Note table Note- deid table Pseudonymization via NLP" 0.94 Literature [2]
Claims data Integrated EHR software — Diseases & Procedures tables ~ Extraction of claims data 1.00 Experts
claims
Diseases table Condition occurrence table Standardization to OMOP 0.90 Literature [1]
Procedure table Procedure occurrence table Standardization to OMOP 0.99 Literature [1]
Laboratory results Integrated laboratory software  Laboratory analysis table Extraction of measurements 1.00 Experts
Laboratory analysis table Measurement table Standardization to OMOP 0.73 Literature [1]

@ MDM: Multi-Disciplinary Meeting.
b NLP: Natural Language Processing.

Table 2
Global success rates of data routes depending on the data categories and the data
source.

Global
success rate

Data categories Data source

Consultation report Integrated EHR 0.77
software
Outdated report 0.00
software

MDM report Integrated EHR 0.72
software
Outdated report 0.00
software

Imaging report Imaging software 0.75
Outdated imaging 0.69
software

Pathology report Pathology software 0.74

Claims data - diseases Integrated EHR 0.90
software
Outdated claims 0.00
software

Claims data - procedures Integrated EHR 0.99
software
Outdated claims 0.00
software

Laboratory results (albumin, hemoglobin, Common 0.73

leukocytes, platelets, and bilirubin) laboratory software

good or a poor outcome. To improve the global outcome, all ETLs need
to be considered.

Discussion

In this paper, we modelled the data routes of different data categories
from the data source (HIS) to a target data store in AP-HP’s CDW. Each
data category follows its own data route composed of several ETLs. Most
ETLs have transfer rates that seem acceptable. However, during the
route from the HIS to the CDW, the losses of each ETL multiply and, in
the end, the success rate of a data route is low. This leads to much
smaller cohorts than anticipated, up to 89 % smaller in our example
study if researchers want data exhaustivity. However, there seem to be
no statistical differences in patient and hospital visit characteristics of
the final cohort analyzed by researchers compared to the original
cohort.

The HIS is composed of multiple independent data sources. This

specificity leads to two issues. First, for each patient, their data of
different categories are spread across multiple independent data routes.
One faulty route can lead to a data category being unavailable in the
target data store and consequently the patient not being included in the
final cohort for the epidemiology study. The more data routes, the more
likely that at least one data category won’t be available in the target data
store. Secondly, multiple data sources entail multiple ETLs. As ETLs are
very time-consuming to implement, it is possible that choices are made,
and some outdated data sources are not integrated into the CDW. The
difference in the availability of historical data across hospitals can have
areal impact on the studied population. CDWs are sometimes presented
as a leap forward in observational research. Indeed, with numerous data
sources made available in one data store, it is quite normal to be greedy
and aspire to complex epidemiology studies with multi-source data.
However, as the number of data categories (and consequently data
sources) goes up, the size of the final cohort quickly goes down.

Technical challenges of implementing ETLs are often overlooked
when discussing data quality but have become more and more of a
concern in recent years. A qualitative study classified the difficulties of
ETL implementation according to three themes: challenges linked to the
source data, the technical difficulties, and the knowledge generation,
recording and maintenance [27]. Mapping local vocabulary to common
vocabulary is an essential task, usually done manually, which questions
its sustainability in the long run [28]. As EHR systems can be very
complex and their configuration can vary over time, implementing ETLs
to access EHR data can be challenging [29]. The high variability be-
tween pieces of software regarding data storage and format adds to the
difficulty of developing ETL algorithms and can lead to incomplete
datasets [30]. Researchers need to understand the operational work-
flows that enable the data to be accessible in order to interpret it
correctly [29]. The lack of standardized ETL modelling is a barrier in
making end-users understand the operational workflow [31].

This study enables researchers to understand better how clinical data
generated for patient care are made available in a CDW and how the ETL
process can impact data availability. The use of a simulation model
enabled us to compute different scenarios, compare large populations
and perform a sensitivity analysis. Data processing is often seen as a
black box, which we tried to open using a simulation model based on
parameters estimated from real data. Data experts from AP-HP were
involved in the design of the data routes and the estimation of the pa-
rameters. Simulation is a key methodology in the study of complex
systems, with multiple interacting components [32]. We based our
model on a multisite CDW, fed by multiple software. Our study also
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Fig. 5. Box plot of the percentage of patients with all the data categories available in the target data store per hospital per year. Hospital D is set to 0 % every year as its

laboratory results are not integrated into the CDW.

takes account of longitudinal dynamics. Yet, our model remains simple
and easily understandable.

However, this model has limits. First, this simulation is based on a
simplified model of the integration and processing system of clinical
data at AP-HP. We considered that data routes from the HIS to the target
data store were independent, where, in reality, interactions between
sub-tables are necessary, especially for data standardization. We did not

consider the fact that data can be edited in the HIS after it has been
processed to the CDW. We decided that the switch of each software
would occur at the beginning of a year for an entire hospital. Reality is
more complicated, with deployment happening per department and
with an overlap period during which both pieces of software can be used
simultaneously. This can lead to difficulties in determining the precise
date of deployment [17]. Thirdly, the success rates of ETLs are estimated
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Table 3
Characteristics of the origin cohort and of the final cohort.
Origin Final p-
cohort cohort value
Patients’ characteristics
Population, N 14,200 1602
Sex ratio, F (%) 99.10 98.69 0.14
Patient over 75 years old (%) 15.56 15.33 0.84
Precarious status (%) 8.79 9.13 0.69
Charlson Comorbidity Index (mean [sd"])  4.55 [3.16] 4.69 0.07
[1.07]
Elixhauser Comorbidity Index (mean [sd]) 9.15 [7.10] 9.32 0.33
[2.39]
Visits’ characteristics
Length of a hospital visit (days) (mean 7.37 6.93 0.10
[sd]) [10.74] [3.70]
Visits to the emergency room, N (%) 14.56 12.93 0.09
Severity of the visits (> 3/4), N (%) 15.14 14.94 0.86
Visits in cancer-specialized departments, 96.91 96.43 0.33

N (%)

# Standard deviation.

using values found in the literature or by internal analysis performed by
experts at AP-HP. We modelled uncertainty with triangular distributions
and 10 % spread from the average, but this choice could deserve more
investigation. Our model only considers data availability, but ignores
data quality issues related to HIS data input [33] and the difficulty of
extracting information from clinical reports., through NLP [34]. Finally,
we took a really crude approach to missing data, by excluding patients
with missing data. Various methods exist to tackle this issue [35], and
we also ignored the fact that the same information can sometimes be
obtained from several sources [36]. Accounting for missing data man-
agement methods and data redundancy would have increased the size of
the final cohort.

The results of this study point out the importance for data users to
understand how data is made available to them. For multi-site CDWs,
researchers should question data availability per site. A sanity check of
cohort sizes should always be performed to make sure no issue in data
integration was missed. Finally, researchers should carefully weigh the
number of data categories they wish to work on. This research focuses
primarily on AP-HP’s CDW. As it is a multi-hospital network, one can
imagine translating this research to other complex structures such as
multi-CDW structures. The variability in data sources when combining
data from different infrastructures has been shown to generate new
challenges [37]. Each CDW has its own specificities with its own data
routes. An epidemiology study based on a multi-CDW network should
analyze data availability before starting the analysis.

Conclusion

When using clinical data in a CDW, researchers should question the
completeness of the data available. Missing data can be a result of out-
sourced or out-of-hospital care, incomplete data input in the HIS, or
faulty ETLs from the HIS to the CDW. In the two first situations, re-
searchers re-using healthcare data generated for care are mostly aware
of these difficulties. The third situation is much less considered, as data
transformation is seen as a “black box”. Yet it deserves attention if we
are to produce reliable results from CDWs.
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